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The applicability of the electronegativity equalization method (EEM) is investigated for the fast calculation
of atomic charges in organic chemistry, with an emphasis on medicinal chemistry. A large training set of
molecules was composed, comprising H, C, N, O, and F, covering a wide range of medicinal chemistry.
Geometries and atomic charges are calculated at the B3LYP/6-31G* level, and from the calculated charges,
effective electronegativity and hardness values are calibrated in a weighted least-squares fashion. The optimized
parameter set is compared to other theoretical as well as experimental values and origins of the differences
discussed. An approach toward extension of EEM to include new atoms is introduced. The quality of the
EEM charges is assessed by comparison with B3LYP/6-31G* charges calculated for a set of medicinal
molecules, not contained in the training set. The EEM approach is found to be a very powerful way to obtain
ab initio quality charges without the computational cost of the ab initio approach.

Introduction

In recent decades, the speed of computers has increased
dramatically together with the continuing development of
algorithms and methods in quantum chemistry. As a conse-
quence, the size of the molecules that can be studied quantum
chemically has increased, as well as the number of calculations
that can be performed in a limited time frame.

Despite this evolution, there are still many areas where
quantum chemical calculations are hardly feasible. The example
addressed in this paper is the screening of many thousands of
molecules for potentially interesting properties, as is routinely
performed in pharmaceutical research. Usually, only a limited
amount of time is available in such screenings, and quantum
chemical calculations are not an option. On the other hand,
quantum chemistry gives access to many highly interesting
molecular properties. Consequently, there lies great promise in
ways to obtain these descriptors with quantum chemical quality
at great speed.

Atomic charges are quite often used as tools for the
interpretation of e.g., molecular reactivity. As such, they are
valuable parameters in a QSAR environment, and the fast
calculation of atomic charges for large molecules, or for a large
number of molecules could be very useful.

The scope of this series of articles is to test the application
of the electronegativity equalization principle as a tool for
generating atomic charges, adhering to the following require-
ments. The procedure should be sufficiently fast, allowing the
calculation of atomic charges in large sets of (large) molecules
in a limited time frame (in the order of 1.5 million molecules
of medium size an hour on a current PC). The charges obtained
from the electronegativity equalization scheme should reproduce
ab initio quality charges and should exhibit the ab initio
conformation dependence of the charges. The scheme should
be extendable to include new elements and should be applicable
for every element over a wide range of chemical configurations.

In the first part of the series, the theoretical background is
addressed and the calibration process described, the quality of
the resulting charges is assessed and the chemical meaning of
the parameters obtained from the calibration is discussed. In
the second part of this series, the suitability for implementation
in the electronegativity equalization method (EEM) of different
ab initio charge evaluation schemes is investigated.

Theoretical Background

The electronegativity equalization principle formulated by
Sanderson1-2 states that when molecules are formed the
electronegativities of the constituent atoms become equal,
yielding the molecular, equalized (Sanderson) electronegativity.
Several formalisms have evolved from this principle. Well-
known examples are the partial equalization of orbital elec-
tronegativity by Gasteiger et al.,3 the charge equilibration method
(Qeq),4 the atom-bond electronegativity equalization method
(ABEEM),5 and chemical potential equalization methods.6-7
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The present study is based on the EEM of Mortier et al.8 In
EEM, the electronegativity of an atomR in anN-atom molecule
is shown to be

In this expression,øR
0 and ηR

0 represent the isolated atom
electronegativity9 and hardness,10 respectively,qR represents the
atomic charge on atomR, and RRâ represents the interatomic
distance between atomsR andâ. ∆øR and∆ηR are corrections
to the respective isolated atom values due to the incorporation
of the atom in a molecule (or crystal). The external potential
represented by the last term accounts for the influence of the
surrounding atoms (or molecules). For the actual derivations
of the EEM formulas, the reader is referred to Mortier et al.8

Using øR
/ ()øR

0 + ∆øR) and ηR
/()ηR

0 + ∆ηR) for the effective
atomic electronegativity and hardness values, respectively, the
operational, simplified formula used throughout the study is
given by

The EEM approach exhibits a number of interesting features.
First of all, a solid proof has been provided within the context
of Hohenberg-Kohn density functional theory for Sandersons
electronegativity equalization principle by Parr et al.9,10Politzer
and Weinstein11 later confirmed this.

Second, EEM holds the potential of generating, at a very
modest computational cost, atomic charges that are both
connectivity- and geometry-dependent. In anN-atom molecule,
the atomic charges and the (molecular) electronegativityøeq are
the unknowns, the actual values of which can be determined
by solving a set ofN + 1 linear equations.N of these equations
are obtained by equilibrating the individual atomic electrone-
gativities to the molecular electronegativity (øeq ) øR ) øâ )
...), whereas one supplementary equation is obtained by
constraining the sum of the atomic charges to equal the total
molecular charge (Q ) ΣR

N qR). In matrix form, this may be
written as

Finally, in addition to the molecular electronegativity and
atomic charges, the EEM framework also allows a straightfor-
ward and transparent calculation of other fundamental properties
such as the total electronic energy, hardness, and reactivity
indices, such as Fukui functions and local softness.12 A recent
overview of the status and theory of EEM within the broad
context of conceptual DFT can be found in Geerlings et al.13

It is clear that when the parametersøR
/ andηR

/ are known one
can use standard matrix algebra to calculate the atomic charges
from eq 3.øR

/ and ηR
/, however, are unknown and cannot be

calculated directly. Hence, the need for calibration. In the present
study, øR

/ and ηR
/ are calibrated using a large training set,

consisting of small organic molecules. The performance of EEM

will be judged by testing it on a validation set consisting of
molecules with known medicinal use.

Computational Methods

Choice of the Training Set.In view of the investigation of
the applicability of EEM to organic molecules, a large training
set of small molecules was constructed containing hydrogen,
carbon, nitrogen, oxygen, and fluorine atoms. Our main concerns
in the design of this set were that it contained all of the most
important functional groups used in medicinal chemistry and
that it was well “equilibrated”. This means that the calibration
set should hold a significant number of atoms of the five
included elements. This aspect, which is especially important
with respect to the mathematical stability of the ensuing
calibration process and the chemical relevance, has been
insufficiently stressed in the applications presently available.
The list of molecules used is available as Supporting Informa-
tion. The calibration set consists of 138 molecules, holding 930
hydrogen atoms, 602 carbon, 105 nitrogen, 101 oxygen, and
65 fluorine atoms.

Quantum Chemical Calculations. The geometries of all
molecules were optimized at the B3LYP/6-31G* level, using
the Gaussian 98 program.14 Mulliken charges were calculated
at the same level. It may be argued that Mulliken population
analysis is not an optimal way to calculate atomic charges. In
this context, the question, however, may be raised what an
optimal way of calculating atomic charges would be like. In
previous studies, the Mulliken population analysis was also most
often used, and because we want to compare results with these
studies, only Mulliken atomic charges are considered in the
present study. Admittedly, there are other ways to obtain atomic
charges, some of which have a more sound theoretical back-
ground. In this study, attention is drawn mainly to the calibration
process, and the quality of calibrations, whereas a following
report15 will focus on the capability of EEM to calculate other
types of atomic charges.

Calibration of Parameters. The approach adopted by
Mortier et al.16,17 when calibrating the effective atomic elec-
tronegativity and hardness consists of first choosing a specific
electronegativity and hardness scale for theø0 and η0 values.
Consequently, the effective electronegativity and hardness scale
is “fixed” by arbitrarily assigning the effective atomic elec-
tronegativity of O a value of 8.5 eV. The remaining seven
parameters (∆ø and ∆η for H, C, and N, and∆η for O) are
then determined using multiple regression. Fluorine parameters
were not calibrated previously. In the present study, no
restrictions were imposed on any of the parameters. Software
was developed in-house to calibrate the optimalø* _ and η*
values from the B3LYP/6-31G* molecular equilibrium geom-
etries and atomic charges for the molecules included in the
training set. The goal of the calibration is to determine the
specific set of ten parameters (ø* and η* for H, C, N, O, and F,
respectively) that, when inserted in the EEM matrix eq 3, will
yield EEM charges that differ minimally from the corresponding
quantum chemically calculated charges in the training set.

The quality of the fit between the B3LYP/6-31G* and the
EEM charges must be evaluated in some fitness function. The
simplest such function is a least-squares fit, minimizing

wherez refers to a specific element (here H, C, N, O, or F),i
to a molecule from the training set, andR to an atom of element

øeq ) øR ) øR
0 + ∆øR + 2(ηR

0 + ∆ηR)qR + ∑
â*R

N qâ

RRâ

(1)

øeq ) øR ) øR
/ + 2ηR

* qR + ∑
â*R

N qâ

RRâ

(2)

[2η1
/ 1/R12 ‚‚‚ 1/R1N -1

1/R21 2η2
/ ‚‚‚ 1/R2N -1

l l ‚‚‚ l l
1/RN1 1/RN2 ‚‚‚ 2ηN

/ -1
1 1 ‚‚‚ 1 0

][q1

q2

l
qN

øeq
] ) [-ø1

/

-ø2
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l
-øN
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Q
] (3)
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z)1

Nel

∑
i)1

M

∑
R)1

Ni,z

(qRiz
EEM - qRiz

DFT)2 (4)
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z in molecule i. The upper summation indices are the total
number of elements (Nel ) 5 in this case),M is the number of
molecules, andNi,z is the number of atoms of elementz in
moleculei. Equation 4 is, however, not optimal, because in any
realistic training set the number of atoms of the different
elements will always differ substantially. As an example, the
population of hydrogen atoms in any realistic training set will
always be substantially larger than that of any of the other
elements. Furthermore, the average charge of the atoms belong-
ing to the different elements is also expected to differ signifi-
cantly. Consequently, the contributions of the different elements
to the minimization criterion (4) may vary substantially from
element to element. As a result, the “weight” of a particular
element can be artificially altered in the calibration process,
which may jeopardize the determination of chemically meaning-
ful values. To alleviate this problem, a weighted minimization
criterion is used. The most efficient way proved to be a least-
squares fit with the population of each element, where the
notationNZ denotes the number of atoms of elementZ:

The actual calibration is a stepwise process. First,ø* and η*
values for all elements are assigned randomly. These values
are then used to calculate EEM charges on all atoms through
standard matrix algebra (see eq 3). Equation 5 is used as fitness
function to evaluate the quality of the fit between the DFT
charges and the EEM charges. This fitness function is then
minimized by updating theø* and η* values by means of a
combination of a local and global optimizer. First many
randomly chosen sets of parameters were submitted to the
simplex method in multidimensions.18 Each time 10000 sets
were submitted to the simplex method, the 100 best unique sets
(i.e., those sets that give the lowest value for the fitness function)
were used as input in a genetic algorithm. The new sets of
parameters found by mating of the parent sets or originating
from mutations are locally optimized in the simplex method
prior to using them as parents in the next generation. This
combination of a global minimization technique and a local
optimizer proved the best approach for the very cumbersome
calibration. The parameter set giving the best fit between the
EEM and DFT charges is recorded and considered to represent
the optimal set of calibrated parameters.

Results and Discussion

Calibrated Parameters. The calibration of the parameters
proved to be a highly cumbersome task. This is mainly due to
the sensitivity of the fitness function for the parameters, as well
as to the existence of a very large number of local minima. In
Table 1, the calibrated effective atomic electronegativities and
hardness parameters calibrated in the procedure described above
are presented, together with the original parameter-values
obtained by Mortier.16-17 First of all, it is seen that the Mortier
parameters show large discrepancies with respect to our values.
At first glance, it may look as this may be due to the fact that
Mortier et al. constrained the effective electronegativity of
oxygen to 8.5 eV (0.3124 au). However, the effective elec-
tronegativity parameters for all elements can be calibrated only
up to a certain constant. Consequently, a constant may be added
to all effective electronegativities, without influencing the
resulting charges as it will merely influence the equalized

molecular electronegativity value (see eq 3 adding a constant
to all ø* only has an effect on the equalized molecularøeq).
Even if a common value for the effective electronegativity of
hydrogen is chosen, one is still confronted with the same
differences. The following factors are expected to play a role
in these observations: (i) Mortier et al. used HF/STO-3G
calculations to obtain charges to calibrate effective electro-
negativities and hardnesses, whereas in the present study,
B3LYP/6-31G* calculations are used, (ii) a different fitness
function is used, and (iii) a different training set is used to
calibrate the parameters.

Table 2 presents a number of values from different well-
established electronegativity scales. Included are scales based
on previous EEM calibrations16-17,19-20 and scales based on
atomic electron densities,1-2 topological properties of electron
density distributions of molecules,21 bond dissociation (BD)
energies22 (introduced by Pauling23), the electrostatic potential24

and force as experienced by the valence electrons,25 the
ionization potential (IP) and electron affinity (EA)26 as ground-
state27 and valence-state properties,28 and the average energy
of valence shell s and p electrons (free-atom spectroscopic
electronegativity).29

We focus on the trends observed in the different classes, rather
than on the quantitative numbers. In general, the same trend is
observed in almost all of the electronegativity scales, including
our scheme. When comparing values from the EEM calibrations

∆q ) ∑
z)1

Nel
∑
i)1

M

∑
R)1

Ni,z

(qRiz
EEM - qRiz

DFT)2

Nz

(5)

TABLE 1: Optimized Values of ø* and η*, as Compared to
the Parameters from the Work of Mortier et al. 16-17a

atom present study Mortier et al.

H ø* 1.00 4.4
η* 17.95 13.8
N 930 65

C ø* 5.25 5.7
η* 9.00 9.1
N 602 19

N ø* 8.80 10.6
η* 9.39 13.2
N 105 1

O ø* 14.72 8.5
η* 14.34 11.1
N 101 26

F ø* 15.00 not calibrated
η* 19.77 not calibrated
N 65 not calibrated

a All values are in eV.N is the number of atoms of a particular
element in the training set of 138 molecules.

TABLE 2: Optimized ø* Values (This Work and
Mortier 16,17) as Compared to Electronegativity Values from
Other Scales (All Values in eV, Unless Indicated Otherwise,
n/a ) Not Available)

scale H C N O F

this work 1.00 5.25 8.80 14.72 15.00
Mortier16-17 4.4 5.7 10.6 8.5 n/a
(EEM-based)
van Duin et al.19 5.96 sp3 8.58 n/a n/a n/a
(EEM-based) sp2 8.24
Njo et al.20 3.12 4.30 7.56 8.50 n/a
(EEM-based)
Sanderson (Pauling units)1-2 2.31 2.47 2.93 3.46 3.92
Boyd, Edgcombe (Pauling units)21 n/a 2.6 3.08 3.62 4.00
Pauling, Allred (Pauling units)22-23 2.20 2.55 3.04 3.44 3.98
Gordy (Pauling units)24 2.17 2.52 3.01 3.47 3.94
Allred, Rochow25 2.20 2.50 3.07 3.50 4.10
Lackner, Zweig27 7.17 6.24 6.96 7.59 10.40
(Mulliken ground-state version)
Bergman, Hinze28 7.18 8.07 9.68 11.91 13.66
(Mulliken valence state version)
Allen (Pauling units)29 2.30 2.54 3.06 3.61 4.19

Validation for Atomic Charge Calculations J. Phys. Chem. A, Vol. 106, No. 34, 20027889



by Mortier et al.16,17 and the developers of the DMM force
field,19-20 a number of clear differences are found. These are
in part due to the fact that the ab initio charges were obtained
using different quantum chemical methods and basis sets and
the fact that different calibration sets were used. This makes a
quantitative comparison impossible, but a striking discrepancy
between the parameters sets given by Mortier et al. and ours
lies in the inverted sequence for the electronegativity and
hardness for N and O. Njo et al. used HF/STO-3G calculations
similar to those by Mortier, and found no such inversion.
Equation 2 shows that if only a single atom of a specific element
is present in the calibration set any change in the effective
electronegativity (denoted∆ø*) can perfectly be compensated
by an opposite change in the effective hardness (the magnitude
of the change inη* is then-∆ø*/qR). This is the case for N in
the calibration by Mortier et al. With an increasing number of
valencies for the nitrogen atoms, such a compensation gives
rise to a poorer fitness function, making us reject that set of
parameters.

Concerning the other, non-EEM-based scales in Table 2, a
relatively high value is found for hydrogen in the Mulliken scale
(based on ionization potentials and electron affinities), especially
in the ground-state version.27 This might be due to the fact that
hydrogen is a special case having only one electron in its neutral
form. To identify the electronic chemical potential with Mul-
liken’s electronegativity defined as (IP+ EA)/2, one has to
assume a quadratic relation between the energy,E, and the
number of electrons,n, in combination with a finite difference
approximation to calculate the second derivative ofE with
respect ton.12 This might be too crude an approximation in the
(special) case of hydrogen.

When comparing electronegativity values determined from
different schemes, it is important to note that there is a difference
between ground state and valence state values. Ground-state
models are determined for the isolated atom, whereas in a
valence state, one considers the atom in a molecule. The valence
state of the atom in the molecule corresponds to the state of
the atom when taken out of the molecule, without reorganization
of its electronic charge distribution. The latter case represents
a perturbed situation, because the electron cloud of the atom
has adapted itself to the rest of the molecule. In the present
calibration,ø* and η* values are determined, which are values
for valence states. Although it might seem better justified to
compare our values to previously reported valence state values,
such a comparison is still not straightforward. Values may differ
between different valence states for the same atom. Depending
on the range of valence states included in the set of molecules
used to calibrateø* and η* values, different numbers could be
found. We have chosen in the first instance not to distinguish
between different valence states or chemical surroundings
(meaning taking into account the nature of the bonds the atom
is in). In doing so, the additional work of having the computa-
tions spend time in trying to identify hybridization or bond
connectivity can be avoided, allowing a faster algorithm.
Whether it is justifiable not to distinguish between different
valencies will be examined below. It is important, however, to
note that the trend in electronegativity values from the current
calibration agrees with that in most other scales.

The calibrated parameters for the hardness are given in Table
3, together with values based on other EEM calibrations16-17,19-20

and some experimental values calculated from the ionization
potentials and electron affinities for ground states and valence
states. In terms of DFT, the hardness is defined as the second

derivative of the energy,E, with respect to the number of
electrons,n, the curvature of theE(n) curve at the pointn0,
wheren0 is the number of electrons for the neutral system. Table
3 illustrates again the differences, even in trends, that are found
when considering either ground states or valence states. From
Table 3, it is found that the present calibration gives nitrogen a
lower hardness compared to oxygen. This illustrates again the
importance of having the calibration set spanning a wide range
of valencies. The larger electronegativity given by Mortier et
al. for nitrogen compared to ours should give rise to a larger
effective hardness in the scale by Mortier et al. compared to
ours. As noted above, the increase of the effective hardness
needed to compensate a larger effective electronegativity is
-∆ø*/qR, where the nitrogen atom in the set by Mortier et al.
has a negative charge.

Quality of the EEM Charges. Figure 1a-e gives the EEM
charges (using the optimal effective electronegativity and
hardness values) versus the DFT charges. Also included are the
parameters for the best fitting linear function between both types
of charges. There is an obvious linear correlation between both
sets of charges. This illustrates the ability of the principle of
electronegativity equalization to yield quantitative atomic
charges. It may be argued that for fluorine, and to some extent
for oxygen as well, the agreement is much less pronounced.
This is due to the more limited range of charge values for the
F and O atoms. This is clear from the average absolute
differences between the DFT and the EEM charges. For H, C,
N, O, and F, these are respectively 0.02, 0.06, 0.06, 0.04, and
0.02, showing that the accuracy of the EEM method is similar
for all elements.

A few remarks should be made concerning the spread of
charges in Figure 1. For the hydrogen atoms in the training set,
two regions exhibiting a higher density of points in the plot are
found. This is simply a consequence of the chemistry of the
training set. The high number of points in with lower charges
are mainly associated with hydrogen atoms bound to carbon.
Two regions with a relatively high point density occur at higher
positive charges. These are mainly associated with hydrogen
atoms bound to nitrogen and oxygen. One could argue that
distinguishing between the different connectivities of hydrogen
atoms, each with their own hydrogen effective electronegativity
and hardness, would further improve the fit. Mortier et al.
followed this path for hydrogen, where they calibrated different
parameters for positively charged hydrogen atoms and hydride
atoms. In the case of other atoms, Mortier also notes the
“surprisingly” good ability of a single value for the effective
electronegativity and hardness to yield high quality charges in
many different chemical surroundings.30 The charge pattern of
nitrogen also shows a number of outliers. These are mainly
associated with nitro compounds. In these cases, nitrogen is

TABLE 3: Optimized η* Values (This Work and
Mortier 16,17) Compared to Other EEM Based Values and
Available Experimental Values (All Values in eV, n/a)
Value Not Available)

scale H C N O F

this work 17.95 9.00 9.39 14.34 19.77
Mortier16-17 13.8 9.1 13.2 11.1 n/a
(EEM-based)
van Duin et al.19 15.63 sp3 13.77 n/a n/a n/a
(EEM-based) sp2 12.48
Njo et al.20 11.99 9.69 11.69 13.66 n/a
(EEM-based)
Lackner, Zweig27 6.45 4.99 7.59 6.14 7.07
(Mulliken ground-state version)
Bergman, Hinze28 6.42 6.35 7.29 8.26 9.19
(Mulliken valence state version)

7890 J. Phys. Chem. A, Vol. 106, No. 34, 2002 Bultinck et al.



positively charged according to the DFT calculations, which
agrees with what is expected from simple Lewis structures and
formal charges. It is worth mentioning that the present EEM
calibration succeeds at giving positive charges for the nitrogen
atoms in the nitro compounds. Previous calibrations did not
succeed in this.31 This may also indicate that the necessity of
Mortier et al. to distinguish different parameters for positively
and negatively charged hydrogen atoms might equally be due
to incomplete calibrations. The present medicinal chemistry
biased calibration set does, however, not contain hydride atoms.

The fact that EEM quantitatively predicts atomic charges for
very different valencies, using the same parameters, shows that
the calibrated parameters are applicable within a very large range
of valencies. This justifies the decision not to distinguish
between different valencies of atoms of the same element,
thereby saving a lot of additional computational work to identify
which “type” of atoms of each element are present in each
molecule.

Applicability of EEM. In the section above, the EEM and
DFT charges for the molecules contained in the calibration set
were compared showing fine agreement. However, to test the
applicability of EEM, one needs to consider molecules that are
not part of the calibration set. To that end, a number of medicinal
molecules, more precisely neuroleptics, were used for compari-
son. Structures were taken from Tollenaere et al.32 and are
shown in Figure 2. Molecules used in this study were:
fluanisone, benperidol, pipamperone, spirilene, oxypertine, and
azaperone.

Because the aim of this study is not a full conformational
study of these six molecules, only a relatively limited confor-
mational analysis of the molecules was performed, using the
MMFF33-37 force field and AM1 calculations. Both the global
minimum from the MMFF conformational analysis and that
from the AM1 conformational analysis were further optimized
on the B3LYP/6-31G* level, and Mulliken charges were
calculated at that level. Using the calibrated effective electrone-

Figure 1. Comparison of EEM and DFT Mulliken point charges for all atoms in the training set (separate correlations are shown for H, C, N, O,
and F). EEM charges were obtained using the parameters calibrated in this work and listed in Table 1.

Validation for Atomic Charge Calculations J. Phys. Chem. A, Vol. 106, No. 34, 20027891



gativity and hardness parameters from Table 1, the EEM charges
were calculated. The speed of the EEM calculation of atomic
charges is illustrated by the fact that the calculation of atomic
charges in all 12 structures takes less than 50 ms on a current
personal computer. In Table 4, the average absolute differences
between the DFT charges and EEM charges is given. The results
clearly show that although the calibration set used does not hold
any of these neuroleptics, or fragments thereof, the charges
predicted by EEM agree very well with the DFT charges. Taking
into account the speed of the EEM calculations, it may be
concluded that EEM performs in an excellent way, costing
several orders of magnitude less computational effort than the
B3LYP/6-31G* calculations. Mulliken population analysis
requires the SCF procedure to be carried out, which takes, for
example, one single neuroleptic molecule 32 min on a PC. For
the 12 molecules together, the EEM calculations take less than
50 ms, illustrating the impressive speed of the EEM approach.

If an even better agreement is desired, one might choose to
calibrate parameters specifically for a certain class of molecules,
in this case neuroleptics. The parameters were therefore
calibrated again, using as a calibration set one structure of both
fluanisone and spirilene. Both the original and new parameters
are given in Table 4. The table shows how the difference
between the EEM and DFT charges is reduced when using the
parameter sets calibrated from the fluanisone/spirilene set.
However, the improvement is only small. Given the amount of
additional work required to recalibrate the parameters and the
rather limited improvement of the agreement between the DFT
and EEM charges, such recalibration is unnecessary. Concerning
the values for both the effective electronegativity and hardness
for the calibrations with the two sets, some clear differences
are found. This shows that the calibration set is a bias. Also,
for a smaller calibration set, certainly a specific one aimed at
only a limited range of valencies for all elements, the above-
described electronegativity-hardness compensation may play
a role. The parameters obtained from the smaller calibration
set therefore have less chemical relevance as those obtained from
the larger calibration set.

In deriving the EEM equations (as, e.g., eq 2), the parameters
ø* and η* clearly have a firm chemical meaning representing
the effective electronegativity and hardness, which can be
considered as valence state type atoms in molecules properties.
When the parameters are calibrated, solutions may be found
that are mathematically equivalent but chemically are highly
counterintuitive (e.g., when only a limited range of valencies
for a certain element is considered). The chemical meaning of
the calibrated parameters allows the discrimination between
chemically sound and less meaningful solutions, even if these
are mathematically equivalent.

Extension to New Atom Types.As noted above, calibration
of the parameters proved not to be a simple task and required
much effort to minimize the fitness function (5). It is clear that
when new atoms will be included, the dimensionality in the
calibration will increase, resulting in an even more cumbersome
calibration. It would therefore be very useful if extension of
the EEM method to include new atom types would only require
calibration of the new atom types, retaining the values previously
calibrated for the other atom types. In an attempt to establish
whether such an approach is feasible, independent calibrations

Figure 2. Chemical structures of the neuroleptics used as an EEM validation set. A) fluanisone, B) benperidol, C) pipamperone, D)
spirilene, E) oxypertine, and F) azaperone.

TABLE 4: Calibrated Effective Electronegativity and
Hardness Parameters Using the Original Calibration Set,
and a Reduced Calibration Set Designed for the Study of
Neuroleptics (All Values in eV)a

atom original set reduced set

H ø* 1.00 1.00
η* 17.95 15.73
N 930 53
dev. 0.01 0.01

C ø* 5.25 5.06
η* 9.00 9.03
N 602 45
dev. 0.06 0.06

N ø* 8.80 13.72
η* 9.39 13.97
N 105 5
dev. 0.07 0.04

O ø* 14.72 14.25
η* 14.34 14.27
N 101 3
dev. 0.03 0.03

F ø* 15.00 16.39
η* 19.77 24.79
N 65 2
dev. 0.04 0.00

a Dev. describes the average absolute error between the DFT and
EEM charges for both calibration sets. The columnN gives the number
of atoms of each element in both calibration sets.
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for different sets of molecules were performed. The sets differ
among each other by the number of atom types included in the
calibration set. Sets were constructed comprising only C and H
(set 1); C, H, and O (set 2); C, H, and N (set 3); C, H, N, and
O (set 4); and ultimately C, H, N, O, and F (set 5). These sets
were derived from the full calibration set by keeping only those
molecules that only contain atoms of the types retained in the
reduced calibration sets.

It was found that keeping the previously calibrated parameters
fixed, resulted in a very poor calibration. This is not surprising,
given the sensitivity of the fitness function on the parameters.
On the other hand, inclusion of a new atom type did not need
the assigning of new random values for the previously calibrated
parameters, and thereby augmenting the calibration dimension-
ality. The most efficient approach turned out to be the use of
the previously determined parameters, supplemented with a
random choice of values for the new atom type(s) and
minimization of the entire set of parameters in the simplex
procedure or genetic algorithm. Thus, instead of having both
the random assignment step and minimization procedure work-
ing in (2X + 1) dimensions forX atom types (2X parameters
for X atom types plus the fitness function), extension of the
method toward a new atom type will result in 2 additional
dimensions in the random step, followed by (2(X + 1) + 1)
dimensions in the minimization procedure. This is of course an
enormous reduction of the computing efforts, because if, e.g.,
10 random values for each new parameter are chosen, the
number of resulting sets in the calibration can be reduced from
102(X+1) to 102 for the addition of a single new atom type, or
for addition ofY new atom types from 102(X+Y) to 102Y. That
the previously determined values need to be reoptimized through
the minimization procedure is the consequence of, on one hand,
the large sensitivity of the fitness function on the parameter
values, and on the other hand, the necessity of letting the
parameters adapt to new types of chemical surroundings. Table
5 gives the optimal values for both the effective electronegativity
and hardness when the calibration sets are extended to include
new atom types. When comparing small calibration sets, large
differences in the calibrated parameters may be found, but when
moving to sets with an increasing number of elements, the
differences grow smaller.

Following the previous discussion on the applicability of EEM
parameters for a specific element over a wide range of chemical

situations (e.g., different hybridization states), it is clear that
the previous paragraph and method for extension of the EEM
calibration space is also valid for instances where new, separate
parameters need to be calibrated for a different valencies of an
atom. At present, however, no situations have been found where
the predicted charges show such poor agreement with the DFT
charges that separate parameters need to be calibrated for
specific valencies.

Conclusions

Calibration of the effective electronegativity and hardness
parameters for C, H, N, O, and F was performed using a large
set of molecules representing a wide range of functional groups
in medicinal chemistry. It was found that, using these param-
eters, one can calculate atomic charges in molecules at a very
impressive speed, without important loss in accuracy compared
to the DFT calculated charges. The resulting calibrated param-
eters were also found to be applicable over a very wide range
of valencies. As such, EEM is a promising method for the very
fast calculation of atomic charges, showing ab initio quality
without the cost of such calculations.

Indications are that the calibration of EEM parameters can
be extended to include new elements, without the need to repeat
the entire calibration process. Previously determined values for
the effective electronegativity and hardness can be retained, and
merely need to be slightly reoptimized, thereby opening the way
to efficiently extending the number of elements that can be
covered in EEM.

The calibrated parameters were found to depend on the
calibration set used. Only parameters based on calibration sets
holding wide ranges of valencies for every element should
therefore be considered as chemically relevant. Such effective
electronegativity and hardness parameters were found to exhibit
the same trends as other well-established scales. The calibrated
parameters also depend on what charges have been used in the
calibration, including the quantum chemical method used, basis
set, etc.
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