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The excited-state hydrogen bonding between a pyridine molecule and a water molecule has been investigated
by a series of theoretical methods including direct and time-dependent density functional theory (DFT and
TD-DFT), complete-active-space self-consistent-field (CASSCF) with second-order perturbation-theory
correction (CASPT2), and equation-of-motion coupled-cluster (EOM-CCSD). All calculations indicate that
the water:pyridine complex on the ground state has strong hydrogen-bonding with binding enthalpies ranging
from 4.5 to 5.9 kcal mol® after basis set superposition error, zero-point, and thermal correction, with the
water molecule lying perpendicularly to the pyridyl plane (tafalsymmetry for the complex). This is in
reasonable agreement with experiment and also with previous DFT and MP2 (second-ordet Rlgfiset
perturbation theory) calculations with large basis sets. Similar results are obtained for hydrogen bonding to
the lowest f,.7*) excited state, $(*B,). However, for this complex in its first (n#) state, S (*B4), pyridine

is found to adopt a boat configuration of orB¢ symmetry with the water above the pyridyl plane. Both the
EOM-CCSD and CASPT2 calculations indicate that reasonably strong hydrogen-bonding occurs to pyridine
in the (nsr*) state, with the calculated bond enthalpies ranging from 4.0 to 4.5 kcal'mdénce, we find

that excited-state hydrogen bonding to azines remains important, but that itdifisrant motiffrom the

usual linear hydrogen bonding found in ground-state systems. For th® @xcited state, the hydrogen
bonding is to the electron-enhancedcloud of the aromatic ring. A new, much more complex picture is
presented for hydrogen bonding in azines which is qualitatively consistent with observed spectroscopic data.

1. Introduction absorption transition but only small changes in the corresponding
fluorescence spectrum. Dielectric solvation the@fie®8 express

Hydrogen bonding is very important in the molecular sciences these solvent shifts as

as it plays a central role in the structure and function of all
biological systems;2 and hydrogen bonding involving azines 2 —21 -1 1
and their derivatives such as nucleobases is particularly sig- AU =— 2% + 1_3#i(14f W)~ B 3
nificant. Most of our knowledge concerns hydrogen bonding a 2n"+1a

to molecules in their ground electronic state; these have bee”whereyi and u; are the dipole moment vectors of the initial
widely investigated by different spectroscopic methbdSand  and final states solvated outside a cavity of radiby a material
characteristic bond energies, structures, and vibrational frequen-gf dielectric constant and refractive inder. As the coefficient
cies have been obtained. Much less is know about hydrogenos the first term is much larger than that for the second and as
bonding to molecules in excited states, however. Archetypal gnjy the first term can give rise to a blue shift, Baba et al.
studies include the absorption and fluorescence studies whichqygjitatively interpreted the experimental data as indicating a
culminated in the work of Baba, Goodman, and Valénti, large dipole moment (ca. 3 D) the ground state and a nearly
supersonic molecular jet spectroscopy pioneered by Bernsteinzero dipole moment in the excited state. From this, they
et al.;*!*and computations pioneered by Del Béfel® The  concluded that the hydrogen bonding is broken in ther{n,
(n*) states are particularly pertinent as the electronic transition singlet excited state of pyridine and the diazines. Their analysis
removes one of the lone-pair electrons that directly participate gppears quite valid for pyridine, but for the diazines, it is
in the hydrogen bonding. The properties of:{*) excited states incomplete as it does not properly address the issue of the
are also relevant to proton-transfer and tautomerization in |ocalization/delocalization of the (m*) excitation over the two
azines®2! nitrogen atoms. In the ground state, liquid-structure simulations
The basic concepts involved were elucidated in 1965 by Baba, indicate that two hydrogen bonds are formed to the diaZhég.
Goodman, and Valenti, who studied the absorption and |n the excited state, if the excitation localizes onto one nitrogen
fluorescence spectra of pyridine and the diazines (pyridazine, atom, then this atom becomes analogous to the nitrogen in
pyrimidine, and pyrazine) in dilute solution in a variety of pyridine, whereas the other atom is unaffected. One would thus
hydrogen-bonding and non-hydrogen-bonding solvents. They expect that the hydrogen bond to the unaffected nitrogen would
found that in hydrogen-bonding solvents the hydrogen bond thatremain intact, whereas the other hydrogen bond would break.
is formed between the solute in its ground electronic state and However, if the excitation is delocalized over both diazine

s — wl* (1)

solvent molecules gives rise to a large blue shift in the{n, nitrogen atoms, then each atom will have 1.5 electrons with
which it may form hydrogen bonds to its environment, and it
*To whom correspondence should be addressed. is not clear a priori whether hydrogen bonds are likely to
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form 28-30 Before the effects of through-bond interactions were
known, strong interactions between nitrogen lone-pairs were not
expected, and thus, the excitations in pyrimidine and pyrazine
(at least) were believed to be localized excitati®hsyen for
uncomplexed pyrazing. For pyrazine, however, the experi-
mental results of Baba et al. do not support the idea of localized o ) )
excitation as this would guarantee a large change in dipole Water molecule sat above the aromatic ring, offering simulta-
moment between the excited and ground states, and high-N€ous hydrogen-bond-type interactions with the azine nitrogens

resolution spectroscopy clearly indicates that the*(nexcita- andthe electron-enhanced aromaticcloud. The presence of
tion is delocalized in isolated pyrazif. bound structures of this type could provide an alternate

explanation of the observations of Wanna, Menapace, and
Bernsteint* They closely resemble structures found in benzene
and fluorobenzene complexes with water (see, for example, refs
14, 38, and 4446).

Here, we will study the structures, bond energies, and

Figure 1. “Boat” distortion of § (*B;), the lowest (n7*) state of
pyridine.

Wanna, Menapace, and Bernstéit have studied the
hydrogen bonded and van der Waals clusters of pyridazine,
pyrazine, pyrimidine, and benzene (solutes) withl& 2, NH3,
and HO (solvents) by the techniques of supersonic molec-
turljlsr nggys p?ﬁggsgisz o?n:b;\gfvgog;?/rrigng?nzf, fgg:‘ atlzﬁfsof%?/?- vibr_ation fre*quencies 2f Water:pyridine_ in its grou_nd and_first-
imidine water clusters, however, and concluded that the excited excited (nz*) and (w,7*) states. Chemically, the interactions

states of these clusters must be dissociative; an alternative optiongif Fz)iyn”dmzr\]/(\;lt?hivsv e;t;eur darfhgugzrjlen;p;ir athéit?ef:rllotsrfatfor:w;z(;rn
raised by the present work is discussed in the conclusions azines, y

section, however. Stable excited states have indeed beencomputatlonal methods can make sensible predictions for the

. . _properties of excited-state hydrogen bonds. We use analogous
ggﬁﬁr\éiigﬁéza range of other azine complexes with hydrogen methods for both the ground and excited states. In particular,

. . ) . we use density functional theory (DFT) and time-dependent
The hydrogen-bonding between azines in their ground ppys7-s2 (TD-DFT) using the B3LYP3 and BLYF55 func-

electronic states and water have been investigated computasgnais. second-order MalleiPlesset perturbation thedfy

tionally many times,”10713:2673933°41 but only Del Bené®™19 (MP2), complete-active-space self-consistent-fie{@ASSCF)
has studies excited-state hydrogen bonding in these systemsy i, second-order perturbation-theory correcto{CASPT2),

These_ studies involved the eval_ugtion of ve_rt_ical exci;ati_on coupled-cluster thec?/(CCSD), and equation-of-motion coupled-
energies and revealed that for pyridine the additional excitation clustef? (EOM-CCSD) theory. This work is based on our recent

energy supplied to the hydrogen-bonded complex as a conseomprehensive treatise of the excited-state manifolds of isolated

quence of the “blue shift” of the absorption band slightly v ridinet in which we consider in detail energetics, structure,
exceeded the ground-state hydrogen-bond energy. As a resultynq yibrational motion; it embodies the results of a large range
water:pyridine is expected to directly dissociate followingeti, of experimentdP62 73 and computation&47:61.70.72,7478 sy dies.
excitation. However, the calculated blue shift for diazines and ¢ particular relevance, we investigated in detail the “boat”
some substituted pyridines was less than that required for directjistortion (see Figure 1) of the lowest singlet state, the*jn,

dissociation, suggesting that stable excited-state complex couldgiie $ and the analogous triplet stats, providing the first

be obtained after excitation. To improve this analysis, the gsgignment of the high-resolution singlet to triplet absorption
calculation of 6-0 transition energies by the most reliable means spectrum and the low-resolution phosphoresence spectrum of
currently available is required. . the molecule. The singlet state has a double-well structure in
~ The structure of a hydrogen bond to arvff),excited state  the h mode 16b which produces the “boat” distortion, but it is
in the gas phase has only been investigated in detail for the of insufficient depth to support zero-point vibration, and hence,

HF:H,CO complex by Del Bene at &.They found a distinctly ~ the molecule appears to reta, symmetry after excitation.
different motif for hydrogen bonding in the excited state to

normal ground-state motifs. It is not clear a priori if hydrogen
bonding to aromatic (m*) excited states will display similar

or different motifs to that found for HF:4€CO. All TD-DFT calculations were performed by TURBO-

In aqueous solution, the electronic and geometrical structure MOLE"® using the “M3” integrating grid and the energy
of pyridine and the diazines in @) excited states have been convergence criterion set to 19 au, with all derivatives
simulated by Zeng, Hush, and Reimé¥s%-43 Both the nature evaluated numerically in internal coordinates using our own
of the hydrogen bonding and calculated solvent shifts are found program. Computationally efficient auxiliary basis Sétsere
to be very sensitive to the details of the potential-energy surfacesused for all TD-BLYP calculations, facilitating excited-state
used, particularly in regard to the treatment of the localization/ geomety optimization. Direct DFT geometry optimizations and
delocalization of the (m*) excitation. They found poor  frequency calculations were performed for the grouund-state
agreement between experiment and results predicted usingwith the aid of analytical derivatives using Gaussiarf98he
localized excitation models. Delocalized models predicted that CCS?® and EOM-CCSIE calculations were performed using
the hydrogen bonding is considerably weakened in the excitedanalytical first derivatives by ACES-# CASSCF geometry
state, but on average, one hydrogen bond remains intact to aoptimizations were performed typically using DALTCGRbut
diazine. The predicted solvent shifts were qualitatively in sometimes MOLCAS' or MOLPRO® CASSCF harmonic
agreement with the experimental observations of Baba 8t al., frequency calculations were performed using the analytical
though improved quantitative accuracy is required. Of particular derivatives available in the DALTOR package. Only single-
significance was their observation that the excited-state hydrogenpoint energy calculations were performed at the CASPT2 level,
bonding gave rise to structures in the liquid more like those using the MOLCA$* package. All available MP2 calculations
found in van der Waals bonded systems than those typical of were performed using GAUSSIAN 98.
hydrogen bonding. In particular, their potential-energy surfaces  The basis sets used for geometry optimizations are Dunning’s
for the diazine-water clusters displayed minima in which the correlation-consistent polarized valence double- and tdple-

2. Computational Details
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TABLE 1: Comparison of Calculated and Experimental Properties of Water in Its Ground State and Pyridine in Its 1A;
Ground State (GS) and S (n,7*) and S; (w,7*) Excited States

RMS error in property

frequency/cm?t

bond length/A bond angle/ pyridine pyridine (%)
method basis water pyridine GS water pyridine GS water GS:1 S & 16b well depthlcm*
SCF cc-pvDzZ 0.007 0.007 0.09 0.27 12 36
SCF aug-cc-pvDz 0.014 1.41 34
CASSCF cc-pvDzZ 0.003 0.002 0.18 0.38 36 37 82 25 90
CASSCF aug-cc-pVDZ 0.005 1.32 33
CASSCE  6-31G** 0.008 0.29 34
MP2 cc-pvDZ 0.007 0.012 2.62 0.31 17 30 320
MP2 aug-cc-pvDz 0.008 0.74 41
MP2 cc-pvVTZ 0.001 1.12
CCsD cc-pvDz 0.007 0.012 2.34 0.27 10 23 472 3H 140!
CCSD aug-cc-pvDZ 0.007 0.36 24
BLYP cc-pvDZ 0.022 0.016 2.71 0.21 19 21 ho
BLYP aug-cc-pvVDzZ 0.017 0.37 22
B3LYP cc-pvDZ 0.011 0.007 1.78 0.07 42 23 0
B3LYP aug-cc-pvDZ 0.007 0.23 23
B3LYP? cc-pvVTZ 0.003 0.19 17

aUsing scale factof8 of 0.9434, 0.91, 0.95, 0.9614, 0.9945, and 0.8935 for MP2, CASSCF, CCSD, B3LYP, BLYP, and SCF, respectively.
b Observelt 4 cnrl. ¢ CASPT2 from ref 61 evaluated at EOM-CCSD optimized geometfiE©M-CCSD from ref 61& From ref 72.f TD-
B3LYP from ref 61.9 From ref 76." TD-BLYP from ref 61.

basis sets cc-pVDZ and cc-pVT2energetics are considered verifying that the methods that we employ for the excited states
at these optimized geometries using the augmented basis seti fact provide useful descriptions of these simpler systems. For

aug-cc-pVDZ, aug-cc-pVT2? and aug-cc-pVQZ2’ However, reference, all ground and excited-state monomer and complex
for the excited states considered, cc-pVDZ and aug-cc-pVDZ optimized geometries, vibration frequencies, and normal modes
are the largest practicable basis sets. are provided in detail in Supporting Information.

Interaction energieAE for the complex AB are calculated 3.1. Pyridine and Water Monomers.In Table 1 are shown

using various treatments of the basis set superposition errorthe root-mean-square (RMS) differences between experimen-
(BSSE). For aug-cc-pVTZ basis sets and larger, it is known talf293.94structural parameters and vibrational frequencies of
that use of the counterpoise correcti®? does not improve water and of pyridine in theitA; ground states (GS) and those
calculated energi€®8;%! but such corrections are required for calculated at the MP2, CASSCF, CCSD, B3LYP, and BLYP
cc-pVDZ, however. Most of our calculations are performed levels with the cc-pVDZ and aug-cc-pVDZ basis. Full details
using aug-cc-pVDZ, and for this, we demonstrate that the best of these results are provided in the Supporting Information.
results are obtained using fractional correction. Binding enthal- Results from recent, possibly more extensive calculations are
pies are obtained from these interaction energies by the additionalso shown in Table 1 for comparison, whereas a more
of thermal and zero-point vibrational energy (ZPE) corrections exhaustive and detailed survey is also available elsevwhéne.
obtained using the harmonic approximation, with calculated summary, all computed results are in good agreement with
frequencies scaled by fact8tsof 0.9434 for MP2, 0.95 for experiment; no significant improvement in the results is
CCSD and EOM-CCSD, 0.91 for CASSCF, 0.9614 for B3LYP, associated with expansion of the basis set beyond cc-pVDZ.
and 0.9945 for BLYP. Also shown in Table 1 are results for the lowestif),state,

The CASSCF and CASPT2 calculations were performed S; (*B1), and the lowests#,7*) state, $ (*By). For these, the
using an active spafkconsisting of 8 electrons (2 lone pair, 6 CASPT2, CASSCF, EOM-CCSD, TD-B3LYP, and TD-BLYP
m) distributed in 11 orbitals (5a 2&, and 4h). This is methods were used. The only available geometrical experimental
sufficiently large to guarantee the continuity of the potential- data is the rotational constants of, &nd these are reproduced
energy surface of pyridine on displacement fronCits ground- adequately by our CASSCF and EOM-CCSD optimized geom-
state equilibrium geometry in modes of Bymmetry. It is etries®! A total of six vibrational modes have been experimen-
inadequate for aand b distortions, but these are not of great tally assigneéf for S; and four for $, and the RMS errors in
interest herein. Intricies concerning the design of active spacesthe CASSCF and EOM-CCSD calculated frequencies are
for calculations on pyridine have been described elsewHere. provided. These errors are typically double those for the ground
The active space is not modified for use with water:pyridine as state. This arises because the most apparent modes in the
the included pyridine orbitals lie well within the band gap of spectrum are often ones which are strongly vibronically active;
water and there is no direct involvement of water orbitals in vibronically active modes have significantly different frequen-
the spectroscopic transitions studied. cies in the ground and excited states, and the frequency shift is

very sensitive to small errors in perceived excited-state energy
3. Results and Discussion gaps.
Of particular interest is mode 16b which is observed at 406

Only a limited number of methods are available for excited- cm~tin the ground staf@and 58 cmi!in Sy, the excited-stafé
state geometry optimizations and frequency calculations, andpotential being interpreted as containing a double-minimum of
computational feasibility significantly limits the size of the basis depth 4 cm!. CASSCF, EOM-CCSD, and CASPT2 predict
sets which may be applied. Before considering such calculations,double-minimum potential-energy surfaces, but the calculated
we first examine the properties of the isolated pyridine and water well depths, which are also shown in Table 1, are significantly
monomers, and the properties of ground-state water:pyridine, larger indicating that these methods slightly overestimate the
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TABLE 2: Calculated (cc-pVDZ Basis Set) and Observed and we have shovfh that CASPT2, EOM-CCSD, and TD-

Vertical (E.) arlld Adiabatic (Eo) Excitation Energies for th% B3LYP all provide excellent descriptions of the excited-state
First Two Singlet (n,7%) States, § (*By) and S (*A2), and the surfaces of pyridine within the region of interest.

First (s, 7*) State, 1B,), of Pyridine, in eVva o . .
(7.7) = (B2 y One significant feature is that all of the computational

E Eo methods used underestimate the vertical energy gap between
method S S S S S S the two (nzr*) states $and S and predict that §s adiabatically
CASSCF 568 637 52 511 5.59 4.95 either near-degenerate with & lower in energy. Unfortunately,
CASPT2 5,00 525 489 485 440 456 the origin of S, a single-photon forbidden state, has not been

EOM-CCSD 529 569 529 480 4.84 5.11 observed, but as calculati¢dplace the conical intersection of

TD-BLYP 439 4.44 5.29 3.96 3.74 5.10 i ; i
TD-B3LYP 483 500 558 440 231 £ a1 S; and S in the Franck-Condon region, the origin of 5Ss

obse 490 552 513 447 4.90 pelleve_d to lie at_least 0.2 e\( above that gf On solvation, it
_ is possible that Sis preferentially solvated compared to&hd
*All geometries are taken from ref 61At the EOM-CCSD hence forms the lowest-energy excited state of the complex.

optimized geometryc Vertically, this is the average band absorption
energy rather than simply just the band maximum; all energies are
corrected for zero-point energy, see Table 3 and ref 61.

Henceforth, we assume that this is not the case and that S
remains lower in energy. Later, we calculate that upon solvation
S: remains of lower energy than the lowests*) state, S.
strength of the vibronic coupling; TD-BLYP and TD-B3LYP 3.2. Ground State of Water:Pyridine. This hydrogen-

dO not predICt dOUb|e-mInll’ﬁé.and hence C|eal‘|y Underes“mate bonded Comp|ex has been the Subject Of many investiga_

the vibronic coupling. Although the calculated (and observed) tjongl.7.10-133033-41 and its basic structure and energetics are

well depths are too shallow to support zero-point motion, the known. As our interest is in vibrational analyses and excited
magnitude of the geometrical distortions is quite large. Ror S = states, we employ more approximate methods than have
the calculated torsional angle, (p), as defined in Figure 1, gtherwise been used. Results are provided in Tables 4 (com-
are (27, 9°) by EOM-CCSD and (33 12°) by CASSCF; for  parison of calculated energies for some particular structures)
the analogous triplet staf®,, the same distortion occurs, but  and 5 (key structural and energetic information), Figure 2
the well is very much deepét,and the observéd distortion (optimized structures), and the Supporting Information (complete
angles are (40) 10°), whereas the calculated values are®(41 |isting of structures, energies, vibrational frequencies, and normal
12°) by CCSD, (2, 1) by CASSCF, (38, 10°) by B3LYP, modes). In total, we consider five possible structures for the
and (37, 9°) by BLYP. The CASSCF value df = 2° for 3B, complex: two bifurcated structures wi€, symmetry and the
is clearly anomalous and arises from surface continuity problems\yater molecule located either planar or perpendicular to the
specific to®B; and arises from use of an overly restricted active pyridine, known asC,,(planar) andC,,(perp), two analogous
space. Nevertheless, substantial out-of-plane displacements f0§ing|e hydrogen-bonded structures with symmetry, known
S, are indicated. _ asCq(planar) andCy(perp), and one which is a modification of
Shown in Table 2 are calculated and observed vertical and the C(perp) structure having; symmetry. These five structures,
adiabatic excitation energies for not only the (8) and $ optimized using CASSCF, are depicted in Figure 2; those as
(*B2) states of pyridine but also for the additional low-lying  optimized by other methods are quite similar and hence not
(nr*) state S (*A,). Although it is usual to approximate the explicitly shown.
observed vertical excitation energy from the frequency of the  cgjculated hydrogen-bond interaction energi& evaluated
absorption maximum, in quantitative studies, it is important to 4t the CASSCF-optimized coordinates for the five structures
obtain the best possible estimate of the average absorptionggnsidered, are shown in Table 4, along with results from
energy and values are available for pyrid¥eAlso, the previous calculations. As the hydrogen-bonding topologies are
computed values need to be corrected for zero-point energy gyite varied, appropriate treatment of basis-set superposition
changes, but this is not fea5|b!e for all of the compL!tatlonaI error (BSSE) is required in order to be able to properly compare
methods used. Our approach is therefore to determine "bestine energies of different structures. For small basis sets,
estimated” zero-point energy changes using the computationalespecially those not including augmented functions such as cc-
methods for which this is feasible to evaluate. All computed pvpz, inclusion of corrections for BSSE is essential, whereas
zero-point energy changes are shown in Table 3, where our besttor aug-cc-pVTZ and larger bases, results closer to the complete-
estimate values are defined. We apply this correction to the pasis-set (CBS) limit are obtained without correcti®f The
observed verftical excitatiqn energies shown in Table 2 in order pyp2 calculations shown in Table 4 were designed to find the
to obtain a direct comparison with the raw calculated values. gptimum treatment of BSSE for water:pyridine using the largest
Both the zero-point energy correction and the difference betweenyracticable basis set for the excited-state calculations, aug-cc-
the vertical excitation energy and the band-maximum energy pVDZ. They show the calculated ground-state interaction
are large compared with anticipated accuracy of modern energies evaluated using cc-pVDZ, aug-cc-pVDZ, aug-cc-pVTZ,
computational methods; hence, in quantitative studies, their gnq aug-cc-pVQZ, with and without the BSSE correction applied

inclusion is essential. for aug-cc-pVDZ. Also shown are the results from the aug-cc-
Experimentally, the S (nz*) and S (7,7%) states are Xz series extrapolated usiffy%

observed vertically just 0.23 eV apart, with therft),state being

the lowest in energy; this gap increases to 0.43 eV adiabatically.

c C
The CASPT2, EOM-CCSD, and CASSCF methods under- E(CBS)= E(X) — 4 °

- 2
estimate these gaps, whereas TD-B3LYP and TD-BLYP (X+05f (X+0.5)
overestimate them. Other computational methods such as
STEOM® and EOM-CCSD(TY are known to give more Alternative extrapolation schemes such as Dunning’s inverse

accurate absolute energies than the methods used, but unfortudrd and 5th power formut&produce very similar results. From
nately, these are not feasible for water:pyridine. In this applica- the table, it is clear that the bindings calculated in the CBS
tion, the relative energy changes associated with molecularlimit lie approximately midway between the raw aug-cc-pVDZ
distortion are perhaps more important than the absolute energiesresults and those as corrected for BSSE. We hence introduce



Complex between Water and Pyridine J. Phys. Chem. A, Vol. 106, No. 37, 2002773

TABLE 3: Calculated Changes in Zero-Point Energy upon Complex Formation or Excitation
pyridine + water— water:pyridine

1A; GS S (nr*) Sy (r,7%) GS Cyperp)— S; C4top) GS G(perp)— S, Coperp)
method Cqplanar) Cqperp) Cq(top) Cqperp) pyridine water:pyridine pyridine water:pyridine
CASSCF/eV 0.086 0.092 0.074 0.061 —0.14 -0.17 -0.11 -0.14
MP2/eV 0.066 0.078
CCSD/eV 0.089 0.089 0.082 —0.18 —0.18 —0.16 —0.18
BLYPYeV 0.078
B3LYPYeV 0.080
best est./eV 0.076 0.083 0.082 0.072 —0.16 —0.18 -0.14 —0.16
(kcal mol?) (1.75) (1.91) (1.89) (1.66) «3.7) +4.2) (=3.2) (=3.7)

a|gnoring one intermolecular vibration of imaginary frequentiEOM-CCSD for excited state§ TD-BLYP for excited states! TD-B3LYP
for excited states.

TABLE 4: Calculated Interaction Energies AE, in kcal mol~1, for Water to the Ground State of Pyridine, Evaluated at
Consistent (Not Necessarily Fully Optimized) Sets of Geometries as a Function of Basis-Set Expansion

CASSCP MPZ CASPT2 CccsD BLYPd B3LYP

VDZ + VDZ + VTZ + aVvDZ+ vDZ + VvDZ + VDZ + VDZ +
structure BSSE aVDZ BSSE BSSE BSSE aVvDZ avVTZ avQZ CBS BSSE aVvDZ BSSE aVDZ BSSE aVDZ BSSE aVDZ

Cy(planar) —1.20 —0.80 —2.04 —2.34 —-2.49 -3.34 —3.01 —2.89 —2.80 —0.62 —2.51 —-1.76 —2.74 —141 —-1.84 —1.44 -1.79
Ca.(perp) —1.60 —2.06 —2.34 —3.03 —-3.37 —4.32 —4.05 —-3.91 —-3.80 —1.48 —3.43 —2.22 —-3.73 —1.76 —250 —2.05 —2.65
Cqplanary —11.16 —7.05 —4.41 —-547 -585 —6.99 —6.79 —6.58 —6.40 —1.98 —5.98 —-3.92 —6.46 —3.50 —5.15 —3.96 —5.33
Cqperpj —10.50 —8.85 —4.42 —5.71 —6.11 -7.44 —7.19 —5.97 —6.78 —2.57 —6.33 —4.32 —6.61 —4.16 —593 —452 —576

Cy —8.95 —3.85 —524 -542 -6.90 —6.64 —2.30 —4.01 —3.39 —4.59 —4.14 -5.22
ave. BSSE 205 040 3.66 1.84 1.17 117 0.59 - 290 086 281 097 416 046 289 043
max. BSSE 253 053 534 2.53 1.48 148 0.74 - 411 096 394 129 598 056 4.05 0.46

aUsing basis sets: VDZ- cc-pVDZ, aVDZ- aug-cc-pVDZ, VTZ- cc-pVTZ, aVTZ- aug-cc-pVTZ, and aVQZ- aug-cc-pVQZ; CBS is the
extrapolate®f 8 complete basis set limi. At CASSCF/cc-pVDZ geometry. At MP2/cc-pVDZ geometryd At BLYP/cc-pVDZ geometry & —4.622
kcal/mol at the SCF/STO-3G levél. " —4.549 kcal/mol at the SCF/STO-3G levél:-5.98 kcal/mol at the SCF/4-31G** levét;—5.31 to— 8.23
kcal/mol at the SCF, MP2, and DFT/DZP levéts:-6.23 to —6.98 kcal/mol at OPLS-AA and MP2 level$;—5.43 and—7.59 kcal/mol at the
SCF/6-38-G** and MP2/6-3H-G** levels, respectively; —6.28 and—6.08 kcal/mol at the MP2/aug-cc-pVDZ and B3LYP/aug-cc-pVDZ levels,
respectively?! —6.15 and—6.03 kcal/mol at the MP2/6-31G(cH,p) and B3LYP/6-31+G(d+,p) levels, respectively —6.44 kcal/mol at the MP2/

6-31G(d,p) levef?

TABLE 5: Calculated Interaction Energies® AE and Key Calculated Geometric Parameters for the Electronic States of
Water:Pyridine

AE/kcal mol?
state  structure geometry native CASPT2 CESB3LYP® Ryo/A Ryw/A RcadA Rea/A ONHOP OXNH/C  6/°  ¢f°
GS CG(perp) CASSCF —857 -584 —-6.06 -556 3.084 2137 5881 6.105 172.8 177.3 0.1 0.0

MP2 -6.76 2.946 1979 5770 5939 1720 1781 0.1 0.0

ccsD -7.04 —6.14 -7.04 -624 2980 2015 5785 5959 1723 1789 0.0 0.0

BLYP -5.68 —6.61 -6.51 -557 2925 1.943 5747 5892 1706 1793 0.0 0.0

B3LYP -6.38 —595 -6.66 -6.38 2916 1.944 5715 588 1713 1789 0.0 0.

(na*) Cy (perp) CASSCF 052 —0.45 —1.14 042 3.107 2637 5803 5278 1111 1635 0 O
TD-BLYP —230 611 745 391 2289 1845 5101 4550 1031 1548 0 0O

Ca, (planar) TD-BLYP 325 327 355 7.45 2448 2028 5266 4751 1032 180 0 o0

Co(top) ~ CASSCF —9.10 —4.28 —4.41 -062 3.243 2301 3.876 3.436 1716 98.7 343 12.3

EOM-CCSD —5.70 -5.16 -5.70 -146 3.142 2226 3.456 2764 157.7  106.1 30.4 10.2

TD-BLYP —150 -3.63 —3.84 -047 3.410 2643 3.295 2394 1353 89.4 13.3 12.0

(r;*) Cdperp)  CASSCF —6.57 -553 —6.29 -547 3.088 2142 6.010 6237 1727 1766 0.1 0.2
EOM-CCSD —5.97 -6.44 -597 -394 2991 2.033 5930 6.059 1685 1771 0 O

a Calculated using the aug-cc-pVDZ basis set with fractional corrections for BSSE at geometries optimized using cefp@BACCSD for
excited states: TD-B3LYP for excited states.

the fractional BSSE correction All computational methods considered indicate that the
Cq(perp) structure has the lowest energy, in agreement with the
Eiact= Eraw T 4 Egsse 3) results of previous calculatiofg:17:33:3436.3841 oy jt, the

hydrogen-bond strengthsAE shown in Table 5 evaluated at
and optimize the fractio to be 0.51. Also shown in Table 4 the MP2, CASPT2, B3LYP, BLYP, and CCSD levels with the
are CASSCF, CASPT2, CCSD, BLYP, and B3LYP energies aug-cc-pVDZ range from 5.6 to 7.0 kcal mélafter fractional
evaluated using the cc-pVDZ and aug-cc-pVDZ basis sets andBSSE correction. The obsen®enthalpy of formation of water:
the associated BSSE corrections. They indicate that the mani-pyridine doubly dilute in CGlis AH = —4.1+ 0.4 kcal mot™;
festations of BSSE are qualitatively similar for all computational to compare to this, the calculated binding energies must be
methods to those discussed in detail for MP2. Hence, in all tablescorrected for zero-point motion and finite temperature. The best-
after Table 4, all binding energies are evaluated only using the estimate zero-point energy correction from Table 3 is 1.8 kcal
aug-cc-pVDZ basis set using the fractional BSSE correction mol~1, and the corresponding thermal correction-i8.7 kcal
scheme of eq 3. mol~! so that the calculated value A&H = —4.5 to—5.9 kcal
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Figure 2. Hydrogen-bonded structures for the ground state (GS) ar(d,8") excited state of water:pyridine.

mol~1. As the harmonic approximation is used in these zero- depict red shifts at the MP2, B3LYP, and BLYP levels of 119,
point energy and thermal corrections and as the experi- 162, and 178 cmt, respectively, and hence significantly
mental value is obtained in solution rather than the gas phase,underestimate the observed shift. The MP2/aug-cc-pVDZ value
the observed and calculated values are in reasonable agreeef 248 cnt!is in good agreement with experiment, however,
ment. and hence, a systematic error is expected for all excited-state
The geometrical properties shown in Table 5 indicate that zero-point energies as for these only cc-pVDZ is used. Another
little structural changes are predicted for pyridine on hydrogen significant feature is that qualitatively only rather small shifts
bonding, but as expected, significant lengthening of the OH for the vibrations of pyridine in the water:pyridine complex are
donor bonds are found. The hydrogen-bond angles NHO andobserved. Although the calculations reproduce this important
XNH (the point X is defined in Figure 1) are near 280 feature, they fail to quantitatively predict the changes to
indicating orthodox linear hydrogen bonding. In the Supporting individual modes.
Information, a detailed comparison is provided between ob- 3.3. § (n2*) and S, (77*) Excited States of Water:
served and calculated vibrational frequencies for the complex. Pyridine. Structures for the Sstate of water:pyridine were
In brief, one of the most important observed features is a large optimized at the CASSCF, TD-BLYP, and EOM-CCSD levels
red shift in the hydrogen-bonded OH frequency of magnitude using the cc-pVDZ basis set starting at the optimi@adperp),
270 cnt! observed in matrix isolation studfesf water:pyridine; Cao.(planar), andC(perp) structures of the ground state, and the
the calculated vibration frequencies using the cc-pVDZ basis results are shown in Table 5 (structures and fractional-BSSE-
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TABLE 6: Calculated Vertical Excitation Energies (E,) and Vertical Emission Energies Es), as Well as Fractional
BSSE-Corrected Origin Energies Eqg), Predissociation Energies Eye), and Direct Vertical Dissociation Energies Eg;r) for
Water:Pyridine Excited States, after Correction for Errors in the Calculations of Isolated Pyridine®

Si (n*) Sz (.7%)

B — E, — Eoo — E, — Eoo —

method geometry E(Py) E E.(Py) E, Esr Epe Eoo EowPy) EWPy) E Esr Epe Eoo  Eoo(Py)

CASPT2 CASSCF 0.22 496 489 446 435 0.04 -0.04 495 514 491 474 —-0.02

CCsD —0.28 348 024 498 491 448 432 0.01 0.01 5.00 5.18 495 4.70.02

EOM-CCSD CASSCF 0.18 492 490 447 438 0.07-0.03 496 515 492 475 —0.01
CCsD —0.28 348 019 493 494 451 437 0.06 0.04 503 523 5.00 4.78 0.02

TD-B3LYP CASSCF 0.21 495 489 446 4.50 0.19 0.01 5.00 514 491 4.70.02

CCsD —-0.25 351 016 490 492 449 450 0.19 0.04 5.03 518 495 4.79.01

pyridine 3.76 4.74 4.31 4.99 4.76

monomet

a Geometries optimized using the cc-pVDZ basis set; energies determined using aug-cc?@@M-CCSD for excited state8 TD-BLYP for
excited states? Vertical absorption and fluorescence energies from ref 64 from ref 62.

corrected interaction energies), Figure 2 (structures), and the
Supporting Information (complete description, analysis of
frequency changes by mode). Analogous results for thetee
optimized using CASSCF and EOM-CCSD starting at the
Cq(perp) ground-state geometry are also provided. For both
states, the fractional-BSSE-corrected interaction enefyes
evaluated at these geometries using CASPT2, TD-B3LYP, and
EOM-CCSD with the aug-cc-pVDZ basis are also given in Table
5. Calculations for §commencing at the importai@y(perp)
geometry were relatively straightforward as the reduced point-
group symmetry does not result in significant interactions with
other states. However, both the*8, (7.2%) and  *Az (n7") Figure 3. Schematic potential-energy surfaces for the ground state
states have!A” in the reduced po'”t‘gr"‘ﬂp_ symmetry of GgS) and an excited stgte (ES) of Wagzgr:pyridine as afungtion of some
the complex and, as these two states are similar in energy anGyissociative intermolecular coordinate, indicating the adiabatic excitation
their conical intersection is located nearby, they mix very energy of pyridine monomeEq(Py), the vertical, adiabatic, and origin
strongly. transition energies of the complek,, Eo, and Eq, respectively, the
For S, the Cy(perp) andCy(planar) structures are, by  Zero-point energiesz; and EZS, and the hydrogen-bond interaction
symmetry, constrained to depict bifuricated N-donor hydrogen ©NergiesAE and AE™
bonds. The calculated energies for these structures are positive |, Taple 6 is shown a variety of deduced energetic parameters
indicating that, for these configurations, there is no net binding for the § and S excited states of water:pyridine. The quantities
in the excited state. involved are sketched in Figure 3 and include the appropriate
Optimizations commencing at ti@&(perp) minimum-energy  zero-point energie€,y, interaction energiesAE, complex
structure of the ground state led to small changes for hydrogenvertical (,), adiabatic Eg), and origin Eqo) transition energies,
bonding involving the $(rr,7*) state. However, for hydrogen  as well as the adiabatic transition energy in isolated pyridine,
bonding involving the §(n,7*) state, the water molecule moved  Ey(Py). This figure is sketched along an idealized coordinate
from its original orthodox linear hydrogen bonding position to  which moves from the linear hydrogen-bonded structure of the
one in which it lies on top of the aromatic ring, with one ground state through the “top” structure of the excited state and
hydrogen orientated toward the nitrogen, as before, but the otheron to molecular dissociation. The excited-state minimum is
hydrogen forming a “hydrogen bond” to the aromaticloud. indeed accessible without barrier from the ground-state geom-
This structure is name@g(top) and is shown in Figure 2.  etry, as indicated qualitatively in the figure; there are, of course,
Although all three computational methods used depict this more direct paths leading to dissociation than the one which is
phenomenon, quantitatively different structures were produced, indicated. In addition, two other energies provide indicators of
and hence, all optimized geometries are provided in Figure 2 the types of dynamics likely on the excited-state potential-energy

Ey(Py)

Bt

and Table 5. The CASSCF structure has a rather large € surface. These are the predissociation energy
distance of 3.4 A, whereas TD-BLYP decreases this to 2.4 A.
Unfortunately, at 2.4 A, the BSSE is very large, and it is thus Epre = Eoo(Py) — AE®S — AESY (4)

clear that the aug-cc-pVDZ basis set is actually required for

optimizations using TD-BLYP. EOM-CCSD predicts an inter- which specifies the minimum energy for optical excitation that
mediate structure with separation 2.8 A, and the TD-B3LYP, could possibly lead to dissociation of the complex in the excited
CASPT2, and EOM-CCSD calculations with the large basis set state, whereAEfpSt is the change in zero-point energy due to
including fractional BSSE corrections verify that this is indeed complex formation in its ground electronic state. For dissociation
the most realistic of the three optimized structures. At this to occur at this excitation energy, all energy imparted into
structure, the intermolecular interaction is quite strong, with the vibrational motions of the pyridine molecule must be converted
calculated bond strengthsAE ranging between 5.2 and 5.7 to translational energy of the fragments, however. This energy
kcal molL. After zero-point energy (see Table 3) and thermal is also indicated on Figure 3; the second energy is that required
correction, the calculated enthalpies of formation are in the range for direct dissociationvithoutthe need for energy transfer from
of 4.0-4.5 kcal motl, 70-80% of those for the hydrogen- the excited vibrations of pyridine. As this energy is dependent
bonding interaction in the ground state. on the specific vibronic level of the complex which is excited,
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we consider only excitation at the band center and express theS;. Our calculated origin energies shown in Table 6 indicate

band-center direct dissociation energy as that the solvation of Sis sufficient for it to remain lower in
s s energy by 0.3 eV, however. Also, it is possible that the forbidden
Ear = EW(PY) — AE™ — AE; (5) S; state is solvated preferentially compared {@8d forms the

) ) o lowest-energy excited state of the complex. Although our
Table 6 provides best estimate predictions of the actual calculations were unable to optimize the structure gf r®

molecular properties by correcting the computed transition suggestions of preferential solvation of this state were found.
energies for the known errors of each particular method in

predicting the transition energies of isolated pyridine. In this
fashion,E, andEgy for the complex are evaluated by adding to
the calculated value of, — E,(Py) the observed value for The failure to detect azinewater complexes after excitation
E«(Py), etc. to excited staté4 and the absence of fluorescence spectra shifts
For the § (nr*) state, the calculations indicate that the in solutiorf has been interpreted as indicating that hydrogen
predissociation energlye of the complex is in excess of the  ponding does not form to the ¢rt)) excited states of azines.
0—0 energyEq for the top structure, and hence, this structure Here, we consider the simplest azine, pyridine, a monofunctional
is predicted to provide a bound excited-state complex. The molecule for which no questions arise as to the localization/
vertical excitation energE\, from the ground-state iS, hOWeVer, delocalization of the (m*) excitation over different chro-
predicted to exceed the dissociation energy by ca. 0.5 eV, andmophores. The calculations, however, indicate that excited-state
hence, it is not possible to produce water:pyridine in its excited hydrogen bonding is much more complex than has previously
state by irradiating the gas-phase complex. Further, the verticalpeen considered. According to expectations, the linear hydrogen
excitation energy is predicted to be very close to the direct ponding arrangement that forms a signature of ground-state
dissociation energyEqr. Hence, energy transfer from intra-  pydrogen bonding is lost. However, an alternate paradigm for
molecular to intermolecular motions is not required in order hydrogen bonding is found, one in which hydrogen bonding to
for the vertically excited complex to predissociate, and hence, 5romatic rings is enhanced through the presence of excess

4. Conclusions

the dissociation process is expected to be very ra*pid. electron density after the @) excitation. In fact, the calcula-
Quite a different scenario is predicted for the(3,7*) state.  tions predict that this alternate paradigm for excited-state

Small changes in the vertical and adiabatic transition energieshygrogen bonding is only slightly weaker than the orthodox

are predicted upon complex formation, as is obsefvetie ground-state hydrogen bonding found in azimeater systems.

vertical excitation energyE, is intermediate between the pjssociation of water:pyridine following vertical excitation thus
predissociation energyre and the direct dissociation energy  gecurs not because there is no hydrogen bonding allowed in

Eqir. Hence, after vertical excitation, the complex has sufficient e excited state but rather because it provides a large amount
energy to dissociate, but energy must be transferred from the ¢ axcess vibrational energy to the complex, an amount large

intramolecular modes to the intermolecular ones, and hencevenough to overcome the significant excited-state hydrogen bond

the complex may be long-lived. strength. The failure to observe signals in two-color time-of-
The calculated solvent shifs, — Ey(Py) themselves are,  fight mass spectroscopic studies of diaziveater com-
*
from Table 6, on the order of 0.18.24 eV for the $(n*) plexed415 is usually interpreted in terms of the dissociative

state and-0.04 to+0.04 eV for the $(sr,7*) one. These results
are in excellent agreement with those obtained by Del Bene in
her pioneering studiés!® of excited-state hydrogen bonding.
As shown in Figure 3, the blue shift of the frf) band is
indicative of the energy required to break the ground-state
hydrogen bond. In agueous solution, ther{f,band is blue-
shifted by at least 0.25 eV to become obscured by the intense
(7r,*) band. Our simulations of the liqufd indicate that the
structure of the liquid is important in determining the observed
solvent shift but that the value predicted for the dimeric complex
is indicative of the overall effect. Also shown in Table 6 are
calculated fluorescence band-maximum stits- E:(Py). For

excited-state surfaces akin to that of water:pyridine. This study
raises an alternate possibility, that the spectrum is not seen
because of the FranelCondon factors being small and line-
broadening being large as a result of direct excited-state
isomerization to top-bonded structures.

To our knowledge, the only previous study of the structure
of a hydrogen bond to a molecule in anst), excited state is
that of Del Bene et &? for HF and BCO. In this case, the
hydrogen bond changes from linear to oxygen in the ground
state to geometries bonded to both O (strong) and C (weak)
which reflect sp hybridization of the acceptor atoms. Our
C4(top) structure can be thought of as being a distorted form of

the (nsz*) state, these indicate large shifts €0.25 to—0.28 the hvd bond to (nit 3 - tif therei
eV, with the reduced emission energies arising largely from the € hydrogen bon O_(r" rogen)"spne-pair motif seen eren..
However, the clear involvement of both water hydrogens in

need to break the on-top hydrogen bond during the emission. - ih th idvbr d the signif
process. An experimental value for pyridine is not available, Interactions with the pyridybr system, and the significant

but corresponding values for the diazines are typically a factor distortion from ihe sbgeometry, |pd|cate that hyo[rogen-por!dlng
of 4 smaller than thi4:25.28.29.10Q\iolecular-mechanics potential to aromatic (”.” ) systems in excneq states pr.OV|des a.d'Sthtly
surfaces for the excited state also predict the occurrence of thed'fé?[relnt motif to hydrogen-bonding involving localizeat

top structurd’ with solvent shifts of aroune-0.25 eV. However, ~ OrP!als.

the prevalence of this structure in liquid solution is quite .
sensitive to the details of the potential-energy surface and the Acknowledgment. We thank the Australian Research Coun-

precise value of the hydrogen-bond strength. cil for funding this research.
For the $ (m,7*) state, the calculated origin shiftSy, —
Eoo(py) are quite small, ranging from0.02 t0o+0.02 eV (see Supporting Information Available: Analysis of the cal-

Table 6), so that the calculated interaction energies (see Tableculated and observed frequency changes on formation of water:
5) are very similar to those of the ground state. Stronger pyridine in its ground and excited electronic states, along with
solvation of $ rather than Sraises the possibility that for the  the calculated intermolecular vibration frequencies. All opti-
complex the lowest-lying singlet excited state jsr&her than mized structures, vibration frequencies, and normal modes for
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the complex and its constituents. This material is available free
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