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The thermodynamic feasibility of extracting ¢Has from its hydrate clathrate by G@placement is analyzed

by molecular dynamics simulation. The approach to this investigation is the proof-of-principles and the
development of the molecular tools to study the replacement equilibrium process. The effect of the water
(model) description on the free energy of the replacement process is discussed and some relevant implications
regarding the real process are addressed.

I. Introduction a large source of fossil fuel as a potentially attractive clean
i i . ) energy resourct.Several methods for the exploitation of natural
_The steady increase in atmospheric concentration of carbongas from hydrate deposits have been proposed, including thermal
dioxide, typically 30% of global anthropogenic emissions, IS gtimylation with steam or hot water injection, depressurization,
being considered as the chief cause of global warming by the 5 injection of hydrate inhibitors. Any of these techniques
greenhouse effeét One possible way to restrain this increase i phecome energetically feasible if the energy required to
is to separate the carbon dioxide from the discharge sourcesyecompose the hydrates is significantly smaller than the thermal

and then to sequester it for a long-term stor&daterestingly,  energy recovered from the gas; economic feasibility is, of course,
there are two complementary sides to this story. On one hand, 5 separate issue.

there is Marchetti'ssuggestion for ocean sequestration of carbon The novelty of the gas replacement approach is the added

dioxide as a possible route to alleviate this situation. This idea || - ¢ ¢ CQ mitigation, by long-term sequestration as a gas

Poarscgr?t(; gmﬁ b;;g /(?r E;OTJ?:Q tﬁir;d ?egﬁﬂgg\slgrg;;;ﬂtﬂgatlve hydrate, and simultaneous extraction of 3j4s from the Ch
9 P 9 9 hydrate deposits. To test the feasibility of £Hisplacement

other hand, there have been counter suggestions that th CGQ; in the clathrate matrix (into the goal of its fixation in
sequestration of C&xould take place through the exploitation y : g : .
; the deep ocean floor), we first need to determine the relative
of naturally occurring methane gas hydrates (whereby replace- -
o . stability between Chland CQ hydrates.
ment of CH, by CO; gas that would create a scenario in which 4 ) )
In this work, we report on the simulation methodology that

the CQ could provide the hydration energy necessary to ' g ot )
decompose the Crhydrate&® and at the same time leave the Ca" establish the thermodynamic feasibility of such a scenario;
that is, CH displacement by COwill be thermodynamically

unwanted CQin a stable, long-term stored state). teasible if the ch - Gibbe f or thi )
In principle, it is expected that oceans can take large quantities easible If the change in GIbbs free energy for this process is
of carbon dioxide in the form of gas clathrafé! Subsequent negative. In section I, we describe the coupling parameter-
) based method used in this investigation to determine efficiently

work indicated the need for deep-sea injection of the gas to the change of Gibbs free energy in the guest’'s mutation process
avoid possible outgassing into the atmospRéhoreover, more ing gy 9 process.
In section lll, we present the intermolecular models, describe

recent studie$ suggested that shallow injection might also be the simulation methodology, and discuss the simulation results.

an alternative as long as a denser solution is produced, @Finally, in section IV, we summarize the main findings and
condition that would allow the sinking of the dissolved gas to . Y, " 9
discuss the corresponding free energy of gas-replacement as well

greater depth&! R
o . as the relevant implications.
Natural gas deposits in the form of hydrates occur in the

subterranean Arctic regions (permafrost) and the sea bdftom,

where methane is the main constituent, and thus, they becomd!- Free Energy Approach

Let us first begin by defining an idealized process where a
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describe the conversion between {Hetrahedral and C&s Uy (1) = ; Ahec+ (1 — A)ey] x
linear geometry), we apply a computationally simpler two-step 4 i=S=c

thermodynamic cycle between our desired end states (the fully
occupied CH and CQ hydrates) and a common spherical
reference particleX. The net free energy change of our virtual
molecular mutation, from ClHguest molecules to GOmol-
ecules, then simply becomes equal to the appropriate difference 4e;. 1 _
in free energy between the two steps: ;ic [a(l — /1) + (tlo, ])6]

AGCHAA’COZ — AGCHA"X _ AGCOz"X (1) 1
[o(1— 2)° + (r/Gi,j)G]

Moe+ (1= Aoy \2  [ioe+ (1 — Doy \e

+

ri'j I’I’l

+

In addition, the Gibbs free energy of Glnd CQ mutation

into the intermediate specie§ can be further broken down 1

into the change of the ideal gas and the corresponding residual Z 4he; -
A

contributions, i.e.: [a(l = A)* + (110, )7?

AGH = AGHAF ACTEN @ ( : ) ©
CO—X CO—X CO—X [o(L —2)"+ (r/ Oi,k)G]
AG = AG'|deal gas+ AGresidual (3)

whereo ande are the Lennard-Jones parameters aiiglthe
site—site interaction distance. The summation indexeasd |
refer to atoms in different guest molecules, whereas the index
k refers to atoms in the host molecules (water).

The coupling parameter varies from 0 to 1 such thét =
0 represents the intermolecular interactions in a pure Ar hydrate
and/l = 1 represents the intermolecular interactions for a pure
CH, hydrate. The quantitg is an arbitrary parameter (chosen
to be equal to 0.5) introduced in order to remove well-
documented singularities that can occutat 0.2° Likewise,
for the CQ mutation to Ar, we used a similar representation to
that of eq 5, with an additional coupling parameter to remove
the partial charges of the Harti¥ung model prior to the
mutation of the corresponding Lennard-Jones interactions. This
addltlonal step in the Tl procedure was required in order to avoid
poor configuration sampling due to the strong attraction between
the partial charged sites as the Lennard-Jones’ repulsive

H() interactions were removed. As such, the interaction energy of
Ggo? j(') @WEL (4) a CQ hydrate was then defined as

The ideal gas contributions in eqs 2 and 3 can be determined
exactly using standard statistical mechanical techniques as
described in detail in the Appendix. The evaluation of the
corresponding residual free energy terms, however, is consider-
ably more complicated because they contain the free energy
contributions associated with the transformation of the guest-
solvent intermolecular interactions.

Typically, the change of residual free energy in a mutation
process can be accurately determined by molecular simulation
through the coupling parameter technique, commonly known
as thermodynamic integration (TI). During a Tl simulation, a
coupling parameted}, is introduced into the system’s Hamil-
tonian, H, such that (= 0) and H¢ = 1) denote the two end
states of the transformation process. The free energy change
for the transformation can then be expressed by the infégral

| R 4 _faa) A _[a
where theldH/dAnpT represents the isothermakobaric time UCOUL(AI) = + _Z -
averages determined directly from a simulation as a function 4neo|<, r Areqf=x\ ik
of 1. Because we have explicitly separated the free energy of
each of our transformations into the ideal gas and the reS|duaIUco () = (,Z Ayec + (1 — Ayep] x
components, egs 2 and 3, we need only the configurational <J=C
portion of the Hamiltonian to be a function &f A0c+ (1= A)0a\* 2 [Ao0c+ (1 — A))04\®

To calculate properly the free energy of mutation, we will - +
need to define a Hamiltonian whereby the intermolecular i i
interactions of the O in C®and the H in CH are removed, 1
whereas the C interactions are converted Xiateractions in ; 4h€;
a continuous fashion. For that purpose, we have used the T=C ([a(l /12) + (t/o ])6])
following intermolecular potentials. For the reference species
X, we have chosen the simple 48 Lennard-Jones model of 1

[oa(1 = 2,)* + (rlai,j)G]

i

+

argon € = 0.996 kJ/molg = 3.41 A)1° To be consistent with
our previous work? we describe C@as the three-site model

developed by Harris and Yuiand CH, according to the set 1

VII of Williams’ parametrizatior?? For the solvent, two different Z ‘Mzei,k ( 5 2) -

models of water were chosen, the SP@3and TIP5P4 All I=C=k [o(L = ) + (r/o)°]

cross interactions were determined using the standard Lerentz 1

Berthelot combining rules, unless otherwise noted in Table 1. (6
Returning to the problem of designing our virtual mutation ([a(l — 12)2 + (r/Oi,k)G])

process, we can now define our simulation Hamiltonians for

the calculations of egs 2 and 3 as follows. For the;@tirate,  such thatUco,(A1,42) = Ug3 (A1) + UG (1).

the intermolecular interactions of the methane guest molecules To easily calculate thel “derivative of the Hamiltionian

were taken to be indicated in eq 4 during the course of our simulations, we have
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chosen to use the numeric differentiation

3H(/1) _ USimuIatior‘(i - 6)

A

USimuIation(l + 6) -
20

@)

whereUsimulationiS the total configurational energy of the system
at a given time step and the perturbatibwas set at 0.006025

and 0.005 for the Coulombic and van der Waals interactions,

respectively. Although the calculation of the right-hand-side of
eq 7 is quite straightforward for van der Waals interactions,
the evaluation becomes slightly more complicated for Coulom-
bic interactions. The simplest way to scale the Coulombic
interactions effectively is to scale the magnitude of the solute
partial charges while keeping the mutating molecule electro-
neutral. To these ends, the charges for the mutating @de
defined as

de simulatiod1 & 0) =

o simulatiolA1 = 0) =

(£ )i
G )

whereqc on the right-hand-side of eq 8 denotes the full partial
charge of the carbon site for the Harrigung CQ, model.

Yezdimer et al.

TABLE 1: Summary of Interaction Parameters?

€ (kJ/mol) o (A) q(lel)
Water (SPC/E)

(0] 0.6504 3.166 —0.8476
H 0.4238
Water (TIP5P)

(0] 0.6714 3.120 0

H 0.2410
LP —0.2410

Methané
C 0.4051 3.351 0
H 0.0564 2.868 0
Carbon Dioxide
C 0.2411 2.785 0.6646
(0] 0.6901 3.064 —0.3323
Reference X
Ar 0.996 3.41 0

a All cross interactions were determined using the Berthelot-Lorentz
combining rules® The cross methane C to methane H interactions used
€ = 0.1709 kJ/mol and = 3.024 A instead of the standard Berthelot
Lorentz combining rules. This is because the Lennard-Jones interaction
parameters have to be translated from Williams’ original exp-6 potential
form (see Appendix of ref 20 for details).

Ill. Intermolecular Potential Models, Simulation Method,

Through a simple inspection of eq 8, one can now see the and Results

reasoning behind our choice of th&coupling dependence for
the guestguest interactions and the linearcoupling for the
guest-host Coulombic interactions in eq 6.

According to egs 48, the Gibbs free energy changes during
in the mutation process of GHnto Ar and of CQ into Ar

become
A = [ @%Qm ©
ﬁ:;jiglz U(/ll,l DNPT/»I.&
IS i—u‘jﬁﬁﬂ dZ, (10)

2 NPTA1=0/,

where theBU/E)/liShpui,,lj are the time averages determined
directly from our NPT-MD simulations as a function éf.
Finally, the change of free energy for the mutation of .CH
hydrate into CQ hydrate becomes

AGCH4 CO, __ AGCH4—>Ar _

mutation residual

AGCOZ—>Ar

residual

+ AGideaI

total

(11)
where the expression for the analytical determination of
AG® s given in the Appendix.

total
One final small technical point worth noting is that the actual

The initial CHy and CQ hydrate configurations were taken
from a previous stud§® Each simulation box consisted of 368
water molecules [either SPC/E or TIP5P] and 64 guest
molecules. Periodic boundary conditions and an Ewald sum-
mation were employed. The simulation was conducted using
the DL_POLY softwaré? and the Ewald screening parameter
and largesk vector were determined in order to ensure a®10
convergence in the electrostatic energy. A cutoff length of 10
A was used for all Lennard-Jones interactions. Interactions
beyond the cutoff length were corrected for using the standard
assumption of a uniform density distribution. All of the
simulations were conducted in the NPT ensemble, using a
Nose-Hoover thermosta#’ to control the temperature, and
Andersen’s barostat to control the pressifréhe temperature
was set to 270 K and the pressure to 5 MPa. The translational
and rotational equations of motion were integrated using a Verlet
“leapfrog” algorithm, and the orientational degrees of freedom
were described using quaternions.

It is worth mentioning that the coupling parameter formalism
set forth in this section is independent of the type of water
model. This provides us the unique opportunity to investigate
the effects of the type of solvent model on our thermodynamic
modeling of the hydrate gas extraction process. Two sets of
simulations were performed in order to determin@g-, <%,
one using the traditional planar SPC/E water model and the other
using the five-site nonplanar TIP5P water model. Both water
models were parametrized using thermodynamic properties at

mass of the guest molecules need not be a function of theambient conditions and both involve a single-Lennard-

coupling parameter,, because we have explicitly separated the

Jones sphere to describe the oxygen site, with embedded simple

free energy change due to molecular mass into the analytic idealpoint charges (for more details see ref 20 and/or the appropriate
gas term. As a result, we have chosen not to alter the guestreferences therein).

molecule’s molecular mass throughout the course of the
growing-in process (i.e., the mass of the guest molecule=at

0 is either 16 or 44 g/mol, instead of the correct value of 40
g/mol for Ar). Because we are only interested the hydrate’'s

Three simulations were required in order to evaluate eq 11:
one for the mutation of Clinto Ar, one for the removal of the
point charges in C® and one for the mutation of the
“uncharged” CQ to Ar. The simulation results are presented

thermodynamic properties, our decision to make the mass ofin Tables 2 and 3 and graphically in Figures 1 and 2. For each

the mutating guest molecule constant during the growing-in
process will only affect the efficiency of our simulation sampling
and not the averages of the simulated properties.

integration, the number of the windows (values Of was
adjusted to produce a smooth and well-behaved curve. Each

window consisted of a 30 ps equilibration followed by a 70 ps
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TABLE 2: Thermodynamic Integration Data for the
Hydrate System with SPC/E Water as the Host Molecule at
T=270KandP =5 MPa

[@U/dA1 0, 5,=1 [@dU/dA20 0,1, [@u/dA0
A2 (kd/mol) e (kd/mol) Ac (kd/mol)

1.00 —4.715 1.00 -7.750 1.00 -0.680
0.90 —4.270 0.80 —1.500 0.80 2.310
0.80 —3.843 0.60 3.878 0.60 4.216
0.70 —3.410 0.40 6.134 0.40 2.650
0.60 —2.933 0.30 4.541 0.30 0.061
0.50 —2.633 0.25 1.504 0.25 —0.753
0.40 —2.206 0.20 —0.398 0.20 —1.939
0.30 —1.830 0.15 —3.378 0.15 —2.779
0.20 —1.488 0.10 -5.227 0.10 —3.444
0.10 —1.163 0.05 -—7.394 0.05 —3.935
0.00 —0.813 0.00 —8.438 0.00 —4.148
SE--dA —2.65 kd/mol 0.08 kJ/mol 0.89 kJ/mol

(£0.03)  0.03) @ 0.03)

aFor the transition of C@to CQO, (no partial charge) For the
transition of CQ (no partial charge) to Arc For the transition of CH
to Ar.

TABLE 3: Thermodynamic Integration Data for the
Hydrate with TIP5P Water as the Host Molecule atT = 270
Kand P =5 MPa

[@U/dA1 0, 5,=1 [dU/dA20 =01, [du/dAL]
A? (kJd/mol) AP (kd/mol) AC (kJ/mol)

1.00 —3.736 1.00 -5.642 1.00 -0.6914
0.90 0.80 —1.429 0.80 2.995
0.80 —3.015 0.60 3.326 0.60 4.097
0.70 0.40 6.624 0.40 2.181
0.60 —2.201 0.30 4.413 0.30 0.0914
0.50 0.25 1.985 0.25 —0.6645
0.40 —1.497 0.20 -1.023 0.20 —2.013
0.30 0.15 -3.121 0.15 —2.539
0.20 —0.9284 0.10 —5.498 0.10 —3.480
0.10 0.05 —7.766 0.05 —3.719
0.00 —0.2867 0.00 -8.712 0.00 —4.204
SE--0dA —1.93 kJ/mol 0.23 kJ/mol 1.0 kd/mol

(+0.03) @ 0.03) @ 0.03)

aFor the transition of C@to CO, (no partial charge) For the
transition of CQ (no partial charge) to A€ For the transition of Chl
to Ar.

10 — L SO A
i SPC/E water host

L —O— CH, guest
7(,. - @+ L-J contributions to CO,
l! —03 - - Coulombic contribution to CO,
-10 L T ya— P— .
0 0.2 0.4 0.6 0.8 1

coupling parameter A

Figure 1. Coupling parameter dependence of the integrands in eqs 9

and 10 for SPC/E water host.

averaging period. At each window, the radial distribution
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N
[ TIPSP water host

—O—CH [, guest
---@--- Lennard-Jones contributions for Co,
—03 - - Coulombic contributions for CO,

10 b S S S S R
0 0.2 0.4 0.6 0.8 1

coupling parameter A

Figure 2. Coupling parameter dependence of the integrands in eqs 9
and 10 for TIP5P water host.

generated in our previous wdfkand each window represents
a perturbation of the preceding fully equilibrated system, we
found that this simulation length per window provided an
adequate sampling for the system configuration.

The numerical integration of the results presented in Tables
2 and 3 yields a residual contribution AGCHs—C0: of —3.46
+ 0.04 and—2.70 £ 0.04 kJ/mol for the SPC/E and TIP5P
hosts, respectively. Thus, the total change in the Gibbs free
energy for the mutation process, after invoking the ideal gas
contributions from the Appendix, becomed2.11+ 0.05 kJ/
mol of guest molecules for the SPC/E host antil.35+ 0.05
kJ/mol of guest molecules for the TIP5P host. Thus, our
simulation suggests that the fully loaded £@ydrate is
significantly more thermodynamically stable than the corre-
sponding CH hydrate at the state conditions studied here. Note,
however, that the largest contribution to the change in free
energy comes from the ideal gas contributions, i.e;3.8mes
larger than the corresponding residual contributions.

The difference in residual free energy between Ar ang CO
hydrates was determined to b€.57+ 0.04 and—1.70+ 0.04
kJ/mol for the SPC/E and TIP5P solvent models, respectively.
The change in residual free energy for the mutation of Ar into
CH,is 0.89+ 0.03 and 1.0Gt 0.03 kJ/mol, respectively. Thus
it appears that the Ar hydrate’s residual free energy lies between
those of CH and CQ. The more favorable residual free energy
state of the CQ hydrate is due to its strong GOCO, and
CO,—water electrostatic interactions, without which the residual
free energy of the Cohydrate would be either comparable or
slightly higher than that of the Ar hydrate.

IV. Final Comments

In this work, we analyze the thermodynamic feasibility of
extracting CH gas from its original hydrate clathrate by €O
replacement at one state condition and guest load. The approach
to this investigation is the proof-of-principles and the develop-
ment of the molecular tools to study the replacement equilibrium
process. Our simulation results indicate the following:

(1) The residual Gibbs free energy of the fully loaded gas

functions for each species were examined, and the basic hydratdydrates decreases with the guest species as€Ar — COy;
structure was found to remain intact during the entire mutation. thus, the replacement of Ghvith CO, is thermodynamically
Because we start from well equilibrated sl clathrate structures feasible at the state condition examined.
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(2) The details of the water model description have little effect ~ Finally, the reader should realize that because we are dealing
on the calculated\GCHe % that is, the relative stability of ~ with models as opposed to real systems we have complete
the hydrates is dominated by the ideal gas contribution over control of the molecular details of the system. Consequently,
the residual contributions to the total Gibbs free energy. molecular simulation offers us the unique opportunity to isolate

We should also note that our study has been carried out underspecific details of the intermolecular interactions, to analyze
some very special conditions. First, the hydrates were assumedheir contribution to the replacement phenomenon under inves-
to be “clean”; that is, not only the solvent but also the gases tigation, and to make unambiguous (cause-effect) connections
were pure. However, the actual hydrate systems are usuallybetween those details and the corresponding macroscopic
“dirty”, in that solvated species are usually present (particularly response of the system which ultimately will allow a funda-
electrolytes) that can affect the equilibrium conditions, a mentally based modeling of the procé8s.
situation that emphasizes the need for a detailed analysis of the
effects of those species on the relative system’s free energy. Acknowledgment. Research sponsored by Laboratory Di-
Second, the replacement process was assumed to occur from gectory Research and Development Program of Oak Ridge
fully loaded (maximum host occupancy) Ghydrate to a fully ~ National Laboratory (ORNL), managed by UT-Battelle, LLC
loaded CQ hydrate, whereas the most likely scenario to be for the U.S. Department of Energy under Contract No. DE-
encountered in nature will be one with only a partially loaded AC05-000R22725.
gas hydrate. . . o

Moreover, although we determined the change of the Gibbs Appendix: Calculation of the Ideal Gas Contribution to

free energy in the hypothetical mutation process, it is useful to the Free Energy of Mutation.

hlgh'lght the connection between this process and the actual The ideal gas contribution for mu'[ating a pure mdrate
engineering application of extracting methane via carbon dioxide jntg g pure CQ hydrate, AGigtegI, can be written as the product
sequestratiofiln the earlier sections, we defined a hypothetical of co, and CH, guest molecule’s molecular partition func-

mutation reaction, i.e. tions 3% For the mutation Cil— CO,, the ideal gas free energy

CH,(hydrate)— CO,(hydrate) (1) &N bewritten as

CH; CHs CHs CHy
qtransqrot qvib qelec

\//A‘vlhere a CI_:I hydrate was transformed into a_@(hydrate. AG‘S?;': kTIn 0 CO, O O, (A.1)
though this hypothetical scheme was useful in the develop- Orans Aot~ Avib” Oelea
ment of our simulation methodologies, it does not represent the
entire process, one in which aqueous G@ll push the CH wherek is the Boltzmann constariL,is the absolute temperature,
from its hydrate cage, to produce aqueous (and eventuallyand the subscripts refer to the translational, rotational, vibra-
gaseous) CH i.e. tional, and electronic partition functions. It is also noteworthy
to point out that the expression in eq A.1 is independent of our
CO,(gas)+ CH,(hydrate)= CH,(gas)+ CO,(hydrate) particular choice of solvent model, because the solvent potential
(13) field remains unchanged throughout the course of the mutation.

For both the HarrisYung and Williams potential models of
Certainly, the complete extraction scheme will involve (residual) carbon dioxide and methane, respectively, = geec= 1, which
Gibbs free energy contributions from the gas and/or aqueousallows us to deal with only the translational and rotational terms.
phase, with approximately the same order of magnitude as thelt is then trivial to express the translational term of eq A.1 as
one for the mutation process in the hydrate matrix (this is based

on simple estimations from Ohgaki’'s w8k However, we note ol
that these contributions are just a small fraction of the corre- AG,,s= KT In o,
sponding ideal gas counterpart terms. Oiran

In terms of the sensitivity of the water models, the difference o KT\3/2 ot KT\3/2
in the residual Gibbs free energy of replacement between the = —kTIn Mo, V + KkTIn Men,
TIP5P and the SPC/E water is smal(.8 + 0.07 kJ/mol of

guest), although still significant given an overall residual Gibbs

free energy of-3.1+ 0.07 kJ/mol (Table 2). _ §kTIn( 4) (A2)
(3) The different descriptions of the water model might have 2 Meo ’

a rather strong effect on the resultingsexacton (eq 13), due 2

to the relatively small changes of residual Gibbs free energies ,nere m is the mass of the guest molecule,is Planck’s

in the corresponding mutation processes (note that the corre-congiant, and/ is the system’s volume. The expression of the

sponc‘J‘mg ideal gas counterparts will cancel out exactly). rotational free energy term can be derived in a similar manner.
A "back-of-the-envelope” calculation indicates that the pqr 4 rigid rotating body, the partition functions for a tetrahedral

extraction, in contrast to the mutation, process might become (CH.) and linear molecule (C£)are well-known and given by
only slightly favorable, i.e AGextactiony, —(1 0 — 1.5)RT. This

situation indicates that a more systematic feasibility study of o874 - kT\32
the extraction process will require the calculation of the relative qCH4 _ cHy (A.3)
free energies of guest mutation between the solid (hydrate) and rot Och, h?
the fluid (aqueous) phases, following the methodology presented
in section Il. This kind of study might include the effect of gas 872 -~ KT
. . 1 co.
and/or electrolyte concentrations, as well as the corresponding qg)?z == "= (A.4)
equilibrium between aqueous and hydrate phases. However, this Oco, h?

is beyond the limited scope of this work, though it is part of
our ongoing research effort on the subject. wherel is the moment of inertia and denotes the symmetry
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number of the guest molecule. The free energy change due to

differences between the rotation of €@nd CH, guest
molecules is then given by

AG,, = —KTIn g5 + kTIn o

2 312
kTl 2 Oco, 8 ICH4kT he
oenJ\ K 8771 o KT
3/2
Oco\llcn 872kT\ Y2
_ 12| &% 4
=kTIn|x O_ |_ (T (A.5)
cH,/\ 'co,
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Combining egs A.2 and A.5 then gives us the expression for Change1979 2, 53.

the total ideal gas free energy contribution for the,CHCO,
mutation:

AGltgteaa}l = AGtrans+ AGrot
312
My oco,\[lcn 2T\V2
= 3eTin[—2] + KTin 49 —2|| (8”2”)
2 o, Icrf\lco/\ h

For our chosen model of CHHo = 12 and the rotational
frequency is given by = 172.17 GHz, wheré = h/(872B).
For Harris-Yung's CG model, it is quite easy to show that
= 2 andB = 11.68 GHz. Thus, al = 273.15 K, AGyans =
—3.743 kJIMol AGyos = —4.907 kJ/mol, and\G%2' = —8.65
kJ/mol.
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