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In our previous work we have introduced a bifunctional model to predict the otherwise surprising charge
migration in peptides and their chemical reactivity. Such transfer of charge and distal reactivity is often
found to occur a long distance from the original site of excitation and is typical in biological signal transduction.
This model introduced the subject of reactivity at a distance, in contrast to classical local reaction theories.
Our model was initiated by our experimental observation of extremely efficient charge transport in peptides
over substantial distances, subject to certain energetic rules, but now survives the introduction of the aqueous
medium. The question we wish to study in this paper is the effect of a water environment on such an isolated
system. Experimentally it is known that this effect is enormous, in that the charge in the water environment
decays over a characteristic distance of only some 1 Å, whereas in our isolated peptide system there is very
little attenuation observed. We here do extensive molecular dynamics calculations in the presence of 611
water molecules and demonstrate that our original mechanism survives entering the liquid phase but that the
effect of the water is to create a hydrophobic jacket around the peptide that seriously constrains the motion
of the peptide. Such motion in the peptide is an essential element in our bifunctional model. In fact when we
now calculate the efficiencies in water, we obtain a value near 2.4%, which translates into an exponentialâ
factor of 1 Å-1, which agrees with the value experimentally observed for charge transport ofâ-sheet protein
charges in water. Hence, even though the experimental results in the gas phase and in water differ by some
orders of magnitude, our bifunctional model is able to encompass both extreme situations, the isolated system
and the peptide in the water environment. In both cases the calculations agree with the experimental results.

Introduction

Chemical reactivity at a distance is a common but incom-
pletely understood process in biological processes. In such
processes the site of energy deposition and the site of chemical
reaction are far removed from each other; such systems are
typical for signal transport in biological systems. Such a notion
of reactivity differs from the more classical reaction rate theories
in which energy deposition, after some rearrangement, leads to
reaction at a site perhaps only a few bonds away from the site
of excitation.1

In previous work we showed that a typical form of long-
range transport of such energy can be via a charge traveling
down the peptide chain. Such a charge transport through
polypeptide chains is not a self-evident process. Peptides have
properties, however, which make them almost uniquely able
for such a long-range transport. We investigated this process
originally for isolated peptides in the gas phase where we were
interested in exploring the purely molecular properties of this

process and found charge transport to be extremely efficient.
We developed a model to explain this very facile charge
transport and found that this model also conformed with recent
experiments on the proteomics of large systems studied with
mass spectrometry.2-6 The distal transport of charge is of broad
consequence in biological systemss“the flow of electrons in
oxidation-reduction reactions is responsible directly or indi-
rectly for all of the work done by living organisms”.7 Though
charge transport in a protein polypeptide chain has been
extensively studied, its detailed mechanism remains a central
question.

With a simple model including the detailed protein structure
and the dynamic driving force, in our previous work,8-10 we
have demonstrated that not only charge but also chemical
reaction can occur at a considerable distance away from where
the system is initially excited. Some proteins facilitate the charge
transport process, and others do not. More to the point some
modifications in the protein chain interrupt the process as in a
switch. We have developed some rules for this previously. As
a result, proteins can act as molecular wires and even be logic
gates triggered by the charge transport process and triggered
with very small energy such as found in a redox process. The
previous charge transport mechanism is based upon the nona-
diabatic ET rate11,12 between segments, traveling along the
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protein backbone. Instead we proposed a bifunctional model
which includes two states, a “rest” and “fire” mechanism for
this protein charge transport and reactivity. Our model includes
essential protein dynamic effects in addition to electronic effects
to facilitate charge transfer in proteins. Hence, the basic concept
relies on the fundamental structure and dynamic information
which is stored in the Ramachandran plot.13 Motion of the rotors
around a CR-hinge is taken as a virtual ballistic particle moving
inside a subregion called the Baranov-Schlag (BS) box9 similar
to the Ramachandran plot. Escaping from this BS box with a
gate on its perimeter is dominated by an entropy barrier.
Therefore, the entire charge-transfer process is entropy driven.

In a gas phase system, a molecular dynamics (MD) simulation
result shows that using our bifunctional model the charge
migrates along the polypeptide chain very efficiently as also
observed in mass spectroscopy.2-6 The flow of charge in isolated
peptides is observed to be an extremely efficient transport
mechanism, nearly 100% proceeding to the final site, starting
from the C-terminus. We now want to test this detailed
mechanism in the more typical aqueous environment where the
efficiency is experimentally found to be extremely small, in that
the charge decays to 1/e in as little as 1 Å. Hence we have 2
orders of magnitude in range of transport to be accounted for
as a result of the change of medium. In this paper, we apply
our bifunctional model to charge transport in a solvated
polypeptide system. The basic idea of the charge transport
process is that the charge is initially located at the C-side of
the CR-hinge. This can be pictured as a virtual Brownian particle
moving around the BS box inside the Ramachandran plot until
it reaches the exit gate. The successful escape should be counted
before vibrational modes and solvent modes set in. In other
words, we only consider the O-O atoms collision within the
energy dissipation time. This we published previously as an
analytic theory as well as extensive MD calculations presented
as a mean first passage time between residues of some 160-
180 fs.8-10

The interesting new sidelight on these MD calculations is
that we find that not all initial starting configurations of the
calculation lead to a firing state, but in fact a fraction of initial
states are dissipated, leading to an efficiency in the process of
less than unity. Such an inefficiency in charge transport is
experimentally well-known14-23 and leads toâ values in the
efficiency Y of charge transfer with distance

with typical values in condensed media ofâ near 1.0 Å-1. Here
A is the prefactor.

In a superexchange model,24 the electron-transfer rate is
proportional to a distance-dependent exponential formAe-âR,
where theâ-value is the distance decay factor andR is the charge
transport distance between redox active sites. Similarly such a
distance dependence is observed for charge transport in DNA
and is between 0.1 and 1.40 Å-1. For the R-helix such as
myoglobin in water, theâ-value is 1.3 Å-1. Azurin as aâ-sheet
shows aâ-value of 1.0 Å-1. Often eq 1 is considered to be
directly connected only with the superexchange model. This is
an overstringent view. We show here that our special hopping
model also is of this form.

Theoretical prediction of theâ-value in the aqueous medium
has been investigated by Beratan and Onuchic et al.22,23 They
used Marcus rate theory and combined it with a tunneling
pathway model in protein to obtain theâ-value.

We suggest a unified model which includes the near 100%
efficiency observed by us in the isolated molecule and also

explain theâ-values generally observed in water of near unity.
Such aâ-value near unity translates in our model to a single
hopping efficiency of only some 3%.

In this paper, we extend our bifunctional model to include
efficiencies which we obtain also from MD calculations and
thus compute the theoretically predictedâ-value which we then
compare to experimental data. As an important first step we
have to depart from the global motions and use a program which
includes the energy with well-defined parameters locally in the
chain. (This was achieved by modifications in the CHARMM
program.25) We term this a single-site MD calculation. This is
highly desirable to avoid interference from other energy sources
in the global model. We introduce this new MD method of
single-site heating which makes the study of these new effects
possible and which is close to the physical model we wish to
study. The final result confirms our bifunctional model and
dynamics contribution to protein charge transport in the gas
phase and extends these to include the low efficiency observed
in water. These efficiencies from this new model thus encompass
both limits, gas phase and water.

Bifunctional Model: Local Heating, Energy Dissipation
Time. and Efficiency

In this section, we shall describe the connection between our
bifunctional model andâ-value. A general procedure is de-
scribed in the following:

Let us consider a charge transport along a polypeptide chain.
At each CR atom, the torsional anglesψ andφ are constrained
in the Ramachandran plot (see Figure 1a). Two of the vectors
such as CRNB and CRCB of the CR atom form a hinge. The charge
is transported from the C-side of the polypeptide chain to the
N-side. Before the charge is transported, it waits in the C-side
of the CR atom until the O-O atoms between two connected
amino acids collide, i.e., close to some certain distance in our
case. This kind of rotational motion ofψ andφ angles is similar
to a Brownian particle moving inside a 2D box with a static
gate where the O-O atoms collide with each other and charge
starts to transfer. It is clear that our bifunctional model exhibits
an entropy-driven charge transport process.

In the local heating method described here, the charge
transport process is considered to involve a rotational mode
which has been turned on before the vibrational mode sets in.
In other words, the rotational energy does not dissipate into the
heat bath. The chain ionization potential (IP) descending along
the polypeptide chain prevents the charge from back-flowing.
We hence heat up the rotational mode of theφ-angle on the
C-side of the Cr- hinge. It is useful to define the CrNB and NXB
vectors from the CR atom to the N atom and from the N atom
to the X atom, respectively. Note that the X atom can be any
atom bound to the N atom (see Figure 1a). We may define the
vector orthogonal to the CrNB axis by NXB⊥ ) NXB sin θ, where

Y ) Ae-âR (1)
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cos θ ) (CrNB‚NXB)/(|CrNB||NXB|). Therefore there remain two
unknown vectors which need to be solved (see Figure 1b). The
first one is the torsional angular momentum. It is useful to set
its rotation axis along the CrNB vector by ω ) [(CrNB)/
(|CrNB|)]ω, where we provide a rotation energy (1/2)Iω2 (in
units of thermal energy) to the X atom and I is the inertial
moment. Hence, we obtain the relationship of NXB⊥ × pb ) ωb.
The other one is the excited angular velocity of the X atompb
which should be tangential. According to the vector relationship
pb/|pb| ) (NXB⊥ × CRNB)/(|NXB⊥||CRNB|), we find that the magni-
tude ofpb is equal to NXB⊥ × ωB‚|(NXB⊥‚CRNB)/(|NXB⊥||CRNB|)|-1.
Note that the unit of unit ofω has to be changed into MD
velocity. In our MD simulation, we provide a charge energy (E
) (1/2)Iω2), which is ca.E2000K to the atoms attached to theφ
axis, i.e., C, O, and three H atoms. Here the charge energy or
excitation energyE is in unit of thermal energy. The remaining
atoms in the polypeptide chain are still kept at 300 K as
background temperature. Typically, in each simulation, 3000
configurations have been chosen. Only part of the configurations
have a successful O-O collision, i.e., O and O atoms come
close to a certain distance, say 2.8 Å. Hence we define the
efficiency as

With the preceding local heating method, we first determine
the first passage time distribution (FPTD) of O-O atoms
collision. On the basis of this FPTD, we can read the energy
dissipation time, i.e.,τdiss. Then, we count the successful O-O
contact within the time scaleτdiss to obtain the efficiency. The
connection between efficiency and theâ-value will be presented
in the next section.

According to the single-site heating procedure, the charge
energy may propagate along the polypeptide chain until its
energy is dissipated into the heat bath. In the gas phase, the
rotational energy dissipates into the polyatomic vibration mode
with a time scaleτdiss≈ 1 ps. In the solvated phase, there exists
a solvent shell surrounding the polypeptide chain which
generates a barrel and prevents the O-O atoms from colliding.
This means that the collision between the carbonyl group of
both sides of CR -hinge and solvent molecules provides another
channel for energy dissipation. There one may have at least
two dissipation time scales while the solvent dissipation time
scale is shorter than vibrational dissipation time scale.

Efficiency and â-Value

In this section, we study the charge transport efficiency in
our bifunctional model. The typical picture for charge transfer
is that the rate or efficiency goes asAe-âR. This is naturally
justified for a superexchange24,26 or tunneling mechanism in
which the level structure is shown in Figure 2, where the system
has tunneled through a barrier with thicknessR.

Alternatively consider the peptide as a system of links or
pearls (individual amino acids) on a string in which at the
juncture we induce transfer to the next link or lose energy to
the phonons. The distance between the pearls, for a typical
peptide like angiotensin, is some 3.7( 0.1 Å.

This coupling could be a conical intersection involving 2-3
vibrations. At this point we may have some loss to the phonon
bath due to the involvement of these 2-3 vibrations. Hence, at
the link juncture we postulate a rate constant for charge transfer
kt and a rate constant for loss to the bathkb. The fraction that
continues as charge is thuskt/(kt + kb) aftern links in the peptide;
the fraction of charge that survives is

We can also state the survival more typically as e-ân, whereâ
is typically 0.8-1.4 Å-1. A very efficient transfer is in DNA20-23

whereâ ) 0.2 Å-1. This e-ân means that we have e-1 for 5
Å-1 whereas for the typicalâ ) 1.0 Å-1 we have e-1 already
for 1 Å; i.e., the former case has better transfer. The typical
interlink distance in angiotensin is 3.7( 0.1 Å/unit. The total
length of the chain is

Figure 1. Scheme for bifunctional model. (a) Sequential hopping
between residues. At eachCR atom, there are a pair of torsional angles
ψ andφ. These perform the so-called CR-hinge. Below the polypeptide
chain, we show the corresponding BS box with a gate. (c) Rotation
pathway. Before the charge is transported, it waits in the N-side of the
CR-hinge. Our local heating procedure enhances the rotation frequency
in any of the rotation pathways. (b) Local heating procedure. Here we
define the vectorsωb andpb.

Figure 2. Superexchange model. The charge is conducted from
acceptor to donor through the bridge.

efficiency) successful configurations within energy
dissipation time scale/total configurations (2)

| kt

kt + kb
|n (3)

R ) 3.7n (4)
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or e-âR ) e-3.7ân. Sincean ) en ln a, wherea ) kt/(kt + kb) )
efficiency in eq 2, thus eq 3 becomes enlna, where by comparison
with eq 4

For â ) 1.4 Å- 1 one gets ln(1+ (kb/kt)) ) 5.18 orkb/kt ) 177.
This means less than 1% charge transfer at each step. The rest
is lost to the phonon or heat bath. Similarly forâ ) 0.2 Å-1,27-30

the ratio ofkb/kt is 1.1. Now both processes are equally fast.
Note that over the small range ofâ from 0.2 to 1.4 Å-1 the
ratio of rates goes from 50:50 to a transfer rate of only 0.6% of
the total.

Molecular Dynamics Simulation Results

In our previous work, we found that the FPTD of (Gly)3 is
similar to (Phe)3. Therefore, the size of side chain attached to
the polypeptide backbone does not substantially influence the
FPTD. Hence, in this work, we simulate a polypeptide chain
with 20 residues cut from myoglobin native structure, i.e.,
(Mb)20.

First, we show the equivalence of efficiency between single-
site local heating and global heating procedures. Of course, the
advantage of the local heating method is that, for a long
polypeptide chain, real protein and solvated system, there is no
strong disturbance of the environmental system. In general, we
find, in a vacuum, local heating and global heating methods
provide the same efficiency below 1 ps. In the global heating
method in ref 8, we heat up all of the atoms in the polypeptide
chain to 2000 K, though there are large scale fluctuations of
the polypeptide chain. Most of the fluctuation modes are just
phonon modes. We fit the stochastic motion ofψ andφ angles
by using a Gaussian distribution function and the phonon modes
by a sigmoid curve. The efficiency of the successful O-O
collision, i.e., area below the Gaussian distribution curve, is ca.
0.84. However, the efficiency in global heating at 2000 K is
ca. 0.26. Hence, the real efficiency of global heating is equal
to 0.26× 0.84 ) 0.22. Now let us turn to examine the local
heating of (Gly)3 in a vacuum. Recall that the background
temperature of the polypeptide chain is 300 K. The MD
simulation of the local heating with an excitation energyE2000K

has the efficiency equal to 0.19. So the local heating energy of
the φ angle (or CNB axis) isE2300K. The ratio of the excitation
energy is 0.87 ()2000/2300). We should reduce the total
efficiency by a temperature factor for the global heating with
0.22× 0.87) 0.19. This is almost exactly the same efficiency
as the local heating result. Note that in the global heating
procedure both of theψ andφ angles are heated. However, in
the local heating procedure, we only allow theφ angle to be
excited. Therefore, we find that the efficiency of local heating
of (Gly)3 in a vacuum is the same as the efficiency of global
heating. In other words, the sigmoid part in Figure 2 of ref 8
actually reflects the correct FPTDs. In our local heating MD
simulation result (see Figure 3), on the contrary the long time
tail is almost totally absent. Hence, we find that the extra high-
temperature phonon modes or large scale fluctuations do not
influence the stochastic motion inside the BS box. This confirms
the similarity of the two methods at early times, as one might
expect.

Solvent Dissipation Time. In our previous paper, we locally
heat up theψ angle of the medial Gly of (Gly)3 dissolved in
water with an excitation energyE1667K which is ca. 150 meV.
This corresponds to a charge transport direction from the C-side
to the N-side. During the MD simulation, the first collision

between O-O atoms within 2.8 Å is counted as a successful
run. The molecular structure calculation is carried out in the
presence of 611 water molecules. After some picoseconds the
equilibrium structure shown in Figure 4 is generated. From this
it is seen that water makes a hydrophobic jacket around the
peptide with a barrel shape of some 6 Å diameter. This water
barrel is expected to seriously impede the O-O collisions
required for charge transport. The MD calculations confirm this
and reflect a very low efficiency as a result of the water barrel.
Hence we have the interesting if not at first surprising result
that water, far from assisting charge transport here, seriously
impedes the charge transport process in this model. It is of
interest that this strong impediment to charge transfer caused
by the water barrel reduces the efficiency in the MD calculation
to below 1% at each site. This generates aâ-value according to
eq 5 of 1.3 Å-1, a value in astonishing agreement with
experiment. This appears to point to a water barrel effect on
charge transport in proteins. The inner diameter of the water
barrel is ca. 6.0 Å. Within such a short distance between the O
atom and the water molecule, in Figure 5, a first passage time
distribution curve shows a quick energy dissipation process
within 500 fs. The thermal fluctuation and protein-solvent
collision produce the noise part and will not be counted as
efficiency. We estimate the successful run with efficiency equal
to 0.008, i.e., theâ-value ) 1.3 Å-1. We fit our â-value by
labeling the local efficiency withpy

x, wherex is the local heating
site andy is the residue site. Since our local heating direction
is, for example, from the C-side of the CR-hinge toward the
N-side of the polypeptide chain, we take the geometric mean

â ) - ln a
3.7

(5)

Figure 3. First passage time distribution for polypeptide chain (Gly)3.
We locally excite the atoms attached to theψ-angle of the CR,2-hinge
of (Gly)3 in a vacuum. In this simulation, we choose 3000 configura-
tions. The thermal nose part is depressed.

Figure 4. (Gly)3 in a water cavity. The distance between O atom and
a water molecule is ca. 6.0 Å.
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such asp10
10p9

10 × ... × p1
10 ) A exp(-â × 3.7 × 10) ) 5.78

× 10-13 in Table 1. On the other hand, we also have the
geometric mean for the case with local heating site 8, i.e.,p8

8p7
8

× ... × p1
8 ) A exp(-â × 3.7 × 8) ) 1.022× 10-8 in Table

2. The ratio for these two different local heating site situations
gives aâ-value equal to 1.32 Å-1. The other extreme case, gas
phase, in ref 10, shows aâ-value equal to 1.158 Å-1 by using
the same geometric mean method here.

Polarization interactions with water have not been considered
here, and these could further modify the above efficiencies.31,32

Secondary Structures

We have shown above that the MFPTs and efficiencies/site
appear to be robust even when the residues are changed and
the length of the chain is changed. It even works for 20 residue
portions taken from a natural protein, myoglobin. The next
question one might ask is if these results are also the same for
different secondary structures. Would we expect the same result
for â-sheets andR-helices?

In this section we show that these secondary structures now
have important additional effects on our transport model. In
particular we will see that again the mean first passage time is
robust, as it must be if we want to maintain this high speed,
which we think is essential for this model to avoid dissipation.
Interestingly though the efficiencies are different for the native
R-helix as compared to theâ-sheet. The proximity of the groups
in the R-helix are very close to the “firing” position; hence,
only very small motions are needed in the BS box to lead to
charge transport. On the contrary theâ-sheet is about three times
more efficient than theR-helix if we translate experimentalâ
values into efficiencies.

To explain the higher efficiency of theâ-sheet, we first show
the FPTD of rigidâ-sheet structure in azurin. Then, we confirm
that in our calculations the solvatedâ-sheet has a weaker H-bond
than an isolated one. This shows that our solvent model is
working correctly here. This breaks the strong interaction
between chains inside theâ-sheet bound through the H-bond
observed in the isolated case.

In Figure 6 we locally heat the residue 83 of azurin with
E1667K and count the successful run as the O-O distance larger
than 4.0 Å. There is only one sharp peak in this figure. Hence,
this is a result of the rigid structure of theâ-sheet; here the
result of no solvent being present. The carbonyl group does
not flip away from its original position during the heating
process.

Hydrogen-Bonded Structure. Since azurin contains aâ-sheet
structure, in refs 17 and 33, the redox active sites are attached
to it and there are 30 amino acid residues between. Itsâ-value
is ca. 1.0 Å-1, and the charge transport efficiency is high. Instead
of using such a long polypeptide chain, we choose a shorter
model polypeptide chain from a synthesizedâ-sheet which
consists of 12-mer acids, i.e. V5PGV5.34 In a vacuum, MD shows
thisâ-sheet to contain four hydrogen bonds (see Table 3). When
it is dissolved in a 485 water cluster, it should be noted that the

Figure 5. First passage time distribution vs time. A short (Gly)3

polypeptide chain is dissolved in the water system. In this FPTD curve
its probability increases after 500 fs; i.e., energy starts to dissipate.

TABLE 1: Efficiency of MB 20
a in the Water Systemb (Local

Heating Site 10)a

residue no. efficiency residue no. efficiency

1 0.018 11 0.24
2 0.041 12 0.15
3 0.087 13 0.11
4 0.16 14 0.064
5 0.11 15 0.08
6 0.18 16 0.098
7 0.020 17 0.046
8 0.035 18 0.196
9 0.29 19 0.20

10 0.014

a Polypeptide sequence: Glu1-Asp2-Leu3-Lys4-Lys5-Hsd6-
Gly7-Val8-Thr9-Val10-Leu11-Thr12-Ala13-Leu14-Gly15-Ala16-
Ile17-Leu18-Lys19-Lys20. b In this simulation there are 611 H2O’s.

TABLE 2: Efficiency of MB 20 in the Water System (Local
Heating Site 8)a

residue no. efficiency residue no. efficiency

1 0.042 11 0.14
2 0.042 12 0.023
3 0.025 13 0.040
4 0.127 14 0.062
5 0.079 15 0.087
6 0.21 16 0.042
7 0.25 17 0.11
8 0.44 18 0.13
9 0.066 19 0.15

10 0.091

a Here the simulation condition is the same as in Table 1. Only the
local heating site is now at residue Val8.

Figure 6. First passage time distribution vs time. The FPTD curve of
residue 83 in azurin shows a sharp peak. This FPTD curve is counted
for O-O distance larger than 4.0 Å. Theâ-structure in azurin is quite
rigid.

9394 J. Phys. Chem. A, Vol. 106, No. 41, 2002 Sheu et al.



number of hydrogen bond pairs is reduced and the bond length
is increased, i.e., weakened (see the snapshot in Figure 7). Hence
we interestingly observe directly the weakening of the H-bonded
structure. As an example we pick up one hydrogen bond, for
example 4O-10H, and measure its relevant first passage time
for the hydrogen bond to dissociate through its FPTD curve
(see Figure 8) at different temperatures. We take dissociation
to occur when the bond is distended to a critical distance of 3.0
Å. At 300 K the first passage time for dissociation of the H-bond

in water is ca. 65 fs. Alternatively, at 350 K, we have the first
passage time ca. 46 fs. Estimating the H-bond bond strength
from the activation energy by using the Arrhenius formula
interestingly gives us the H-bond energy in water of ca. 1.70
kcal/mol. This computer experiment now directly includes
effects from enthalpy and entropy, which is otherwise difficult
to assess. In a nonaqueous environment this value rises to some
4.2 kcal/mol.35 Correspondingly our MD results present an
activation energy of some 4.7 kcal/mol. The enthalpy is typically
calculated to be some 6 kcal/mol.36 Hence, these MD computer
experiments nicely demonstrate the known weakening of the
H-bond in water,35 as is required to ensure the chain mobility
required for global processes such as folding since the higher
energies would make such mobility quite difficult. This
represents a cautionary note for dynamics calculations without
water.

The dissolvedâ-sheet, thus, has much more flexibility than
in a vacuum. This is even seen here in the structural MD
simulations. The charge transport along each individual chain
inside theâ-sheet is seen to have the same efficiency as it has
in the R-helix. But the sum of the efficiency of theâ-sheet is
the geometric sum of each individual chain. Hence, for the
example azurin, theâ-sheet contains about three chains. Its
efficiency is expected to be about three times higher than that
of each individualR-helix chain. We thus have an efficiency
of the â-sheet ca. 0.0244; i.e.,â-value) 1.0 Å-1. Therefore,
for the theoretical predicted collision distance for firing, the
calculated efficiency here predicts aâ-value that corresponds
closely to that of known experiments.

In contrast to some intuitive views, this work suggests that
charge transport in water is not necessarily optimal; charge
transport in an isolated environment such as in the gas phase
when energetically permitted is some 100-fold more efficient.
The inefficiency in water is here attributed to a hydrophobic
water barrel surrounding the peptide chain. This impedes the
internal rotations which in our model are essential for charge
transport. Here the theoretically calculated inefficiency agrees
with experiment.

Conclusion

To summarize, local excitation in our bifunctional model
based on two rotors motions around a CR-hinge and the charge
transfer occurring in an O-O atoms collision can be mapped
into an escape process inside a subregion with a gate in the

TABLE 3: Hydrogen Bonds of V5PGV5
a in the Gas Phaseb

V4-O - - - - H-N-V10

V12-N-H - - - - O-V2

V4-N-H - - - - O-V10

V12-O - - - - H-N-V2

a The sequence of V5PGV5 is Ace-V1-V2-V3-V4-V5-P6-G7-
V8-V9-V10-V11-V12-NH2 (Ace) -COCH3). b The hydrogen bond
pair is expressed in terms of Aa ---- bB, where a and b are the atoms
in residues A and B, respectively.

Figure 7. Hydrogen bond of V5PGV5 in a water system. (a) In a
vacuum, the polypeptide contains four H-bond pairs. (b) When the
sample is dissolved in water, the number of H-bonds is decreased and
the bond energy is weaker.

Figure 8. Hydrogen bond dissociation process. When V5PGV5 is dissolved in the water system, we measure the relative distance between H---O
atoms vs time and the dissociation time is counted while H---O distance is equal to 2.5 Å. This dissociation time is noted as the first passage time
for the hydrogen bond dissociation process.

Charge Transport Efficiency in a Polypeptide Chain J. Phys. Chem. A, Vol. 106, No. 41, 20029395



bounds of the Ramachandran plot or the BS box. Before the
charge is transferred, it waits in the C-side of CR-hinge. Since
it carries charge energy, the correspondingψ angle is locally
excited. By using MD simulation, we introduce a local excitation
procedure which in MD generates the efficiency of successful
collision between O-O atoms. The good agreement with the
â-value between the simulation result and experimental data
suggests the unique result that real protein charge transport
depends heavily on protein dynamics. Since the 2D escape
process is entropy driven and protein dynamics dominates the
entire charge transport process, this is here seen as the charge
transport generated in the restricted Ramachandran plot or BS
box.

The model of mean first passage times and efficiency
successfully survives the change in medium, which involves
some 2 orders change in rate that must be predicted. Furthermore
it can even be transferred to charge migration in secondary
structures and displays strong differences between theR-helix
andâ-sheet. Interestingly the hopping rates are similar, but the
efficiencies are grossly different. Theâ-sheet here is seen to
be superior in charge transfer to theR-helix just as a result of
parallel path and not intrinsically. Nevertheless water is interest-
ingly seen as a strong impediment for charge migration here.
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