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We study the applicability of femtosecond time-resolved photoelectron spectroscopy to the study of substituent
effects in molecular electronic relaxation dynamics using a series of monosubstituted benzenes as model
compounds. Three basic types of electronic substituents were used: CdC (styrene), CdO (benzaldehyde),
and CtC (phenylacetylene). In addition, the effects of the rigidity and vibrational density of states of the
substituent were investigated via both methyl (R-methylstyrene, acetophenone) and alkyl ring (indene)
substitution. Femtosecond excitation to the secondππ* state leads, upon time-delayed ionization, to two
distinct photoelectron bands having different decay constants. Variation of the ionization laser frequency had
no effect on the photoelectron band shapes or lifetimes, indicating that autoionization from super-excited
states played no discernible role. From assignment of the energy-resolved photoelectron spectra, a fast decaying
component was attributed to electronic relaxation of the secondππ* state, a slower decaying component to
the firstππ* state. Very fast electronic relaxation constants (<100 fs) for the secondππ* states were observed
for all molecules studied and are explained by relaxation to the firstππ* via a conical intersection near the
planar minimum. Although a “floppy” methyl substitution (R-methylstyrene, acetophenone) leads as expected
to even faster secondππ* decay rates, a rigid ring substitution (indene) has no discernible effect. The much
slower electronic relaxation constants of the firstππ* states for styrene and phenylacetylene are very similar
to those of benzene in its firstππ* state, at the same amount of vibrational energy. By contrast, the lifetime
of the first ππ* state of indene was much longer, attributed to its rigid structure. The secondππ* state of
benzaldehyde has a short lifetime, similar to the other derivatives. However, the relaxation of its firstππ*
state is orders of magnitude faster than that of the non-carbonyl compounds, due to the well-known presence
of a lower lying nπ* state. Methylation (acetophenone) leads to still faster firstππ* state relaxation rates.
These results fit very well with the current understanding of aromatic photophysics, demonstrating that time-
resolved photoelectron spectroscopy provides for a facile, accurate and direct means of studying electronic
relaxation dynamics in a wide range of molecular systems.

I. Introduction

The burgeoning area ofactiVe molecular scale electronics
(MSE) involves the use of molecules or molecular assemblies

acting as switches, transistors, or modulators.1 A central theme
is that structural rearrangement processes such as isomerization
should lead to changes in either optical or electrical properties,
generating the desired effect. These structural rearrangements
are often proposed to be induced via electronic excitation. The
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rational design of active MSE devices must include a detailed
consideration of the dynamics of the “switching” process for
several reasons. Foremost is that activation of the device (e.g.
by a photon) must indeed lead to the desired change in optical
or electrical properties, and therefore, this basic mechanism must
be present. Two other issues, however, are of great practical
significance. Theefficiencyof the molecular electronic process
is a critical element because excited organic molecules often
have a variety of complex decay paths that compete with the
desired process. The efficiency of a device can be defined simply
as the rate of the desired process divided by the sum of the
rates of all competing processes. As certain of these competing
processes can occur on ultrafast time scales (e.g., dissipation,
dissociation), the rate of the desired process must be very fast
indeed, even if the required overall response is slow. A directly
related issue is that ofstability. A molecular modulator that
operates at 100 MHz and lasts for 3 years must switch∼1016

times without “breaking”. The quantum yields of any “harmful”
processes must therefore be exceedingly small. Unfortunately,
excited organic molecules have a number of destructive decay
pathways, such as photodissociation and triplet formation (often
leading to reaction). The relative rates and quantum yields of
these processes, as well as their dependence on substituent and
environmental effects, will be critical elements in the design of
efficient, stable,actiVeMSE devices. Techniques that allow for
the direct determination of electronic relaxation rates will be
useful in this regard.

Ultrafast electronic relaxation processes2 play a central role
in photochemistry and photobiology, internal conversion (IC)
and intersystem crossing (ISC) being the two major nonradiative
pathways. The tacit dynamical principle is the nonadiabatic
coupling of electronic and vibrational motions. Due to the
complexity of the interactions and the difficulties of spectros-
copy in “real devices”, it is often of interest to develop methods
to study the details of excited-state electronic relaxation
dynamics in isolated chromophores and model systems. The
dependence of the nonadiabatic dynamics on substituent effects
constitutes an important ingredient in understanding and predict-
ing active MSE processes. In this paper, we present an
experimental study of substituent effects on electronic relaxation
dynamics in a series of model compounds using time-resolved
photoelectron spectroscopy (TRPES). Our main purpose here
is to demonstrate that this experimental method allows forfacile,
accurate, anddirectdetermination of electronic relaxation rates
in polyatomic molecules and to verify that our results fit very
well with the current understanding of these dynamics. Sec-
ondarily, we hope that these types of phenomenological studies
can contribute toward the development of “basic rules” govern-
ing substituent effects in active MSE processes.

Femtosecond TRPES (for a recent review, see ref 3) appears
to be emerging as a powerful technique for the study of
electronic relaxation dynamics in isolated molecules, as it allows
for the study of sequential ultrafast electronic processes inboth
optically bright and dark states. Its application to polyatomic
nonadiabatic dynamics was proposed theoretically over 10 years
ago4 and first demonstrated for the case of S1-S0 internal
conversion in hexatriene.5 TRPES has been applied to wave
packet dynamics in simple systems,6-10 intramolecular vibra-
tional energy redistribution,11 internal conversion,12-18 photo-
dissociation dynamics,19,20intersystem crossing,21,22intracluster
reaction dynamics,23 and excited-state intramolecular proton-
transfer dynamics.24 The outgoing photoelectron may also be
differentially analyzed as a function of time with respect to
angular distribution.22,25-27 Additionally, time-resolved photo-

electron-photoion coincidence (PEPICO)16 and photoelectron-
photoion coincidence-imaging28 spectroscopies have been dem-
onstrated.

Photoelectron spectroscopy is sensitive to both electronic
configurations and vibrational dynamics.29 The well-known
Koopmans’ picture is based upon the approximation that
photoionization is a single-photon, single active electron process
and that the remaining electrons (which form the ion “core”)
are unchanged during this process.29 The Koopmans’ picture
suggests that specific electronic configurations of the neutral
molecule correlate, upon ionization, with specific cation elec-
tronic states. In excited-state nonadiabatic dynamics, there is a
change in zeroth-order electronic configuration upon internal
conversion (IC) or intersystem crossing (ISC), accompanied by
a large change in vibrational energy. Making use of Koopmans’-
type correlations, femtosecond TRPES has been demonstrated
to disentangle vibrational dynamics from the coupled electronic
(population) dynamics in ultrafast nonadiabatic processes,
allowing for a direct view of electronic relaxation proc-
esses.13,14,30

In Figure 1, we show a generic energy level diagram and the
TRPES scheme. An excited-state Sn is prepared by a femto-
second pump laser. The Sn state is nonadiabatically coupled to
a lower lying state Sn-1, leading to an electronic relaxation
process. The two coupled electronic states are photoionized after
a time delay ∆t by a femtosecond probe laser and the
photoelectron spectrum, containing bands e-(εn) and e-(εn-1),
is measured. Two limiting cases have been identified: type I,
the favorable case of complementary ionization correlations,17

and type II, the unfavorable case of corresponding ionization
correlations.18 In type I systems, the two nonadiabatically
coupled electronic states Sn and Sn-1 correlate upon ionization
to differentcation electronic states (e.g., Sn f D0, Sn-1 f D1).
As long as the two cation states are energetically well separated,
this situation favors the disentangling of electronic from
vibrational dynamics. The electronic relaxation dynamics in Sn

and Sn-1 may be clearly and separately determined. For a more
detailed discussion, see ref 17. In type II systems, the two
nonadiabatically coupled electronic states Sn and Sn-1 correlate
upon ionization to thesamecation electronic states (e.g., Sn f
D0, Sn-1 f D0). In this case, the ability to extract the electronic
relaxation dynamics in each state depends strongly on the

Figure 1. An electronic energy level diagram and the femtosecond
pump-probe time-resolved photoelectron spectroscopy scheme. Sn and
Sn-1 are nonadiabatically coupled singlet states;n ) 2 or 3, depending
on the molecule. D0, D1, and D2 represent the ground and two lowest
cation electronic states. Sn-1* denotes the vibrationally excited Sn-1

state formed by the electronic relaxation process. Sn-1* itself electroni-
cally relaxes to lower lying states via subsequent nonadiabatic processes.
Sn and Sn-1 can, depending on the Koopmans’ correlations, ionize into
different cationic states. Time-resolved photoelectron spectroscopy
allows fordirectmeasurement of these sequential electronic relaxation
processes. For a discussion, see the text.
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Franck-Condon displacements (geometry changes) upon non-
adiabatic crossing and ionization. Of relevance to this paper, if
the molecular frame is fairly rigid and the displacements are
small, then there will be a tendency to conserve the vibrational
quantum number upon ionization. Since the nonadiabatic process
converts the electronic energy of Sn into vibrational energy
within Sn-1, the excess vibrational energy will appear as a
downshift in the photoelectron spectrum, allowing at least partial
deconvolution of the electronic relaxation dynamics in each
state. For a more detailed discussion, see ref 18.

In the following, we present a TRPES study of electronic
relaxation dynamics in a series of monosubstituted benzenes.
We concern ourselves in the present study only withelectronic
population dynamics and integrate over any vibrational dynamics
within each electronic state. To emphasize the effects of
substituents on ultrafast electronic relaxation dynamics, we focus
on the first and secondππ* states of these aromatic systems
and on substituents that are expected to have electronic effects.
We chose six benzene derivatives, shown in Figure 2sbenz-
aldehyde (BZA), styrene (STY), indene (IND), acetophenone
(ACP), R-methylstyrene (R-MeSTY), and phenylacetylene
(φACT). This choice of substituents allowed us to address two
main points: (1) the effect of the substituent on the electronic
states and couplings and (2) the effect of the substituent on the
rigidity or floppiness of the molecular frame. Three electroni-
cally distinct substituents were chosen: CdO, CdC, and CtC.
For the CdC, potential off-axis conjugation effects with the
ring in STY can be contrasted with the lack of these in the CtC
of φACT. For the heteroatomic substituent CdO, the influence
of the additionalnπ* state on theππ* dynamics is investigated
by comparing BZA with STY and ACP withR-MeSTY. The
effects of vibrational dynamics and densities-of-states on
the electronic relaxation rates were studied via both methyl
(“floppier”) and alkyl ring (“more rigid”) substitution: STY is
compared with both the floppierR-MeSTY and the much more
rigid IND; BZA is compared with the floppier ACP. We
compare the results of ourdirect measurements with existing
values for benzene and place them in the context of the accepted

understanding of aromatic photophysics in order to validate our
general experimental approach.

II. Photophysics of Benzenes

The understanding of nonadiabatic dynamics in aromatics is
quite well developed. There have been many experimental and
theoretical studies of S1 electronic relaxationsboth S1-S0 IC
and S1-T1 ISCsin gaseous aromatic molecules. For molecules
such as benzene, naphthalene, anthracene, tetracene, and their
derivatives,31 S1-T1 ISC is the predominant electronic relaxation
channel at small excitation energies where it is favored by
Franck-Condon (FC) factors. Benzene, for example, has a long
lifetime of 106 ns at its S1 origin.32 The effect of ring
heteroatoms can be seen in the azabenzenes pyridine, pyrazine,
and pyrimidine, which have much shorter lifetimes, 42 ps, 119
ps, and 1.8 ns respectively,33 at their S1 origin, due to the
presence of low-lying nπ* states. That azabenzenes have a
higher phosphorescence quantum yields and relatively lower
fluorescence quantum yields at their S1 origin is likewise
explained by the strong spin-orbit coupling between the nπ*
andππ* states, leading to enhanced ISC rates.34-36

Increased vibrational energy leads to both quantitative and
qualitative changes in electronic relaxation dynamics. In
benzene,37-40 a rapidly increasing electronic relaxation rate at
larger excitation energy, the so-called “channel-three” decay,
is attributed to S1-S0 IC.41,42 The threshold for channel-three
decay in benzene is approximately 3000 cm-1 above the S1(ππ*)
origin. With increasing size, the channel-three threshold falls
in the order benzene< naphthalene< anthracene< tetracene.
Sobolewski et al.43 performed quantum-chemical calculations
on potential energy surfaces (PES) for benzene isomerization
to prefulvene (diradical form); they concluded that the S1 PES
minimum is separated from that of prefulvene by a 3750 cm-1

barrier, in accordance with the threshold for channel-three decay
in benzene. The proposed IC pathway starts at the S1 minimum
geometry and then overcomesstunnels throughsthe transition
state to prefulvene, whereupon it enters the S0 surface via S1-
S0 IC. Strong repulsion between S1 and S0 surfaces along the
coupling coordinate contributes to the lack of a potential barrier
from prefulvene to S0 benzene.

There exist few direct measurements of the lifetimes of the
secondππ* states in benzene derivatives. The S2(ππ*) elec-
tronic relaxation of several aromatic moleculessbenzene,12

benzene dimer,44 benzene(ammonia)n clusters,45 phenol,15 azo-
benzene,46 naphthalene18 and phenanthrene18shas been recently
investigated. [N.B., in nonaromatic systems, studies have been
carried out on S2 electronic relaxation dynamics in polyenes47

such as butadiene,48 Z(E)-hexatriene,5,49 EZ(ZE)-octatriene,50

octatetraene,51,52decatetraene,14,17,30,53,54and longer polyenes.55-57]
These aromats typically show a subpicosecond lifetime for the
S2(ππ*) state with a much longer lifetime for the S1(ππ*) state.
In general, the S2 states might be expected to exhibit greater
sensitivity to the electronic structure of the substituent than do
the S1 states, which decay predominantly as does benzene.
Previously reported experimental values of the first and second
ππ* state electronic energies58-62 and the ionization potentials
(IP)63-67 for the molecules studied here are given in Table 3.

A simplified picture of the four lowestππ* transitions in
benzene, based on one-electron molecular orbitals, is obtained
from the Platt perimeter model.68 The inclusion of configuration
interaction in quantum-chemical calculations of benzene in these
four states, degenerate in zeroth order, yields states with energy
order Lb(S1, B2u) < La(S2, B1u) < Ba, Bb(E1u).61 Transitions to
states Ba and Bb are electric dipole-allowed, but those to states

Figure 2. Molecular structures of the monosubstituted benzenes used
in this work. Three different electronic substituents were used, CdO,
CdC, and CtC, leading to different state interactions. The effects of
vibrational dynamics were investigated via the use of methyl group
(floppier), as inR-MeSTY and ACP, or a ring structure (more rigid),
as in IND, side group additions. As shown in Table 2, BZA and ACP
have favorable type I ionization correlations, whereas STY, IND,
R-MeSTY (same as STY), andφACT have unfavorable type II
ionization correlations.
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La and Lb are forbidden for one-photon transitions from the
electronic ground electronic state S0. La and Lb are vibronically
allowed via eg stretching and eg bending modes, respectively.
For the molecules studied here (Cs or C2V symmetry), both La
and Lb become symmetry-allowed for one-photon transitions
from the ground state, but the energetic ordering of La and Lb

depends on the nature of the substituents on the phenyl ring.
Discrete vibrational bands were observed in the firstππ*
transitions for these molecules. For instance, according to a
rotational analysis of the S0-S1 fluorescence excitation spectra
of STY andφACT,61 the S1(ππ*) origin band inφACT has a
b-type structure, like that of most monosubstituted benzenes,
whereas the corresponding band in STY has an a-type structure.
Thus, the S1(ππ*) state of φACT has Lb character, but the
S1(ππ*) state of STY has La character. This reversal of the
electronic character in S1 STY was attributed to the presence
of off-axis conjugation with the CdC group.61 The S0 r S1

transition moment polarization inφACT is along the axis
perpendicular to theφ-CtCH bond (Lb). It changes to almost
parallel (La) to the φ-CdC axis in STY, due to conjugation
with the HCdCH2 group. In STY, the S1 and S2 states have
such similar transition moment polarizations that the differentia-
tion into La and Lb essentially vanishes. In vapor-phase
absorption spectra of IND,62 the origin of the S1(ππ*) transition
is in accord with that determined in a supersonic jet by
resonance-enhanced multiphoton ionization.65

A recent study combined TRPES with coincident detection
of ions and electrons to observe IC of the S2(ππ*) state in
benzene,12 benzene dimers,44 and benzene(ammonia)n clusters.45

It appeared that direct S2(ππ*)-S0 IC dominates over S2(ππ*)-
S1(ππ*) IC. The reported lifetimes of benzene were 50 fs and
6.7 ps for S2(ππ*) and S1(ππ*) states with vibrational energy
1210 and 11690 cm-1, respectively. The S2-S1 and S1-S0

conical intersections of benzene69 were calculated with an MC-

TABLE 1: Calculated Excited State Energies and State Symmetries of Some Monosubstituted Benzenesa

1 2 3 4 5 6 7 8 9 10

BZA T1 (1A′′) T2 (1A′) S1 (1A′′) T3 (2A′) T4 (3A′) S2 (2A′) T5 (4A′) S3 (3A′) S4 (2A′′) S5 (4A′)
3.14 3.30 3.69 4.00 4.46 4.78 5.15 5.31 5.68 6.41

ACP T1 (1A′′) T2 (1A′) S1 (1A′′) T3 (2A′) T4 (3A′) S2 (2A′) T5 (4A′) S3 (3A′) S4 (2A′′) S5 (4A′)
3.21 3.36 3.7 4.07 4.46 4.83 5.13 5.32 5.62 6.38

STY T1 (1A′) T2 (2A′) T3 (3A′) T4 (4A′) T5 (5A′) S1 (2A′) S2 (3A′) S3 (4A′) S4 (5A′) S5 (6A′)
2.88 4.19 4.35 4.73 4.84 4.93 5.14 6.03 6.54 6.73

IND T1 (1A′) T2 (2A′) T3 (3A′) T4 (4A′) S1 (2A′) T5 (5A′) S2 (3A′) S3 (4A′) S4 (5A′) S5 (6A′)
2.97 4.15 4.30 4.66 4.86 4.87 5.02 5.87 6.43 6.55

φACT T1 (1A′) T2 (2A′) T3 (3A′) T4 (4A′) T5 (5A′) S1 (2A′) S2 (3A′) S3 (1A′′) S4 (4A′) S5 (2A′′)
3.24 4.41 4.43 4.83 4.97 5.07 5.28 5.36 6.29 6.35

a TD/B3LYP/6-31G* Vertical excitation energies (in eV) at the B3LYP/6-31G*-optimized S0 geometry. The electronic relaxation dynamics of
states marked in bold were studied in this work.

TABLE 2: Calculated Cation State Energies and Symmetries of Some Monosubstituted Benzenesa

0 (IP) 1 2 3 4 5 Koopmans’ correlations

BZA D0 (1A′′) D1 (1A′) D2 (2A′′) D3 (2A′) D4 (3A′) D5 (4A′) S2 , S3 f D0, D2 + e- } type I
9.22 eV +0.03 eV +0.11 eV +2.53 eV +2.56 eV +2.72 eV S1 f D1, D3 + e-

ACP D0 (1A′) D1 (1A′′) D2 (2A′′) D3 (2A′) D4 (3A′) D5 (3A′′) S2 f D1, D2 + e- } type I
8.85 eV +0.07 eV +0.23 eV +2.63 eV +2.76 eV +2.77 eV S1 f D0, D3 + e-

STY D0 (1A′′) D1 (2A′′) D2 (3A′′) D3 (1A′) D4 (2A′) D5 (4A′′) S2 f D0, D1 + e- } type II
7.88 eV +1.19 eV +2.48 eV +3.39 eV +3.74 eV +3.95 eV S1 f D0, D1 + e-

IND D0 (1A′′) D1 (2A′′) D2 (3A′′) D3 (1A′) D4 (4A′′) D5 (2A′) S2 f D0, D1 + e- } type II
7.59 eV +1.20 eV +2.53 eV +3.42 eV +3.87 eV +3.93 eV S1 f D0, D1 + e-

φACT D0 (1A′′) D1 (2A′′) D2 (1A′) D3 (3A′′) D4 (2A′) D5 (3A′) S2 f D0, D1 + e- } type II
8.21 eV +0.63 eV +1.31 eV +2.42 eV +3.22 eV +3.46 eV S1 f D0, D1 + e-

a TD/B3LYP/6-31G* vertical excitation energies (eV) at the B3LYP/6-31G* optimized D0 geometry. The cation excited state energies (D1-5) are
given relative to theVertical IP. The Koopmans’ correlation indicates the channel expected for single photon, single active electron ionization. Only
the electronic channels D0-2 were open in these experiments.

TABLE 3: Experimentally Determined Electronic Relaxation Time Constants (τ) and Energetics for Benzene and Its
Monosubstituted Derivatives

2ndππ* 1st ππ*

IP (eV)a
2ndππ*
E (eV)a

1stππ*
E (eV)a τ (fs)b,c vib energy (cm-1) τ (ps)b,c vib energy (cm-1)

benzene 9.24 6.05 4.75 50 1210 6.7 11690
STY 8.46 4.88 4.31 52(5) 0 88(8) 4550
R-MeSTY 8.50 n/a n/a 18(3) 0 39(3) ∼4600
IND 8.14 4.76 4.31 43(5) 920 274(9) 4550
φACT 8.83 5.20 4.45 54(7) 0 63(5) 5800

9.4(7) 9860
BZA 9.57 5.13 4.36 67(6) 0 0.440(8) 0

0.340(7) 406
0.300(7) 955
0.125(8) 6140

ACP 9.38 5.17 4.39 n/a n/a 0.14(1) 0
a Energetics and time constants for benzene are taken from ref 12. Energetics for styrene are from refs 58, 61, 63;R-methylstyrene, ref 64;

indene, refs 62, 65; phenylacetylene, refs 58, 61, 63; benzaldehyde, refs 58, 59, 66; and acetophenone, refs 58, 60 and 67.b The uncertainty ((1σ)
is in units of the last significant figure.c Items in bold are from this work.
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SCF method using a 4-31G basis set; the S1-S0 crossing surface
extends into the vicinity of the S2-S1 conical intersection, which
is near the S2(ππ*) minimum. In S2(ππ*) electronic relaxation,
the subsequent S1-S0 decay occurs via passage through an
efficient S2-S1 conical intersection. In the benzene dimer,12 the
S2(ππ*) lifetime of 40-50 fs is similar to that of the monomer,
but the S1(ππ*) decay is prolonged to 100-300 ps. Likewise,
for benzene(ammonia)n clusters,45 the S2(ππ*) lifetime of 100
fs is slightly longer than that of benzene monomer, and the
S1(ππ*) relaxation is also prolonged up to 100 ps as in the
benzene dimer. Of interest to the present study, hindered out-
of-plane motion in these clusters could potentially restrict
vibrational motions, leading to the S1-S0 conical intersection
funnels, thus increasing the S1 lifetime.

III. Experimental Section

The experimental arrangement is described in detail else-
where.70 Briefly, in this work we employed a broadly tunable
femtosecond laser system combined with a supersonic molecular
beam magnetic bottle photoelectron TOF spectrometer in order
to measure electronic relaxation dynamics in monosubstituted
benzene derivatives.

The femtosecond laser system consists of a Ti:sapphire
oscillator (Spectra Physics, Tsunami, 830 nm, 70fs) pumped
by a diode-pumped Nd:YLF laser (SP, Millennia). The oscillator
seeded a Ti:Sa regenerative amplifier (Positive Light, Spitfire)
pumped by a 1 kHz Nd:YLF laser (Positive Light, Merlin). This
output was further amplified in a two-pass linear Ti:Sa amplifier
(Positive Light) pumped by a second Nd:YLF laser (Positive
Light, Merlin) to yield 2.5 mJ, 830 nm compressed, 70 fs pulses
at a 1 kHz rate. Broadly tunable radiation was obtained from
two optical parametric amplifiers (Quantronix/Light Conversion,
TOPAS). The femtosecond signal and idler outputs of these were
externally sum-mixed with a separate 830 nm femtosecond pulse
to generate visible light. After frequency doubling or sum-
mixing with a separate 415 nm femtosecond pulse, both pump
and probe UV beams were generated. A 208 nm probe pulse
was generated directly by frequency quadrupling of a funda-
mental 830 nm pulse. In all cases both pump and probe UV
beams were recompressed in a double-prism configuration
before being collinearly combined with a dichroic beam splitter.
Importantly, the UV intensities used in these experiments were
kept below 1× 1011 W/cm2 in order to avoid multiphoton
ionization and strong field (ponderomotive) effects on the
photoelectron spectra.71 This was achieved by using a long focal
length (f ) 80 cm) Al mirror to mildly focus the pump and
probe pulses into the interaction region of the photoelectron
spectrometer.

The molecular beam photoelectron spectrometer consists of
a high-intensity molecular beam source chamber, a differentially
pumped interaction region (with a 1 T electromagnet for 2π
electron collection), and a differentially pumped solenoidal (1
mT field) electron time-of-flight tube with a microchannel plate
detector. The source chamber (base pressure 2× 10-7 Torr)
was pumped by four Edwards EO250 Diffstak diffusion pumps
(net speed) 10 000 L/s), and a continuous molecular beam
was generated with a nozzle (diameter 0.5 mm) and a 0.3 mm
diameter skimmer. A 1 mm skimmer located in the turbo-
pumped (Seiko-Seiki STP400C) UHV interaction chamber (base
pressure 2× 10-9 Torr) helped to collimate the molecular beam
through the magnet pole pieces. Photoelectrons emitted into the
upper hemisphere were parallelized by the highly divergent 1
T magnetic field at the interaction point and then guided to the
detector by the 10 G solenoidal guiding magnetic field along

the turbo-pumped (Seiko-Seiki) UHV electron drift tube (base
pressure 2× 10-10 Torr). To minimize deleterious surface
potential effects, in vacuo bake-out lamps in the UHV regions
kept interior surfaces of the spectrometer hot (80-100 °C) at
all times to maintain constant energy calibration over extended
periods. Benzaldehyde, acetophenone, styrene,R-methylstyrene,
indene, and phenylacetylene (all Aldrich) were used without
further purification. During experiments, glass reservoirs of
styrene,R-methyl styrene, and phenylacetylene were kept at 22
°C, benzaldehyde at 52°C, acetophenone at 65°C, and indene
at 65°C in order to obtain optimal seed ratios for the molecular
beam expansion. The organic vapor was seeded in He at a
stagnation pressure of typically 300-500 Torr.

Single photoelectrons were timed and counted using a 300
MHz discriminator with a 500 ps/bin resolution multichannel
scaler (FastCOMTEC 7886). The TOF measurement permitted
each laser shot to be rapidly transferred to a computer for active
laser energy filtering, one-color background subtraction, and
data normalization. Data were discarded if the corresponding
energy of either the pump or probe laser pulse fluctuated by
greater than 30% from the mean. The pump-probe photoelec-
tron spectra, recorded as a function of time delay, were obtained
by subtraction of one-color (i.e. pump alone and/or probe alone)
background spectra ateach time step and normalized with
respect to fluctuations in laser pulse energy and molecular beam
intensity. Photoelectron energies were calibrated via the well-
known two-photon nonresonant photoelectron spectrum of NO.
trans-1,3-Butadiene (C4H6) has a S2 state lifetime of ap-
proximately 15 fs, estimated from a width of 980 cm-1 fwhm
for the origin band.48 As this is much shorter than the∼100-
150 fs UV laser pulses used in the present work; it was used to
determine the pump-probe cross-correlation (instrument re-
sponse) function and the absolute pump-probe time zero (∆t
) 0). The nonresonant ionization of NO gave similar cross-
correlation functions (CC). In these experiments, the CC had
fwhm in the 130-210 fs range, depending on the nonlinear
mixing scheme used. The CC were measured foreachexperi-
ment and are plotted along with the time-resolved data for each
molecule. In the data analysis, the electronic lifetime of
butadieneτb ) 15 fs was taken into account in the temporal
response of the CC. The origin bands of the secondππ*
electronic transitions were excited for all molecules, except for
R-methylstyrene (near origin) and indene (920 cm-1 above the
origin). Several different vibrational levels of the firstππ* state
were directly excited for the cases of benzaldehyde and
acetophenone. To investigate the possibility that the extracted
time constants were sensitive to the photoionization dynamics
(i.e., direct vs possible autoionization of superexcited states),
we varied the probe laser photon energy significantly. No
sensitivity of the fits to the probe laser wavelength was observed
in these cases.

IV. Results and Analysis

In Figure 1, Sn is the electronic term value of thenth singlet
state and Dj is the electronic energy of thejth doublet state of
the cation. Jet-cooled ground state (S0) molecules were optically
excited to electronic state Sn with a femtosecond pump pulse
hνpump, thus forming a wave packet. After a time delay∆t, the
wave packet in the nonadiabatically coupled Sn/Sn-1 manifolds
was projected onto the ionization continuum with a single
photon from a femtosecond probe pulsehνprobe. The emitted
electronsεn andεn-1 were then energy analyzed using the time-
of-flight (TOF) technique. Only cation states Dj with j e 2 were
energetically accessible in these experiments. The electronic
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relaxation process transforms the electronic energy difference
∆E(Sn-Sn-1) into vibrational energy within Sn-1, which itself
subsequently decays via a secondary electronic relaxation
process. Photoelectron spectroscopy completely (or partially,
depending on the molecule) separates the two bands:εn

corresponding to the higherEkin region andεn-1 to the lower
Ekin region of the spectrum. We integrated over each photo-
electron bandεn andεn-1 in order to extract the time dependence
of the electronic populations of Sn and Sn-1, as we concern
ourselves solely with the electronic population dynamics at
present.

To discern the substituent effects on the electronic level
structure, we have carried out quantum chemical calculations
at the TD/B3LYP/6-31G* level on the neutral excited states of
BZA, ACP, STY, IND, andφACT. We calculated the vertical
excitation energies at the optimized B3LYP/6-31G* S0 ground-
state geometry for the first seven neutral electronic states
(singlets and triplets) and for the next three lowest singlet states.
These are given, along with their state symmetries, in Table 1.
It can be seen that S2 f S1 electronic relaxation in BZA and
ACP will be promoted by antisymmetric modes, whereas in
STY, IND, andφACT, it will be promoted by symmetric modes.
Additionally, due to the proximity of low lying triplet states of
A′ symmetry in BZA and ACP, it is expected that the S1 (A′′)
singlet states of these molecules will undergo rapid intersystem
crossing. By contrast, the lower lying triplet states in STY, IND,
and φACT have the same symmetry (A′) as the S1(A′) state.
Therefore, the S1 states of these molecules are expected to
undergo slow (due to the large gap) internal conversion to the
S0 ground state, rather than ISC.

To discern the Koopmans’ ionization correlations used in the
TRPES assignments, we have also calculated the vertical
ionization potentials at the optimized B3LYP/6-31G* S0 ground-
state geometry and cation vertical excited-state energies at the
optimized B3LYP/6-31G* D0 ground-state geometry for the first
five doublet cation electronic states of BZA, ACP, STY, IND,
andφACT. These are given, along with their state symmetries,
in Table 2. We now consider Koopmans’-type electronic
correlations in the photoionization dynamics, using BZA as an
example. The S2 state of BZA is aππ* state. Therefore, removal
of the excited electron leaves aπ-hole ion core (aπ-1

configuration). By contrast, the S1 state of BZA is a nπ* state
and removal of the excited electron leaves an n-hole ion core
(an n-1 configuration). The D0 cation state is a A′′ π-1

configuration and the D1 cation state is an A′ n-1 configuration.
Therefore, the expected Koopmans’ ionization correlations are
S2 f D0 and S1 f D1, as indicated in the right-hand column of
Table 2. The Koopmans’ correlations for the other molecules
were obtained via similar arguments. It can be seen that the S2

and S1 states in BZA and ACP have type I (complementary)
correlations,17 favoring the energetic separation of the two
ionization channels and allowing for direct observation of the
electronic population dynamics in each state, as was seen for
the case of S2 f S1 internal conversion inall-trans-deca-
tetraene.13,14,17

The S2 and S1 states in STY, IND, andφACT, by contrast,
exhibit type II (corresponding) ionization correlations.18 The two
states have a propensity to ionize into the same continua, making
the direct observation of the electronic relaxation in each state
more challenging. We note, however, that in these rather rigid
aromatic molecules, the molecular and cationic orbitals under
consideration are essentially all localized on the benzene ring.
The geometries of the cations resemble those of corresponding
neutral species, and the ionizing transitions thus tend to have

limited vibrational progressions. In such cases, the two photo-
electron bands will approximately reflect the vibrational energy
content of the state being ionized. Due to the significant increase
in vibrational energy upon internal conversion, this effect is often
sufficient to allow separate monitoring of the electronic
relaxation dynamics in the two states, as was seen for the case
of S2 f S1 internal conversion in phenanthrene.18

A typical example of a time-resolved photoelectron spectrum,
STY at λpump ) 254.3 nm andλprobe ) 218.5 nm, is shown in
Figure 3. All time-resolved photoelectron spectra for all
molecules studied here have similar signal-to-noise ratios. Using
the reported electronic energies of first and secondππ* states
and ionization potential of STY (see Table 3), we were able to
assign the photoelectron band in the higherEkin ) 0.6-1.0 eV
energy range to S2(ππ*) ionization and that in the lowerEkin e
0.6 eV energy range to S1(ππ*) ionization. It can be seen that
the S1(ππ*) component grows in rapidly, corresponding to the
ultrafast internal conversion of the S2(ππ*) component. The
S1(ππ*) component subsequently decays on a much longer
picosecond time scale (not shown). It can be seen that despite
STY being an unfavorable type II photoionization case, the two
bands are well enough resolved to allow for unambiguous
separation of the two channels and determination of the
sequential electronic relaxation time scales.

In Figures 4-10, we show the time-dependence of the
photoelectron bandsεn and εn-1, obtained in the manner
described above, for each of the molecules studied. In all figures
we show the cross-correlation function (open circle data points)
for that particular measurement. To study the effects of the initial
vibrational energy, three different vibrational states of benz-
aldehyde (BZA) in its first (S2) ππ* state were excited: 00,
241, 201, shown in Figure 4a-d. It can be seen (discussed in
detail below) that the electronic relaxation rate increases with
increasing vibrational excitation. To demonstrate that these
results are not dependent on the ionization dynamics, we show
in Figure 4c a repeat of the S2 00 excitation but for a different
probe wavelength (i.e., 219 nm rather than 208 nm). We note
that 219 nm is resonant with a higher lying Sn excited state in
BZA but that 208 nm is not. Therefore at 219 nm, a photo-
electron spectrum from aprobe-pump process (dotted line) is
observed (i.e., the probe beam preceded the pump beam, hence

Figure 3. A typical time-resolved photoelectron spectrum, shown here
for STY with λpump ) 254.3 nm andλprobe) 218.5 nm. The energetics
and IP allow for assignment of the photoelectron bands to ionization
of S2(ππ*) and S1(ππ*), as indicated. Due to the rigidity of the benzene
ring, the change in vibrational energy upon internal conversion is
immediately apparent as a downshift in electron kinetic energy, despite
the fact that STY has unfavorable type II ionization correlations. The
S2 state can be seen to decay on ultrafast time scales. The S1 state
decays on a much longer (ps) time scale. For a discussion, see the
text.
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signal toward negative time delays), requiring a deconvolution
technique to extract the shortest time constants. From compari-
son of parts a and c of Figure 4, we see that the fits to the
pump-probe process (positive delay times) yield the same decay
constant (440 fs) within experimental error ((8 fs). This

demonstrates our ability to extract accurate time constants from
multicomponent fits. Perhaps even more importantly, the fact
that identical time constants are obtained for the 208 nm (Figure
4a) and 219 nm (Figure 4c) probe means that the ionization
dynamics are very likely direct and not significantly contami-
nated by the autoionization of superexcited states.

To illustrate the effect of the substituent, the time-dependent
photoelectron yield of acetophenone (ACP) excited to its

Figure 4. Time-dependent S2(ππ*) photoelectron band integral yields
for BZA. The pump and probe laser wavelengths are indicated. Open
circles indicate the cross-correlation functions measured at the same
wavelengths: their fwhm range from 180 to 210 fs. The best fit (solid
line) yields the time constants for the S2(ππ*) states. (a) Excitation to
the S2(00) vibrationless origin. (b) Excitation to the S2(241) vibrational
state, showing faster decay with increasing vibrational energy. (c)
Excitation to the S2(00) vibrationless origin but with a longer (219 nm)
probe laser wavelength. In this case bothpump-probe(dashed, toward
positive time) andprobe-pump(dotted, toward negative time) signals
are seen. The overall fits yields identical ((8 fs) time constants to the
shorter (208 nm) probe wavelength seen in part a. This confirms the
accuracy of our fitting procedure and demonstrates that the results are
unaffected by ionization dynamics. (d) Excitation to the S2(201)
vibrational state, showing faster decay with increasing vibrational
energy.

Figure 5. Time-dependent S2(ππ*) photoelectron band integral yields
for excitation of ACP to the S2(00) vibrationless origin, showing the
CdO group enhancement of the electronic relaxation rate as compared
with BZA in Figure 4. The pump and probe laser wavelengths are
indicated. Open circles indicate the cross-correlation functions measured
at the same wavelengths. The best fit (solid line) yields the time constant
for the S2(ππ*) state.

Figure 6. (a) Time-dependent S3(ππ*) 00 photoelectron band integral
yields for BZA with λpump ) 242 nm andλprobe) 219 nm. The partial
integration (solid line) over a nonoverlapped 0.70-1.35 eV higher
energy range is assigned to S3 ionization. Open circles represent the
cross-correlation (CC) function at these wavelengths. (b) Time-
dependent BZA integral photoelectron yield over a 0-0.35 eV range,
under the same experimental conditions as in part a; the dotted line is
obtained by subtraction of the contribution from state S3(ππ*) (dashed
line) from the total integration. The dotted line, with fitted time constant
of 125 fs, is assigned to the S2(ππ*) state.
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S2(ππ*) origin is shown in Figure 5. We see that this leads to
the much faster electronic relaxation time constant of 140(
10 fs. The electronic relaxation of the secondππ* state (S3) of
BZA is shown in Figure 6a. The subsequent electronic relaxation
of the S2 state formed by internal conversion of S3 is shown in
Figure 6b. Similarly, time-resolved Sn electronic population
spectra for styrene (STY),R-methylstyrene (R-MeSTY), indene
(IND), and phenylacetylene (φACT), each excited near their
S2(ππ*) origins, are shown in Figures 7, 8, 9, and 10,
respectively.

We note that the fitted time constant forR-MeSTY is 18(
3 fs, significantly smaller than for the other molecules. Although
we assumed Gaussian cross-correlation functions in these fits,
it is difficult to ensure that there are no systematic (i.e., non-
Gaussian) errors in the fit at such short time scales. In view of
this fact, we therefore prefer to state that the electronic lifetime
of the S2 state ofR-MeSTY is <20 fs. The extracted time
constants for these six compounds at the various excitation
wavelengths shown in Figures 4-9 are summarized in Table
3. For comparison, the decay time constants of benzene obtained
by Radloff et al.12 are also given. The lifetimes of the second
ππ* state range in the present work from<20 to 67 fs. For the
CdC and CtC substituted benzenes, the firstππ* state exhibits
long lifetimes, ranging from 9.4 to 274 ps. This contrasts with
the first ππ* states of the CdO-substituted benzenes, which
exhibit ultrashort lifetimes: 440 fs for BZA and 140 fs for ACP.
The measured S2(ππ*) lifetimes of BZA indicate a monotonic

decrease with increasing S2 vibrational energy, and no evidence
for mode-specific vibrational enhancement was observed.

V. Discussion

To compare our results using time-resolved photoelectron
spectroscopy with previously published work, we plot in Figure
11 the electronic relaxation rates versus vibrational energy of
the firstππ* states of the derivatives studied here. The measured
decay rates of the non-carbonyl derivatives are quite similar to
those of benzene at the same vibrational energy,12,72,73with the
exception being IND, which relaxes more slowly due to its rigid
structure. By contrast, as seen in Figure 11, the carbonyl
derivatives display a much more rapid decay rate. The CdO
substituent withdraws electrons from the phenyl ring and
introduces low-lying nπ* states that have a great effect on the
electronic relaxation pathways. Overall, these results demon-
strate that the TRPES method is quite well suited to the study
of electronic relaxation processes, producing facile, direct, and
accurate measurements of decay rates that are in agreement with
the currently accepted understanding of aromatic physics. The
results are discussed in more detail below.

The electronic relaxation rates of S1(ππ*) benzene, shown
in Figure 11, include at low vibrational energies both S1fS0

fluorescence and the more dominant S1-T1 ISC.74-76 The S1-S0

IC process becomes important starting at 2300 cm-1 vibrational
energy,41,42,73and the rate increases sharply until∼4000 cm-1,
after which it increases more slowly up to∼12 000 cm-1. This
dramatic variation of decay rate with vibrational energy is
attributed to the transition in the coupling mechanism from
tunneling to surface hopping.77,78 Below the surface crossing

Figure 7. (a) Time-dependent S2(ππ*) 00 photoelectron band integral
yields for STY withλpump ) 254.3 nm andλprobe) 218.5 nm, obtained
via partial integration over the nonoverlapped 1.55-2.20 eV higher
energy range. The corresponding time-resolved photoelectron spectrum
is shown in Figure 3. [Inset: Integration over the total photoelectron
yield (closed circles) at short time delays. The solid line is the best fit.
The dotted line is the best fit to the S1(ππ*) component. The dotted
line represents theprobe-pumpprocess, as discussed in Figure 4. The
dashed line is the best fit to the S2(ππ*) channel, yielding the decay
time constant of 52 fs]. Open circles represent the CC at these same
wavelengths. (b) Time-dependent S1(ππ*) photoelectron band integral
yields for STY under the same experimental conditions as in part a,
obtained from a fit to the long delay part of the data (not shown in
Figure 3).

Figure 8. (a) Time-dependent S2(ππ*) photoelectron band integral
yields forR-MeSTY withλpump) 254 nm andλprobe) 279 nm, obtained
via partial integration over the nonoverlapped 0.6-1.0 eV higher energy
range. Symbols are as defined in Figure 7. Due to the Gaussian
deconvolution procedure, we prefer not to accurately assign fitted time
constants under 20 fs. (b) Time-dependent S1(ππ*) photoelectron band
integral yields forR-MeSTY under the same experimental conditions
as in part a, obtained from a fit to the long delay part of the data.
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point at∼4000 cm-1, the system can tunnel through a barrier
from the upper state to the lower electronic states. Above the
crossing point, the system “hops” from one surface to another
without abrupt changes in nuclear position or momentum. This
change of coupling mechanism produces a marked change in
the excess vibrational energy dependence of the electronic
relaxation rate, with a smaller slope in the hopping region.

(A) Electronic Effects of the Substituent.Leopold et al.58

measured jet-cooled absorption spectra to the secondππ* state
for STY, φACT, BZA, and ACP. Additionally, several S2(ππ*)
vibronic bands of jet-cooled BZA59 and ACP60 were recorded
by laser ionization and laser-induced fluorescence, respectively.
The most prominent vibronic bands, arising mainly from
motions in the substituent and substituent-sensitive ring modes,
contrast with those in the firstππ* transition, which primarily
involves motions localized in the phenyl ring. According to
vapor-phase absorption spectra of IND,62 a diffuse system begins
near 260.4 nm, and the position of the first observed broad band
is assigned to the transition to the origin of the secondππ*
state. The diffuse vibronic bands in these systems suggest that
the lifetimes of the secondππ* state are rather short. This is
consistent with our experimental data: the measured decay rates
of the secondππ* states are similar to that of benzene, except
for R-MeSTY, which displays an even shorter lifetime. These
findings suggest that a conical intersection between the first
and the secondππ* states is expected near the secondππ* state
minimum, as in benzene. The results of MC-SCF/4-31G
calculations on benzene69 show that the S2-S1 conical intersec-
tion is located above the minimum of S2(ππ*) by 9.1 kcal/mol.
Likewise, theoretical results85 based on a hybrid molecular
mechanics-valence bond method indicate that the S2-S1 conical
intersections for STY and IND are near the S2(ππ*) minimum,
in agreement with our experimental data.

Benzene undergoes rapid S2(ππ*) decay at a rate of 1/50 fs-1

with a large energy gap∆E(S2-S1) ) 1.3 eV, compared with
that 0.57 eV in STY. Despite this large energy gap difference,
both molecules have similar decay rates. (Recall that the S2(ππ*)
lifetime of azulene79,80 is ∼2 ns with a large energy gap of
∆E(S2-S1) ) 1.8 eV). Clearly, the simple energy gap law fails
to explain the electronic relaxation rates obtained in this work.
For BZA, the S3(ππ*) 00 decay rate is 1/67 fs-1, close to that
of benzene at 1/50 fs-1: this contrasts with the vastly different
decay rates in their firstππ* states.

BZA and ACP each have an additional nπ* singlet state that
is assigned to the first transition from a nonbonding orbital of
oxygen toπ* of CdO chromophore. We investigated the energy
dependence of electronic relaxation rates for three low-lying
vibrational states plus one lying 6140 cm-1 above the S2(ππ*)
origin in BZA. This highly excited vibrational state is expected
to have poor Franck-Condon overlap for direct S0fS2(ππ*)
electronic transitions, but can be prepared via S0fS3(ππ*)
electronic transition, followed by rapid S3-S2 IC. In Figure 11
and Table 3, we can see that the S2(ππ*) decay rates of BZA
and ACP increase monotonically with vibrational energy,
showing no vibrational mode specificity. Comparing the S1(ππ*)
decay of benzene with that of four non-carbonyl compounds at
similar electronic energies, we found that the firstππ* state of
BZA has a decay rate 2.4× 105 times greater than that of
benzene at the origin and 400 times greater than that of benzene
at 6000 cm-1 vibrational energy. BZA and ACP also show a
S1(ππ*) decay rate 3.3× 104 times greater than that of STY;
the lifetime of which was estimated to be∼14.6 ns in
3-methylpentane solvent.81

Figure 9. (a) Time-dependent S2(ππ*) photoelectron band integral
yields for IND with λpump ) 254 nm andλprobe) 219 nm, obtained via
partial integration over the nonoverlapped 1.95-2.55 eV higher energy
range. (b) Time-dependent S1(ππ*) photoelectron band integral yields
for IND under the same experimental conditions as in part a, obtained
from a fit to the long delay part of the data. Symbols are the same as
in Figure 7.

Figure 10. (a) Time-dependent S2(ππ*) 00 photoelectron band integral
yields forφACT with λpump ) 238 nm andλprobe ) 219 nm, obtained
via partial integration over the nonoverlapped 1.35-2.10 eV higher
energy range. (b) Time-dependent S1(ππ*) 00 photoelectron band
integral yields. The solid circles denote the photoelectron yield from 0
to 2.10 eV for thepump-probeprocess withλpump) 238 nm andλprobe

) 219 nm. The open circles denote the photoelectron yield in the
probe-pumpprocess, i.e., withλpump ) 219 nm andλprobe ) 238 nm,
toward negative time delays but plotted here toward positive time.
Symbols are the same as those defined in Figure 7.
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It is instructive to compare the heteroatom effects in BZA
and ACP with other heteroatom systems. The lifetime of high-
lying vibrational levels of S1(nπ*) states of the azabenzenes
pyridine, pyrazine, and pyrimidine near their S2(ππ*) origin
were estimated to be 1.3, 17, and 35 ps, respectively. In direct
S2(ππ*) excitation, it was assumed that the S2(ππ*)-S1(nπ*)
IC rate is much more rapid than the S1(nπ*) decay rate.33

Theoretical calculations on pyrazine43 indicate that the S1(nπ*)
PES intersects the S2(ππ*) surface near the S2 minimum and,
via theν10a(B1g) vibrational mode, form a conical intersection.82

Theoretical results43 also indicate that the pyrazine S2(ππ*)
surface exhibits a behavior similar to that of the benzene S1(ππ*)
surface, the latter correlating with the ground state of the
prefulvenic form and, therefore, there exists no isomerization
barrier in the reaction path. Hence, there are two pathways for
rapid electronic relaxation in the pyrazine S2(ππ*) state.
Experimentally, the S2(ππ*) absorption bands of pyrazine are
completely diffuse,33 in contrast with those of S1(ππ*) of
benzene. This is also in agreement with theoretical results.43

Consequently, for BZA and ACP, each with a low-lying S1(nπ*)
state, their rapid electronic relaxation rates are much greater
than that of benzene because (i) the isomerization pathway to
the prefulvenic form has no barrier, as in the case of pyrazine,
or (ii) because electronic relaxation to S1(nπ*) followed by rapid
ISC to triplet states becomes important. Since T1(nπ*) f S0

phosphorescence of BZA was observed upon S2(ππ*) excita-
tion,83 it was suggested that a S2(ππ*)-T1(nπ*) relaxation
channel may exist prior to phosphorescence.

From photodissociation studies of BZA near the S2(ππ*)
origin,84 the decay rate of triplet BZA was found to be 1.2×

106 s-1 via a pump-probe ionization technique; a mechanism
was proposed involving rapid electronic relaxation followed by
the dissociation of triplet states into C6H6(T1) and CO(X)
products. Furthermore, the photon emission lifetime of ACP is
540 ns upon excitation to the S2(ππ*) origin and 130 ns when
excited at S2(ππ*)120

1. These lifetimes greatly exceed the
directly measured values, indicating that the emitting states likely
contain significant triplet character.60 Unfortunately, in our
TRPES experiments on BZA and ACP S2(ππ*) excitation, the
formation of the S1(nπ*) and the low-lying triplet states was
not directly detected because there was insufficient photon
energy for 1+1 ionization detection and insufficient probe laser
intensity for 1+2 ionization detection of these. The S2(ππ*)
relaxation pathways to either S0 directly or via S1(nπ*) followed
by ISC to triplet states cannot be differentiated in our experi-
mental data. Theoretical calculations on coupling among these
low-lying singlet and triplet electronic states would help to
elucidate this mechanism.

(B) Effects of Substituent Rigidity. IND is a prototype for
investigating the effects ofφ-CdC torsion on IC rates by
comparing it with STY.85 IND has a rigid five-membered ring
structure that inhibits deformation to the prefulvene-like geom-
etry, consistent with our observed S1(ππ*) decay rate of 274
ps for IND, as compared with 88 ps for STY (see Table 3).
Interestingly, a similar type of behavior appears to exist in the
benzene dimer and benzene(ammonia)n clusters.44,45The results
of MC-SCF/4-31G calculations on benzene69 show that the S1-
S0 conical intersection resides 14.2 kcal/mol above the S2(ππ*)
minimum and 5.1 kcal/mol above the adjacent S2-S1 conical
intersection; in STY the S1-S0 intersection is around 5.9 kcal/
mol above the S2-S1 conical intersection.86 Other theoretical
studies85 using hybrid molecular mechanics-valence bond
methods show two S1-S0 conical intersections in STY lying
8.4 and 10.2 kcal/mol above the S2(ππ*) minimum. By contrast,
in IND four conical intersections were found to lie at 20-23.4
kcal/mol above the S2(ππ*) minimum. The S1-S0 conical
intersections in IND lie at higher energies than those in benzene
and STY because out-of-plane motion is inhibited by the rigid
five-membered ring. All calculations on STY and IND were
performed at energies near the S2 region, but the qualitative
results are analogous to those for benzene. The similarity of
these benzene derivatives leads us to expect that near the S1

minimum of STY and IND there exists at least one S1-S0

conical intersection similar to that in benzene. The barrier to
the prefulvene-like diradical form for IND might be greater than
that for benzene because the more rigid structure inhibits out-
of-plane motion.

We investigated the effect of floppy modes and internal
rotation on electronic relaxation rates through a comparison of
(i) ACP with BZA and (ii)R-MeSTY with STY. A methyl group
should have only a small effect on the electronic energy. Thus,
the vibrational energy of the coupled S1(ππ*) state can be
assumed to be roughly the same for methlyated and non-
methylated derivatives at the same excitation wavelength. The
electronic energy of the secondππ* state of ACP is only 212-
362 cm-1 above that of BZA. The measured lifetime of the
S2(ππ*) 00 state of ACP is 140 fs, consistent with ae260 fs
estimate based on a linewidth in a laser-induced fluorescence
spectrum.60 Interestingly, the decay rate in ACP is3 timesas
rapid as that in BZA. The small increase in internal energy of
212-362 cm-1 should not account for this significant increase
in decay rate. Likewise, the methyl effect inR-MeSTY
compared with STY shows a similar3-fold enhancement for

Figure 11. Excess vibrational energy dependence of the electronic
relaxation rate of the firstππ* state of benzene and its derivatives.
SymbolsO, 9, 2, 1, b, 0, and4 denote benzene, STY,R-MeSTY,
IND, φACT, BZA, and ACP, respectively. The log(1/τ) decay rates of
benzene (O) are adopted from refs 12, 32, and 73. The lines are linear
fits to these data over the energy ranges 0-2300, 2300-4000, and
4000-12 000 cm-1 in order to emphasize the marked change in decay
rate vs vibrational energy (channel 3 decay). In this plotR-MeSTY is
assumed to have the same vibrational energy as that in STY. These
data suggest that the firstππ* states of STY,R-MeSTY, IND, and
φACT electronically relax essentially via benzene ring dynamics. By
contrast, the firstππ* states of BZA and ACP electronically relaxorders
of magnitudefaster, indicating a completely different and extremely
efficient mechanism. This is due to the presence of low-lying nπ* states
in BZA and ACP, absent in the other systems, which led to ultrafast
intersystem crossing and the formation of triplet states.
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S2(ππ*) 00 electronic relaxation (and∼2-fold enhancement for
S1(ππ*) relaxation).

We have recently completed a detailed comparison of
electronic relaxation rates in the following simpler linearR,â-
enones: acrolein (i.e., propenal), methyl vinyl ketone (i.e.,
R-methylpropenal), and crotonaldehyde (i.e.,γ-methylpro-
penal).87,88 Very dramatic effects on the electronic relaxation
rates due to the location of the methyl group were observed:
upon S2(ππ*) excitation, crotonaldehyde relaxed∼5 timesmore
rapidly than either methyl vinyl ketone or acrolein. This methyl
group enhancement observed in theR,â-enones appears quali-
tatively similar to our experimental findings here. One might
expect in the Golden Rule sense that the methyl substituent
increases the density of vibrational states and therefore a faster
decay rate is obtained. However, as seen in Table 3, even when
BZA has∼1000 cm-1 of excess vibrational energy, its electronic
relaxation rate is still less than half of that of ACP at its
vibrationaless origin. Furthermore, the identical number of
degrees of freedom in methyl vinyl ketone and crotonaldehyde
suggest that vibrational density of states is not the dominant
effect. The methyl effect on the torsional conical intersections
could be due to a change in diabatic vs adiabatic torsional
dynamics at the conical intersection87 (an inertial effect) and/
or to a very subtle reordering of the conical intersections upon
methylation89 (an electronic effect). We speculate that this
methyl group effect on CdC conical intersections seen in the
R,â-enones is of a more general paradigm. If so, it is worthy of
further investigation, as these simple substitutions could be used
to provide an important new type of control over the electronic
branching ratios that determine the efficiency of active MSE
systems.

(C) Electronic Population Dynamics.As a final point, we
consider the relative intensities of the photoelectron bandsεn

andεn-1. We observed electronic relaxation dynamics in the Sn

and Sn-1 states. The subsequent dynamics in lower lying states
(Sn-2 or Tk) were notdirectly detected, due to poor FC overlap
with the cationic states. Their effects, however, were seen in
the electronic relaxation dynamics of the Sn-1 states. We
consider the relative time-dependent electronic populationsPn(t)
and Pn-1(t) of the Sn and Sn-1 states, respectively, in a very
simple consecutive reaction model:

Pn(0) is the initial population of Sn created by femtosecond pump
laser photoexcitation.If the ionization cross section of Sn is
assumed to be approximately equal to that of Sn-1, their relative
yields will be a function only of the measured decay time
constants of the Sn and Sn-1 states. For example, the amplitude
of the S2(ππ*) component relative to that of S3(ππ*) can be
evaluated from the ratios of their time constants. In BZA, we
have observed that the measured amplitude of S2(ππ*) is only
25% of the value expected (based on the ratio of the time
constants) relative to S3(ππ*). By contrast, for the hydrocarbon
derivatives, the ratio of of the S1(ππ*) to S2(ππ*) amplitudes
agrees with our predicted ratio. ThePn-1(t) of STY, as shown
in the inset of Figure 7a, is 3 times greater thanPn(t), in contrast
to BZA, for which the amplitude of thePn-1(t) component in
Figure 6b is much less than that ofPn(t). These experimental

data indicate roughly that, for the hydrocarbon derivatives,
S2(ππ*) f S1(ππ*) is a dominant decay pathway, but in BZA,
by contrast, S3(ππ*)fS2(ππ*) is a minor channel. We note that
this conclusion is valid only if the ionization cross-sections are
roughly equal, and this is not obvious. However, supporting
this picture, Hirata and Lim had previously suggested that in
BZA, S1(nπ*)-S0 IC opens up and competes with S1(nπ*)-
T2(ππ*)/T1(nπ*) ISC following S3(ππ*) f S1(nπ*) conversion
(either directly or via S2(ππ*)) because the phosphorescence
quantum yield from the T1(nπ*) state decreases upon S3(ππ*)
excitation.83

VI. Conclusion

We have investigated the applicability of femtosecond time-
resolved photoelectron spectroscopy (TRPES) to the study of
substituent effects in molecular electronic relaxation dynamics.
We used a series of monosubstituted benzenes as model
compounds, studying three basic types of electronic substitu-
ents: CdC (styrene), CdO (benzaldehyde), and CtC (phenyl-
acetylene). The effects of the rigidity and vibrational density
of states of the substituent on the electronic relaxation dynamics
were investigated via both methyl (R-methylstyrene, acetophe-
none) and alkyl ring (indene) substitution. The internal rotation
degree of freedom of the methyl group was used to increase
the density of states. The side alkyl ring structure in indene
was used to add rigidity by enforcing planarity. From assignment
of the energy-resolved photoelectron spectra, a fast decaying
component was attributed to electronic relaxation of the second
ππ* state and a more slowly decaying component to the first
ππ* state populated by internal conversion from the higher lying
state. Very fast electronic relaxation constants (<100 fs) for
the secondππ* states were observed for the electronic substit-
uents CdC, CdO, and CtC, more or less independent of the
substituent and quite similar to that of benzene itself. Even a
rigid ring substitution (indene) has no significant effect. This
suggests a common decay mechanism involving the benzene
ring, explained by relaxation to the firstππ* via a conical
intersection near the secondππ* state planar minimum. The
much slower vibrational energy-dependent electronic relaxation
constants of the firstππ* states for styrene and phenylacetylene
are very similar to those of benzene in its firstππ* state, at the
same amount of vibrational energy. By contrast, the lifetime of
the first ππ* state of indene was greatly prolonged, and this
was attributed to its rigid structure. The secondππ* state of
benzaldehyde has a very short lifetime, similar to that of the
hydrocarbon compounds. However, the electronic relaxation of
its first ππ* state is orders of magnitude faster than that of any
of the hydrocarbons. This is well-known and due to the oxygen
heteroatom, which introduces a lower lying nπ* state, greatly
accelerating the electronic relaxation process.

A “floppy” methyl substitution (R-methylstyrene, acetophe-
none) might be expected to lead to even faster decay rates,
through simple vibrational density of states arguments. The
effect, however, is quite large (a factor of 3). Interestingly, we
have observed similar methyl group enhancements in the smaller
R,â-enones, where we have been able to rule out simple density
of states arguments. We speculated that there could be a more
interesting underlying photophysics and are currently pursuing
this conjecture as it could have important consequences for the
substitutional control of molecular electronic processes.

An important practical point is that variation of the ionization
laser frequency had no effect on the photoelectron band shapes
or lifetimes. This indicates that autoionization from superexcited

Sn 98
τn

Sn-198
τn-1

Sn-2 (or ΣTk)

Pn(t) ) Pn(0) exp(-t/τn)

Pn-1(t) ) Pn(0)τn-1/(τn - τn-1)[exp(-t/τn) - exp(-t/τn-1)]
(1)
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states played no important role in these measurements, thus
allowing for a simple zeroth-order picture of the measurement
based on Koopmans’-type ionization correlations. In general,
our new results fit very well with the current understanding of
aromatic photophysics, demonstrating that time-resolved pho-
toelectron spectroscopy does provide for facile, accurate and,
importantly, direct measurements of electronic relaxation dy-
namics in excited organic systems. We hope that, through
judicious choices of model systems, the TRPES technique will
help to develop a more detailed understanding of the important
role of dynamical processes in molecular electronics.

Active molecular scale electronics (AMSE) is particularly
based uponmolecular processesthat couple rearrangements such
as isomerization or proton transfer to changes in optical or
electrical properties. Despite the worldwide effort in organic-
based AMSE, the important practical issues ofefficiencyand
stability have received scant attention. These in turn are
determined by the competition between ultrafast electronic
processes in excited organic molecules. We believe that the
effects of substituents on electronic relaxation dynamics will
be an important variable in the rational design of functioning
AMSE devices. The “simple” rules underlying these processes,
however, are still being worked out. Nevertheless, we believe
that important new developments in both theory and experiment
could lead to a renaissance in the understanding of excited-
state dynamics in polyatomic molecules.
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