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Ultrafast infrared frequency selected vibrational echo (FSVE) experiments are used to study temperature-
dependent dynamic interactions in liquids, glasses, and proteins. Vibrational echo experiments measure
vibrational dephasing. In general, the large bandwidths associated with ultrashort IR pulses will excite multiple
vibrational transitions of a molecular system. In addition to thé @ransition of a particular mode of interest,

the 1-2 transition, other modes, combination bands, and modes of other species can be excited. A one-
dimensional vibrational echo experiment involving multiple transitions can be difficult to address theoretically.
By selecting the proper detection wavelengths (a frequency slice through a 2D time-frequency vibrational
echo), FSVE makes it possible to effectively isolate a two state system (in terms of the dynamical experimental
observables) from within a complex multistate system. First, the FSVE method is used to study the dynamics
of CO stretching mode of RUTPPCOPy (TRP5,10,15,20-tetraphenylporphyrin, Ry pyridine) in two
solvents: poly(methyl methacrylate) (PMMA) and 2-methyltetrahydrofuran (2-MTHF). The results demonstrate
the fundamental difference in the influence of a glassy and a liquid solvent on vibrational dephasing. In
PMMA, a glass at all temperatures studied, the dephasing rate is linear in temperature. In 2-MTHF, the
dephasing is linear for temperatures beldyy but it changes form, becoming very steep slightly abdye
Calculations using a model frequenrelyequency correlation function (FFCF) show that the different
temperature dependences in PMMA and 2-MTHF can be modeled in a unified manner, with at least two
solvent motions contributing to the dephasing in liquids, that is, inertial and diffusive motions. FSVE is then
applied to the study of the dynamics of the protein myoglobin in water by observing the vibrational dephasing
of the stretching mode of CO bound to the active site of myoglobin (Mb-CO). TrenA As conformational
substates of Mb-CO are found to have different dephasing rates with different temperature dependences. A
frequency-frequency correlation function derived from molecular dynamics simulations of Mb-CO at 298 K

is used to calculate the vibrational echo decay. The calculated decay shows substantial agreement with the
experimentally measured decays. The FSVE experiment probes protein dynamics and provides an observable
that can be used to test structural assignments for the Mb-CO conformational substates.

I. Introduction systems, the line shape is frequently dominated by static or
quasistatic variations in the oscillator’'s environment, which give
rise to inhomogeneous line broadening. Thus, dynamical
information is masked in a linear absorption experiment.

In this article, we describe the application of ultrafast infrared
frequency selected vibrational echo (FSVE) experiments to the
study of dynamics of condensed matter molecular systems. The
energy of a vibrational oscillator is exceedingly sensitive to ~ Vibrational echo experiments are capable of revealing
dynamical fluctuations of its structural environment. For a solute underlying dynamical information by eliminating inhomogen-
molecule in a liquid or glassy solvent, the environment is the eous broadening of vibrational absorption lite$However,
surrounding solvent. For a molecular oscillator associated with the ultrashort infrared (IR) pulses necessary to study vibrational
a particular functional group of a protein, the environment is dephasing have bandwidths that can exceed the anharmonicity
the surrounding protein. The sensitivity is manifested by time of the vibrational transition, and the frequency separations
dependent variations in the vibrational transition frequency. In between different vibrational modes, combination bands, and
principle, information on the time evolution of vibrational the modes of distinct molecular spectést? Frequency selected
transition frequencies can be obtained from vibrational absorp- viprational echo experiments simplify the study of vibrational
tion line shape$—2 However, in complex condensed matter dynamics by making it possible to observe the dephasing
dynamics of a single vibrational transition without sacrificing
7 To whom correspondence should be addressed. _ time resolutiont%.11.13.14Effectively, a multilevel system can be

K. A. M., Q.-H. X., and D. E. T. contributed equally to this work. - e - - . -
studied as if it is a two-level system, making it possible to

* Permanent address: Department of Chemistry, Lawrence University, ) -
Appleton, WI 54912, perform a more detailed analysis of the d&ta.

10.1021/jp021145q CCC: $22.00 © 2002 American Chemical Society
Published on Web 08/27/2002




8840 J. Phys. Chem. A, Vol. 106, No. 38, 2002 Merchant et al.

Photon echoe¥;16 which probe electronic transitions, and particular, a tremendous amount of work has focused on
other visible optical nonlinear experiments have benefited from myoglobin, which is a small globular protein involved in the
the recent rapid developments and applications of ultrashort storage of oxygen. Over 50 years ago, sperm whale myoglobin
optical pulses’ However, ultrafast resonant nonlinear experi- was the first protein to be characterized structurally with X-ray
ments involving electronic transitions are complicated by crystallography® and continued refinements of protein struc-
molecular vibrations that give rise to vibrational progressions tures from X-ray'3? and neutron scatterifg have yielded
in the electronic absorption spectrdfi2® Intramolecular structures with atomic resolution. From a functional standpoint,
vibrational modes have a significant influence on the third-order the reversible binding of small molecule ligands, such as O
nonlinear signals. The complexity brought on by the simulta- CO, and NO, represents one of the simplest chemical actions
neous excitation of many vibronic transitions can make it of a protein. Because of its relatively small size, structural
difficult to analyze the results of ultrafast nonlinear electronic calculations and molecular dynamics simulations on myoglobin
transition experiments20 are tractable with modern computers and algorithfin® These

Vibrational echoes avoid the problems associated with factors make myoglobin an ideal system to test ideas about
electronic transition experiments by examining dynamical Protein dynamics, structure, and function.
interactions on the ground electronic state potential surface and N the studies presented below, the stretching mode of CO
by measuring the dephasing of a particular vibrational degree bound to the active site of myoglobin (Mb-CO) is probed.
of freedom?~217.2LEven in the simplest situation in which the Previous vibrational echo experiments on Mb-CO were per-
pulse bandwidth spans a single vibrational mode, the system isformed mainly at low temperatures using relatively long pulses
still multilevel because the vibration is an anharmonic quantum (~1 ps)?7#¢ The application of ultrafast FSVE and 2D
oscillator, that is, in addition to the-0l transition, the +2 vibrational echo experiments permit a more detailed examination
transition can be involved. Interferences among different excita- ©f Mb-CO dynamics at biologically relevant temperatures. The
tion pathways in a 1D vibrational echo experiment that occur dynamical time scales relevant to vibrational echoes in Mb-
in a multilevel quantum oscillator system will produce a CO areé readily accessed in a molecular dynamics simula-
vibrational echo decay that is not a single exponential and that tion.*%*3#4"The simulations provide the frequenefrequency

can display anharmonic beats, even if the individual transition’s correlation function (FFCF), which is then used to calculate the
(0—1 transition and *2 transition) dynamic dephasing is Vibrational echo observablé.The results are in substantial

exponentiak®111422|f the individual decays are intrinsically ~ agreement with the vibrational echo data, despite the absence
nonexponential, then the 1D signal is virtually impossible to ©f adjustable parameters in the comparison. The combination
separate into its components. of molecular dynamics simulations and ultrafast infrared
vibrational dynamics studies represents a powerful new approach
to understanding and testing detailed models of protein dynamics
and structure.

By spectrally resolving the vibrational echo signal, 2D
vibrational echo spectroscopy can provide information that
cannot be obtained from a 1D experiméat2142326 However,
in many applications, what is desired is the equivalent of a 1D ||. Experimental Procedure and Theoretical Background
experiment that is free from the complications that arise from
a multilevel system. It is useful to be able to reduce a multistate
system into what is effectively a two-state system because a

great deal of theoretical Work2 is based on a single transition kHz were generated by an optical parametric amplifier pumped
between two quantum levels:*” with a regeneratively amplified Ti:sapphire laser. A 15%/85%
In the following, recent examples of the application of FSVE ' znse peam splitter was used to create a weak beam (wave vector
experiments are present&d328.29n the first set of experiments, ki) and strong beam (wave vectks). The weak beam was
compound, RUTPPCOPy (TPR 5,10,15,20-tetraphenylpor-  transiation stage. The beams were crossed and focused at the
phyrin, Py= pyridine), in two solvents, poly(methyl methacryl-  sample to a spot size of 15@m. The vibrational echo pulse
ate) (PMMA) and 2-methyltetrahydrofuran (2-MTHF), is stud- \yas generated in the phase-matched directidn, + 2k, (see
ied. 1D experiments are presented that display a nonexponentiafrjgure 1a). The vibrational echo signal was passed through a
decay with oscillations at the frequency of the anharmonic shift. monochromator to select the proper observation Wave|ength’
FSVE experiments are then performed at several wavelengths gnd the signal was measured with a liquid-nitrogen-cooled
It is shown that the vibrational dephasing of thetransition HngTe detector. IR pum-mrobe experiments were also
can be obtained without interference from the2ltransition. performed kz pump anckl probe) to determine the vibrational
The temperature dependences of the dephasing in the twoijfetime, and the pumpprobe signal was also dispersed through
solvents are then discussed. In PMMA, which is a glass at all the monochromator (set to the-Q transition frequency) before
temperatures studied, the temperature dependence is linear igjetection to obtain the lifetime of the desired transition and to
T. However, in 2-MTHF, a substantial change in the temperature syppress scattered light. The resolution of the monochromator
dependence of the pure dephasing is observed upon passingyas set to 2 cm. The pulse energy was3.5uJ/pulse (before
through the glass transition. A model is proposed to explain the beam splitter).
the data that involves multiple time scales for the solvent RuTPPCO (see Figure 1b), PMMA, methylene chloride §CH
modulation of the vibrational transition frequency. Detailed Cly), and 2-MTHF were purchased from Aldrich. The RuTP-
calculations provide a rationalization for the observations in pCOPy/2-MTHF solution was prepared by dissolving the
terms of both inertial and diffusive components of the solvent RuUTPPCO in 2-MTHF and then adding 2-fold molar excess of
dynamics. pyridine. Pyridine is the fifth ligand on the Ru (see Figure 1b).
In addition, investigations of the dynamics of the protein The optical density (OD) of the CO stretching mode in the 200
myoglobin using FSVE and 2D vibrational echoes are de- um path length sample cell was 0.1. The PMMA glass film
scribed!? Protein dynamics have been the focus of intense was prepared by mixing PMMA with a RUTPPCOPY/£CHp
theoretical and experimental study for over 25 years. In solution. The solution was spread on a clean glass plate and

The apparatus for the ultrafast infrared vibrational echo
experiments has been described in detail previol¥siBriefly,
tunable femtosecond mid-IR pulses with a repetition rate of 1
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Figure 1. (a) Schematic of the frequency-selected vibrational echo (FSVE) experiment. (b) Chemical structures of RuTPPCOPy and Mb-CO near
the heme pocket.

dried under a closed atmosphere for 2 days. The sample waswhich canbe represented by double-sided Feynman dia§rins.
then placed under vacuum for a week to remove the remaining The R; can be calculated from a functioggt). g(t) is obtained
solvent. The thickness of the PMMA film sample was 50  from the frequency-frequency correlation function (FFGFe)10-
200 um, and the OD was~0.5 at the absorption maximum.  (72)0w1¢(0)0
The samples were placed between two Calindows in a
copper sample cell. — [t T

Horse heart myoglobin (Sigma Corp., St. Louis, MO) was 900 j(; dtlﬁ) dr, [001(72)01o(0)0 @)
dissolved in pH 7, 0.1 M phosphate buffer, centrifuged to . . .
remove large particulates, and then purged with nitrogen to Theé FFCF provides the connection between the physical

remove dissolved oxygen. The myoglobin solution was reduced Processes occurring in the sample and the vibrational echo
with excess dithionite solution and stirred under a CO atmo- €xPerimental observable. Through the FFCF, detailed models

sphere fo 1 h before being filtered with a 0.48m acetate filter ~ ©f the nature of the temperature-dependent dynamical processes

and placed in a custom gastight 561 copper sample cell with  that produce vibrational dephasing can be tested.

CaFR, windows. A small portion of the structure of Mb-CO is ~_For positive delay times, only two terms contribute to the

shown in Figure 1b. The temperatures of both types of samplesYiPrational echo signal for a two-level systeRi= R, + R, =

were controlled with a continuous flow cryostat and monitored 2 XPE-29(z) — 29(t) + g(z + )], whereR; andR, denote the

with a silicon diode temperature sensor bonded to one of the Contributions from pathways (diagrams) that after the second

CaF, windows. interaction with the radiation field place the system in the ground
The vibrational echo signals can be calculated in terms of @nd excited state, respectively. In this formula, the contribution

the response function. The procedures have been presented iffom the vibrational Stokes shift (originating from the imaginary

detail in the monograph by Mukam&Here only a very brief ~ Part ofg(t)) is reasonably assumed to be negligibly small, and

description is given. The homodyne third-order vibrational echo therefore,R. = Re. For a three-level system (theL/ |1[j and
signal, detected by a slow detector, is given by |20states of the vibrational oscillator), an additional contribution

from Rz needs to be includedR; = — 2R, whereA is the
oo anharmonic shift, that is, the difference in frequency between

S 0 fy PPz b dt @) the 0-1 transition and the %2 transition (see Figure 2B):225

Rs involves the excitation of the-12 transition after the first

where the third-order polarizatid®® is the convolution of the  two interactions with the radiation field place the oscillator in
total response functiolR with the three electric fields that the first excited vibrational stater (= 1). T;, the vibrational
interact with the sample (one interaction with the first pulse lifetime contribution to the vibrational dephasing, can be
and two interactions with the second pulse)is the delay included in the response functidhby multiplying R with the
between the pulseR = YR contains contributions from  population relaxation contribution: exp(t + 7)/2T;,-1] for
different dynamical processes and different time-ordered terms,the R; and R, terms, and expf(t/2T1,=1) — t/(1/2T1,=1 +
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Figure 2. (a) 1D vibrational echo data for the CO stretching mode of = 0.4
RUuTPPCOPy in PMMA at 80 K. The decay is multiexponential with gb r
anharmonic beats. (b) The absorption spectrum of RUTPPCOPYy in m 02
PMMA at 80 K labeled 6-1. The curve labeled-12 is a model of the
1-2 absorption spectrum obtained by shifting thel0spectrum by
the anharmonic shift of the-42 transition, which was determined from 00 e vy Ty
the beat frequency in (a). The frequencies indicated with arrows 0 5 10 15 20 25
correspond to the observation frequencies of the data presented in Figure t (ps)
3. The anharmonic shiftA, is illustrated with a schematic of an
oscillator potential energy surface. Figure 3. Frequency-selected vibrational echo decays of the CO stretch

of RUTPPCOPy in PMMA at 80 K. (a) 1954 cth the 0-1 transition.

(b) 1935 cnT?, between the 81 and 1-2 transitions. (c) 1918 cm,
1/2T1,=2)] for the Rs term. For some samples, the FSVE decays the 1-2 transition. The wavelengths are indicated with arrows in Figure

are single expone_ntials characteriz_ed_by a total_dephasing time, Almost 100% modulation is seen at 1935-¢nwhere the 6-1 and

To. For exponential decays, the lifetime contribution can be 1-2 spectra overlap (see Figure 2). At the other two frequencies, single
removed from the data usingTk/= 1/T, + 1/2T;, whereT; is exponential decays (see insets) are observed.

the vibrational pure dephasing, that is, dephasing caused by o o

frequency fluctuations of the vibrational transition. Diagrams 1S comparable to the vibrational anharmonicity25 cn).

with time orderings that do not lead to rephasing and only YWhen there is spectral overlap of @ and 1-2 transitions, the
contribute to the signal at negative delay times and arauad  interference of theRi/R, (two level diagrams involving only

0 have been discussed thoroughly in the literaf#&253and two levelsy = 0 and 1) withRs (three level dlggram involving
the discussions will not be recapitulated here. However, all ¥ = 0, 1, and 2) produces a beat at the difference frequency
necessary diagrams have been included in the data aniyais. detween the 81 and 1-2 transitions (the anharmonic shiftf>>!

Inclusion of all diagrams is necessary when the shape of the Which is illustrated in Figure 2b. Such beats are referred to as
vibrational echo decay curve is of interést. anharmonic beats:2251Even if the decays associated wiRhy

R, and R; terms are individually distinct single exponentials,
the interference of these terms will cause the total signal to be
a triexponential with beats. The time constants associated with
Figure 2a displays 1D vibrational echo decay data for the individual terms are difficult to resolve, especially when
RUTPPCOPy in PMMA at 80 K3 The decay of the 1D signal  the time constants are similar. If the individual decays are
is multiexponential and is strongly modulated by oscillatory nonexponential and the functional form is not known, then it is
beats. Figure 2b displays the-@ spectrum and a representation virtually impossible to separate the distinct decay components.
of the 1-2 spectruni2 The 1-2 spectrum was modeled as the The problems associated with the 1D decay (Figure 2) can
0—1 spectrum shifted by the anharmonicity, which was deter- be overcome by performing FSVE experiments. By selecting
mined from the beat frequenéy225t is assumed that the line  the proper detection wavelengths, it is possible to obtain the
widths are the same for the two transitions. In this system, as signal corresponding solely to tf&/R, terms (0-1 transition)
shown in Figure 2b, the inhomogeneous broadenir2(cnt?) or to theRs term. Figure 3 displays FSVE data for three different

Ill. Vibrational Dynamics in Liquid and Glassy Solvents



Feature Article J. Phys. Chem. A, Vol. 106, No. 38, 2002343

detection wavelengths, 1954, 1935, and 1918%c(see Figure 05
2b)13 The data in Figure 3a were taken slightly on the blue [ (a)
side of the center of the-01 transition (1954 cmt); the data

in 3b were taken halfway between the two transitions (1935
cm™1); and the data in 4c were taken slightly on red side of the
1-2 transition (1918 cmt). In Figure 3b, the beats are very
pronounced with almost 100% modulation depth. In this case,
both Ri/R, and R; terms contribute to the signal, producing
strong anharmonic beats. When the blue wavelength is selected
(Figure 3a), only thd?)/R, terms contribute to the signal. The
decay shown in Figure 3a (1954 chy is the pure 6-1 100 150 200 250 300
transition, two level vibrational echo dec&yWhen the red T (K)
wavelength (1935 cri, Figure 3c) is selected, only ti& term
contributes to the signal. At both 1954, and 1918 ¢&nthe
oscillations are virtually eliminated, and the vibrational echo
decays can be fit with single exponentials, as shown in the insets.

The decay rate associated with Figure 3c) is faster than
that of Ry/R, (Figure 3a).3 The fact that a single-exponential
vibrational echo decay is obtained suggests that the underlying
vibrational dynamics can be well separated into homogeneous
and inhomogeneous broadening components. The vibrational
echo decay time of 4 ps for the-Q transition Ri/R, terms) "L N S I
gives a dynamic line width of 0.65 crh assuming the 50 100 150 200 250 300
absorption line is inhomogeneously broadened. This line width T (X)
is much narrower than the absorption line widt2@.8 cnt?), Figure 4. (a) Temperature-dependent pure dephasing rates of the CO
showing hat the absorptin Ine i ndeed massiely nhomo- SIS mode o AuTEPCEFR, 1 2MTLE (aures s i
geneously broadened. In this situation, the dynamics can be ) i ~
described in terms of a B_Ioch description. In the Bloch picture, %’ EQE I;n%éh%eginéhgarzgrgt; g}sikﬂg:aﬁj %ilfgylio ablo?lgj‘b?::
the decay rates of the signal associated Wthand R, terms 2-MTHF liquid data become nonlinear and rise steeply. The curve
are identical and are denoted byo4 whereas the decay rate through the squares is an aid to the eye. (b) Model calculations of the
associated with thBs term is (2701 + 2y12), whereyo; andys2 pure dephasing rate of the CO stretching mode of RUTPPCOPYy in
denote the total dephasing rates associated with tte @nd 2-MTHF_. The calculations were performed using egs 4 and 5. The
1—2 transitions, respectively. The data demonstrate that the totalealculatrons reproduce the essential features of the data but agreement

. . . e is not quantitative. The calculations are linear in temperature at low
dephasing rate associated with the2ltransition is faster than o peratures and then rise steeply in the same manner as the data.

that of the 6-1 transition, that isyo; = 1/(16 ps) andy12 = However, the break from linearity occurs30 K aboveT, in contrast
1/(7 ps) at 80 K. to the data that has its breakl0 K aboveT,.

The total dephasing process has contributions from both
vibrational population relaxation and pure dephasing processes2-MTHF, are very different. In PMMA, in the temperature range
For a harmonic oscillator, the lifetime of a vibrational level is 60—300 K, all of the vibrational echo decays can be fit very
inversely proportional to its quantum number, whereas the purewell as single exponentiaf8.If the system is in the inhomo-
dephasing is only dependent on the difference between thegeneous broadening limit, then the total dephasing rate is four
quantum numbers of the levels involvétFor a system with a  times the vibrational echo decay rate, yielding a dephasing time
small anharmonicity, it is reasonable to assume that the pureTz. AssumingT, can be obtained in this manner, the resulting
dephasing rates associated withDand 2 transitions are ~ dynamical line width (1£T2) is much narrower than the
very similar. The dephasing rates of the two transitions were absorption line width at all temperatures, which confirms the
shown to be identical at elevated temperatures in liquid assumption that the system is in the inhomogeneous limit. The
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2-MTHF, where the lifetime contribution is negligibt&At low lifetime contribution T1) to the dephasing was removed to
temperature, the vibrational population decays of the levels makeobtain the pure dephasing. The vibrational lifetime in both
a significant contribution to the total dephasfig5 Therefore, ~ solvents slightly increases with the increasing temperature,
the difference in the total dephasing rates in the current situationranging from 12 to 17 ps in the temperature range stutfied.
is most likely due to the shorter vibrational lifetime of the= The vibrational echo decays in 2-MTHF are single exponen-
2 level than that of ther = 1 level wherev is the vibrational tials only at low temperature and become more and more

quantum numbe?: The lifetime of thev = 1 level measured  nonexponential with increasing temperatud®&$he dephasing

by a pump-probe experiment is 12.6 ps at 80 K, which yields time is extracted by fitting the vibrational echo profiles with a

a pure dephasing rate of1/(44 ps) for the 6-1 transition. By single exponential from 60 to 200 K. The vibrational echo decay
assuming the identical pure dephasing rates for thé @nd profiles for temperatures above 200 K are strongly nonexpo-
1-2 transitions, the lifetime of the = 2 level is estimated to  nential, and therefore, only the temperature dependence of data
be 6.2 ps. The ratio of the lifetimes of the two vibrational levels, for 200 K and below will be discussed.

T1,=1/T1,=2, is 2.05, very close to 2.0 predicted for a harmonic  The pure dephasing rates in the two solvents are plotted as a
oscillator>* function of temperature in Figure #4The pure dephasing rate

By using FSVE, it is possible to examine the temperature- in PMMA (circles) increases linearly with increasing temper-
dependent dephasing of the CO stretching mod# ansition ature over the full temperature range as is evident from the line
of RUTPPCOPYy, a two state system. The temperature dependdrawn through the circles. At the lowest temperatures, the data
ences of the dephasing in the two solvents, PMMA and in 2-MTHF (squares) appear to increase linearly with temper-
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ature. The line through the lowest temperature points is an aid motional narrowing limit, the pure dephasing ratélyl/~=

to the eye. However, as the temperature continues to increasea, 2z, T, is obtained from the vibrational echo decay by
the data rise very steeply. The curve drawn through the squaresemoving the lifetime contributionT;. The vibrational echo

is, again, an aid to the eye. At sufficiently high temperature, decay and pure dephasing rates are insensitive tathehen

the increase becomes somewhat slower. The apparent break in\;, is much larger tham\n2z,. Both the multimode Brownian
the temperature dependence, from linear to steeply rising oscillator (MBO) mode#1766 and the viscoelastic modét7°
nonlinear, occurs just abovéy = 86 K. At the lowest  predict that the fluctuation magnitude squarad, is propor-
temperatures, where both solvents are glasses, the pure dephagional to the temperatur®® In the high-temperature limitA2

ing rates in 2-MTHF are somewhat slower than those in PMMA, = 2kT/#4,° where/, the reorganization energy, is assumed to
and the apparent linear temperature dependence is less steepe independent of temperature. Using this form/Ag#(T), the

(see Figure 4a). Thus, the homogeneous line widths in 2-MTHF |inear temperature dependences of the dephasing rates observed
are slightly narrower and increase less rapidly compared to thejn both PMMA and 2-MTHF below their glass transition
homogeneous line widths in PMMA in the glassy solvents. In temperatures suggest thatis insensitive to the temperature
contrast, as the temperature is raised above the 2-MTgF  change. The above model also predicts that the slope of the
the dephasing rates in 2-MTHF become much faster than thosedephasing rate v at low temperatures is proportional o

in PMMA. This fundamental difference in the temperature Differences ini would account for the fact that the homoge-
dependence of the dephasing rates that occurs almteggests  neous line widths in 2-MTHF are narrower and increase less
that an additional dephasing mechanism becomes active whenapidly than those in PMMA at low temperatures (comparing

the solvent goes from a solid to a liquid. - the slopes of two straight lines in Figure 4a). A temperature
The viscosity of liquids changes dramatically as the temper- independentr is consistent with results obtained by Nagasawa
ature is raised abovg;. For a fragile glass forming liqui§=>’ et al.®6 which show that the time scale of the inertial motion in

such as 2-MTHF, the viscosity as a function of temperature PMMA at low and high temperatures (30 and 300 K) are very
can often be described by a Vogelamman-Fulcher (VTF) similar. Therefore, the linear temperature dependences of the
equatior®~%° A VTF temperature dependence is steeper than vibrational pure dephasing rates observed in PMMA and
exponentially activated nedi;. Experiments have shown that 2-MTHF glasses are consistent with the proposition that the
changes in solvent viscosity can affect vibrational dephas- homogeneous dephasing is phonon-induced; that is, ultrafast
ing466162 The steep increase in the dephasing rate with inertial motions are responsible for the homogeneous dephasing
increasing temperature observed in 2-MTHF liquid may be in the high-temperature glasses.
associated, at least in part, with the temperature dependence of Although glasses undergo structural evolution to some extent,
the viscosity as well as the overall temperature change. the nature of structural dynamics is fundamentally different in
First consider vibrational dephasing in glassy solvents. Even solvents such as 2-MTHF when the temperature is raised above
in a solid glassy matrix, there are still solvent dynamics. Two T, where they become liquids. In comparison to glasses, liquids
types of dynamics can occur. One type is the structural have greater compressibility and a much stronger change in
rearrangements that occur in glasses even at low tempef@tfes.  density with temperature. Of particular importance here is that,
The second type is phonon-induced dynamics, the so-calledas the temperature is raised abdyediffusive motions of the
“inertial motions”. Here we will assume that the inertial motions  solvent molecules occur on faster and faster time scales. Solvent
are responsible for the homogeneous dephasing. The assumptiomolecules can reorganize to accommodate changes in the
is supported by the qualitative agreement between the data angproperties of a solute, such as a change in dipole moment,
the calculation® discussed below. Future work using stimulated associated with vibrational excitation. In addition to phonon-
vibrational echo experiments will provide additional information induced dephasing, solvent diffusive motions provide a dephas-
on which mechanism is operative. ing mechanism that does not exist in a glass. Therefore, at least

Vibrational and electronic transitions of probe molecules in two different types of motions, occurring on different time
solvents share similar solutsolvent interactions. The broad  scales, can contribute to the pure dephasing in liquidsof

electronic and vibrational absorption line shapes in condensedeq 3 no longer reflects a purely static contribution to the
phases are both due to transition frequencies modulated byabsorption spectrum. To replicate the diffusive dynamics
solvent structural fluctuations. The transition frequency modula- associated with the solvent structure that is essentially static in
tion can be described in terms of a frequency-frequency the glass, a modified FFCF is us&d:
correlation function (FFCF?

In a glass, a simple model for the FFCF can be written as [Dw,y(t)0w,(0)C= AhZ(T) exp(—t/z,) + Ainz(T) exp(—t/zy)

(4)

wherety is the time associated with the diffusive dynamics and
whereAy is the range of frequencies sampled by the fluctuations Ai,4(T) is temperature dependent in the liquid. This formula
that give rise to the homogeneous dephasing,miglthe time reduces to eq 3 ag — o, that is, belowTy, whereAi;? is also
scale characterizing the fluctuationss, reflects the change in  assume to be temperature independent.
energy associated with fluctuations about an essentially fixed The temperature dependence of the diffusive motions is
local structure. Like phonons in a crystal lattice, heat will cause different from that of the inertial motion. The fluctuation
displacements of the positions and orientations of the solvent magnitude squaredy;,?, is assumed to be proportional to the
molecules without changing the local structure about which the temperaturé:5°1n addition, the correlation timey, is expected
fluctuations occurAj, is the spread in frequencies that gives to become shorter as the temperature increases. The temperature
rise to the inhomogeneous broadening.is caused by the wide  affectsty through the solvent viscosity. Different theoretical
variety of local solvent structures in a glass that remain models have predicteg, O #.6%69This differs from the inertial
essentially fixed, even on very long time scales. Because thepart of the correlation function where it is assumed that only
local structures in a glass are essentially static bélguA, is Ar? is dependent on temperature. The temperature dependences
assumed to be temperature independent belgwIn the of Ain andzy will significantly affect the dephasing rate.

D)0, (0)0= AXT) exp(tir) + A" (3)



Feature Article J. Phys. Chem. A, Vol. 106, No. 38, 2002345

Model calculations were performed based on the following K itis ~40% greater than the data value. The actual difference
inputs?® A2 and Ajn2 were obtained using the 80 K data as a in the magnitude of the pure dephasing is likely due to the use
reference. At 80 K, the vibrational echo decay is exponential. of the relationship betweery andy based on the approximate
A value of t, = 100 fs is a typical valu€®7! This value is values for water. However, the use of a scaling factor between
assumed to hold here and, as discussed above, is also assumeg and# other than the one obtained for water cannot account
to be temperature independent. Using this value, the vibrational for the late onset of the steep rise in the calculated curve. The
echo decay and the linear absorption spectrum was fit to give simulations show that using the FFCF in the form of eq 5, the
An = 0.265 ps! and Ay, = 0.95 ps®. The viscosities of amplitude ofAi, has no effect on the total dephasing rate when
2-MTHF as a function of temperature were obtained from 74 is very slow (slower than 1 ns, which is likely for
interpolation of the viscosity datd.For the model calculation,  temperatures arourifi). However, a possible rapid change of
the constant relating the linear dependence4bn 761 is Ay, or 7, just aboveTy would have a large effect on the total
assumed to be similar to water; that is, viscosities df-1m@° dephasing rates and might be responsible for the early onset of
cP correspond to the correlation times of 2 ps to 200645, the steep temperature dependence observed in the experimental
Using these correlation times as a function of viscosity and the data?®

2-MTHF viscosities, the correlation times at different temper-  In the model embodied in egs 4 and 5, passage thrdygh
atures were determinéd With these inputs, the temperature- was accounted for by the addition of the viscosity-dependent
dependent FFCF in 2-MTHF is given by diffusive dephasing term, expf/tq) and the temperature
dependence okj,. The parameters other thapwere set based
B, (t)dw,(0)0= (0.265 ps—l)Z(l) exp(-tiz,) + on the homogeneous dephasing and the absorption line shape
80 below T, However, when the solvent passes throdigtirom

~12( T _y[nx2p below, there is an abrupt increase in its compressibififihis
(0.95ps’) (80) exr{ t/( 10 ch] ) change could be manifested in an increasA{§° In addition,
the “softening” of the solvent as it goes abolgcould cause

The calculations of the vibrational echo decays using eq 5 for 3 change in the “phonon” modes of the solvent, which may
the FFCF show that the decays are single exponentials at lowyel| influence the time scale of the inertial response of the
temperatures and become nonexponential at high temperaturessystem. The temperature (viscosity) dependence of the time
in accord with experimental observatioHs. constant of the diffusive motion appears to be at least in part

Figure 4b displays the calculated temperature-dependent pureesponsible for the activation of the dephasing process above
dephasing rate®.Of principal importance here is the fact that T, observed in 2-MTHF. However, the early onset of rapid
many of the qualitative features of the experimentally observed dephasing just abovd@, suggests that there are additional

temperature dependence are reproduced. At the lowest tempercontributions not contained in the change in viscosity with
atures, the pure dephasing rate increases linearly with tempertemperature.

ature. In a calculation for the PMMA solvent, eq 3 is used, and
the temperatqre dependence does not dgvigte from Iingarity|v_ Protein Dynamics—Vibrational Dephasing of the CO
becauseAin? is frozen and acts as static |nh_omo_gene|ty. Stretch of Mb-CO
However, for 2-MTHF, modeled with the FFCF given in eq 5,
the diffusive motion is not frozen, and the dephasing and The infrared absorption spectrum of the CO stretch of horse
vibrational echo decay rates are very sensitive to the increaseneart Mb-CO shows that Mb-CO exists in at least three
in the value ofA;,, especially when the; becomes fast. Above  spectroscopically distinct conformational substates: thstéte
T,, the calculated temperature dependence of the pure dephasingentered at-1965 cn1, the A state at~1944 cnt?, and the
rate becomes nonlinear, and the rate of pure dephasing increase@s state at~1932 cnt* (the initial proposal for the existence
very rapidly. At sufficiently high temperatures (not investigated Of an A state has fallen out of fashioff).”® These substates
here),7q will become so fast that the dephasing arising from are thought to correspond to different interconverting structures
diffusive motions will also be in the motional narrowing limit ~ of the protein, possibly with different biological function. The
(Aintg < 1). A pure dephasing rate @it + Ain2rg ill be interconversion rates are too fast to be resolved using MR
obtained, and the vibrational echo decay rate will b 2ther but are essentially static on the vibrational echo time scale.
than 4T, the decay rate for an inhomogeneously broadened Various hypotheses for the structural identities of these substates
system. The corresponding absorption spectrum will be Lorent- have recently been reviewé.
zian. The reduction in the rate of increase of the dephasing rate Early one-dimensional vibrational echo experiments have
with temperature at high temperature is partially due to the been applied extensively to the study of Mb-E0% The
transition from the inhomogeneous broadening limit to the experiments were performed using laser pulses with a duration
homogeneous broadening limit. of ~1 ps and bandwidth of15 cni? tuned to the A substate.
Although the calculations based on the FFCF given in egs 4 These experiments were conducted mainly at low temperatures
and 5 capture the main features of the data with no adjustablewhere the vibrational dephasing is comparatively slow. There-
parameters, the agreement is not quantitative. The focus herdore, relatively long pulses with correspondingly narrow band-
is on the vibrational echo decays, but the FFCF can also bewidths could be employed. Such pulses could be tuned into the
used to calculate the linear absorption spectrum. The FFCFA line with little spectral overlap of the other conformational
shows a mild increase of the width of the absorption spectrum substates. However, in low viscosity solvents such as water,
with temperature, which is greater than that seen experimentally.the dephasing is very fast. At biologically relevant temperatures,
Of particular importance is the fact that the vibrational echo the 1D vibrational echo decay shapes measured with-thps
data in 2-MTHF begin to deviate from linearity and rise steeply pulses were strongly influenced by the pulse duration and
<10 K aboveTg. In contrast, the calculations do not begin to contained substantial contributions from the substate.
deviate from linearity and rise steeply untd30 K aboveTsg. Here the results of experiments using FSVE and 2D vibra-
The calculated steep increase in the pure dephasing rate withtional echoes permit the;fAand Ag substates of horse heart Mb-
temperature abové is also somewhat too steep, and by 200 CO to be studied separately with high time and frequency
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Figure 5. 1D vibrational echo decay at 298 K. The decay appears
exponential, that is, it is linear on the semilog plot. The oscillations in o
the data are real, see text. g
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resolutiont? The Ag substate vibrational echo decay is more §
<

rapid than the Asubstate decay and shows a weak temperature
dependence. The ;Avibrational echo decay shows a more
pronounced dependence on temperature. Both decay curves are
nonexponential.

Ultrafast one-dimensional vibrational echo decays of the CO
stretch of Mb-CO in water were measured at 279, 298, and 323
K.12 The vibrational echo decay at 298 K is shown in Figure 5. 0
The vibrational echo decay appears exponential over 3 decades
of signal decay. (There are deviations from a straight line in
the data that are real oscillations produced by anharmonic beats
as seen in Figure 2&% In principle, the decay contains a
contribution from pure dephasing and from the vibrational
lifetime (T; = 16.5 ps)t2 In all of the experiments discussed
below, the time scale of pure dephasing is much faster than the
vibrational lifetime, T1.44 Therefore, T, does not contribute
significantly to the vibrational echo observables. .

Because the bandwidth of the laser pulses used in the 1D 1890 1900 19
experiments presented here~g00 cntl, the 1D decays have frequency (cm™)

Contrlbytlons from all three A substates. In ad.dl'tlon, the laser Figure 6. (a) Background-subtracted linear-infrared absorption spec-
bandwidth exceeds the CO stretch anharmonicity of 25'¢m  trym of the CO stretch of Mb-CO. (b) Three bands used to fit the
resulting in signal contributions from-12 vibrational transitions.  absorption spectrum corresponding to the, and A substates (solid

The 1D vibrational echo decay shown in Figure 5 has, in lines). The excited-state absorption for each band is also shown as a
principle, six contributions, that is, contributions from the D peak shifted to lower energy from the fundamental transition frequency
transitions of the A A,, and A substates and contributions by the anharmonicity of the CO stretch (dotted lines). (c) A contour

e . .1 plot of the 2D vibrational echo spectrum of Mb-CO. The vibrational
from the 1-2 transitions of each of these substates. It is possible echo decay rate is frequency dependent, reflecting different decay rates

that each of these six transitions will give rise to a distinct decay. for the A, and A; substates. At 1946 cr, the decay is predominantly
The signal is observed at the intensity level, which is the squareda,. At 1931 cnt?, the decay is predominantlysAThe 0-1 and -2
modulus of the polarization. The signal is not only comprised dephasing rates for each substate are the same within experimental error.
of six decays, it also has cross terms between the various decays.
Thus, the seemingly simple 1D decay is a superposition of many using 2D vibrational echo spectroscopy show that the line widths
decays. of the Ay 0—1 and X2 bands are the same within experimental
Frequency selected vibrational echo spectroscopy and 2Derror. It is assumed that for thepAand Ag transitions the 61
vibrational echoes makes it possible to resolve these variousand 1-2 line widths are also the same.
contributions into their individual components and measure each  The full 2D time-frequency vibrational echo spectrum was
one separately. The background-subtracted linear absorptionrecorded at 298 K and is shown as a contour plot in Figure 6c¢.
spectrum for horse heart Mb-CO is shown in Figure 6a. Figure It is clear that different spectral components of the Mb-CO
6b shows the results of fitting the absorption spectrum to three spectrum have different decay rates. The six bands in Figure
bands, A, A1, and A; (solid lines). The fit was performed using  6b each represent individual contributions to the 1D vibrational
three Voigt line shapé3 and the approximate known center echo decay. At this pH, the g2band is minimally populated,
frequencies of the three bantfs’” The Voigt line shape is used  and it is not discernible in the data presented in Figure 6¢. The
as an approximation to the true absorption line shape that isO—1 and 12 transitions of the Asubstate appear at1944
neither Gaussian nor Lorentzian. The-2 vibrational bands and ~1920 cnt?, respectively. The two transitions have the
(dashed lines) for each substate are also shown in Figure 6bsame decay rate within experimental error. The decay curve is
because they contribute to the vibrational echo sigh&The nonexponential and has a decay constant (1/e value)760
1-2 bands were obtained by displacing thelObands by the fs. Because the CO vibrational transition in Mb-CO is not highly
measured anharmonicity of 25.4 chP! Recent measurements anharmonic, it is not surprising that the-2 level has a similar

©(ps)

3

L L | | 1 |
10 1920 1930 1940 1950 1960 1970
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in Figure 7 parts a and b that the dephasing dynamics at the
two detection frequencies are very different.

The vibrational echo decays at the two wavelengths used for
Figure 7 were measured at 279 and 320 K in addition to the
room-temperature measuremettsThe signal contributions
from the individual substates were isolated at the two detection
wavelengths with the same procedure performed on the data in
Figure 7. The data at 1946 crhshows an appreciable increase
in the dephasing rate as the temperature increases. However,
the data at 1932 cm shows a much weaker dependence of
the dephasing rate on the temperature over the same temperature
range.

A comparison of the 1D vibrational echo data (Figure 5) and
2D vibrational echo data (Figure 7) at 298 K clearly shows that
the multidimensional vibrational echo technique provides
dynamical information that is not obtainable from 1D vibrational
echo measurements. In fact, the 1D decays measured with broad
bandwidth pulses can be misleading because, in general, they
are a composite of many different decays that can have distinct
functional forms and temperature dependences. It is interesting
and important to note that the interpretation of the vibrational
echo data changes dramatically from the 1D to the 2D scans.
The apparent exponential decay of the 1D data implies an
extremely rapid decay of the FFCF and motional narrowing of
the Mb-CO dynamic spectral line by the protein’s dynamics.
However, the 1D vibrational echo data is deceptive because the

intensity (arb. units)

intensity (arb. units)

2 4 6 nonexponential form of the 2D data indicates that a different
T(ps) type of FFCF offers a more reasonable description of the
Figure 7. Vibrational echo decays at (a) 1946 chand (b) 1932 crmi- vibrational echo dat& The fac'g that the different con_formational_
of Mb-CO at 298 K. Contributions from overlapping lines have been Substates of Mb-CO have different nonexponential dephasing
removed by subtracting off interfering signal contributions at the rates was hidden in the 1D experiment. Rector &f dlave
polarization level. The vibrational echo signal at 1932 &mecays shown that a distribution of nonexponential vibrational echo
much more rapidly than the echo signal at 1946 trithe functional decay rates can lead to the appearance of an overall exponential
form_of the echo decay appears to bg different for the two wavelengths. decay in a 1D vibrational echo scan. Frequency resolving the
The insets show the decays on semilog plots. Both echo decay curves i atignal echo signal allows the dynamics of the individual
are nonexponential. ) .

substates to be examined separately and permits a closer
examination of the dephasing processes that occur in Mb-CO.

The vibrational echo data suggest that theaAd Ag substates
have different dephasing rates at room temperature, and that
the dephasing rates of the two lines have distinct temperature
dependence®. Despite numerous spectroscopic and computa-
tional studies23847.74.76,7880 the structural origins of the A
. substates in Mb-CO remain controversial. In particular, the
deci?ys more rapidly than the Aubstate (contours around 1946 protonation state of the distal histidine His64 (see Figure 1),
cm™ ), . . . . . .

) . ) the proximity and orientation of this residue to the CO ligand,

Figure 7 displays FSVE decays that are predominantly the 54 the absence or presence of a hydrogen bond between the
A; 0-1 decay and the g\_O—l degay. The Adecay (Figure ligand and this residue have all been proposed by various studies
7a) was obtained by taking a slice through the data at 1946t gjve rise to the different substates. A recent high-resolution
cmt. At 1946 cnr?, the 0-1 and 1-2 A transitions make @ crystal structure of Mb-C8 and several recent computational
negligible contribution to the vibrational echo signal (see Figure studied8°have suggested that.\s protonated, in contrast to
6b). However, the 81 Az transition makes a small contribution  the conclusions of previous X-rﬁ}and neutron scatteriﬁmata.
to the signal. The curve in Figure 7a was obtained by subtractingRecent simulations of Mb-C® have also employed the
the contribution from the Aline at the polarization levéf The tautomer with protonated N The A, substate is generally
procedure for removing small contributions from other lines has thought to correspond to the imidazole ring of His64 being
been described in detdd. The inset shows the decay on a rotated away from the heme pocket, although the protonation
semilog plot. The vibrational echo decay at this wavelength is state at neutral or high pH is unclear. The origins of theaAd
nonexponential. An analogous procedure was performed at 1932A; substates are subject to a greater degree of specutafivn.
cm~1 to reduce unwanted contributions from the like. The The different dephasing dynamics of the #d As substates
vibrational echo decay curve at 1932 chis highly nonexpo-  determined by 2D vibrational echo measurements must reflect
nential (see semilog inset). Thus, 2D vibrational echo spectros-the structural differences between these states. Williams et al.
copy makes it possible to obtain the dephasing dynamics of have recently used molecular dynamics simulations to compute
the individual substates with reduced interference from the the classical FFCF for sperm whale Mb-CO in water at 298
decays of other transitions even when there is some spectralk.3® The frequency fluctuations are assumed to arise from a
overlap. It is clear from comparison of the shapes of the curves dynamic Stark effect in which the instantaneous electric field

dephasing rate as the-Q level. The 6-1 and -2 vibrational
echo decays of the Asubstates are also equal to each other
within experimental error. The vibrational lifetimes of thg A
and Ag substates at 298 K (16.5 and 14.8 ps, respectively) make
a negligible contribution to the overall dephasing rate. The A
substate vibrational echo signal (contours around 1932'tm
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produced at the ligand by its surroundings results in a transient r
shift in the vibrational frequency of C&:*¢ The electrostatic 1.0
interaction between the ligand and its surroundings is represented =z

by the coupling of the electric dipole of CO f(t), the total g 0.8
electric field from protein and solvent at the midpoint of the .
CO bond. Park et al. have determinéd ~ 0.14 D for CO in 's';-} 0.6
a variety of Mb mutants and other heme containing com- E:
pounds® Au is the coupling constant between the fluctuating ‘G 04
electric field and CO vibrational transition frequency. Williams §

et al. have employed this value A« together with molecular R= 02
dynamics simulations of the fluctuating electric field at the '
ligand in Mb-CO to compute the FFCE35 00

In agreement with previous simulations of heme pocket
dynamics in Mb-COY the imidazole of His64 (the distal

histidine) assumed configurations with a relatively large distance

from the ligand, which were assumed to correspond to substate 1.0
Ao, and configurations in which the imidazole was much closer @
to the CO, which were assumed to correspond #AA Also, 'S 0.8
in common with prior simulation® no separate identification :

of Ay and Ag substates was possible with tlde nitrogen 206
protonated. (Recent simulations with #heitrogen protonated E
do show distinct substates, which may correspond i@id ‘B 04
A3.89) The decay of the FFCF for #A; was dominated at short §
times (<400 fs) by dynamics of His64, which were uncorrelated R= 02
from dynamics of the rest of the protein and the water solvent.

On longer time scales<(30 ps), the FFCF reflected correlated 0.0

dynamics of the rest of the protein and of the water. Th&A 5
FFCF obtained from the simulation was fit to the functional ©(ps)

form of a biexponential decay plus a constant. The constant, as

in eq 3, reflects slowly varying protein structures that do not Figure 8. Comparison between the calculated vibrational echo decay

contribute to dynamics on the experimental time scale. Then, ($0lid lines) calculated with the FFCF of the/As state of Mb-CO
’ " derived from molecular dynamics simulations and the measured 1946

i i ,35 N S ! .
the FFCF is given by cm ! (dashed line in 7a) and 1932 ci(dashed line in 7b) vibrational

2 2 5 echo decays. The calculation has no adjustable parameters.
Do(t)ow(0)T= A exp(tit,) + A,” exp(—t/t,) + Ay~ (6)
test a hypothesis for the structural origins of the substates was

with A; = 2.07 ps?, Ap = 1.14 pst, Ag = 0.67 ps?t, 71 = to compute a vibrational frequency. The 2D vibrational echo
0.14 ps, and> = 4.95 ps. provides new information for assessing the accuracy of com-

The functional form for the FFCF given in eq 6 was employed putational studies of protein dynamics. Proposed structures can
to calculate the vibrational echo Signal, including the effects of be tested not 0n|y by whether they produce the correct trends
laser pulse shapes. The finite duration laser pulse shape and aln vibrational frequency but also by whether they give rise to
necessary diagrams were included in the calculation. Thethe correct relative dephasing rates and temperature depend-
resulting vibrational echo signal is shown by the solid curves ences. The added dimension of agreement with dynamical data
in Figure 8, in which it is compared to the experimental 1946 as well as structural data can provide additional rigor for
cm ! data (dashed curve) in Figure 8a and to the experimental computational studies that seek a molecular understanding of
1932 cn1! data (dashed curve) in Figure 8b. The simulated proteins.
signal decays more rapidly than either measured signal, but it ]
is closer to that of the 1932 crhvibrational echo decay. Figure V- Concluding Remarks
8 represents a rigorous comparison of calculation and experi- In this article, we have demonstrated the utility of the FSVE
ment, becausao adjustable parameters ha been employed technique for the study of dynamic molecular interactions
The simulation results show qualitative agreement with both through the observation of vibrational dephasing. Experiments
signals. Although the agreement is not quantitative, the com- have been used to investigate liquids, glasses, and proteins. By
parison between simulations and experiments with no adjustableselecting the proper detection wavelengths, FSVE experiments
parameters shows that it is possible to test models of protein permit the independent detection of the dephasing dynamics
structure and dynamics through the comparison of frequency associated with-©1 and 2 vibrational transitions, eliminating
selected vibrational echo experiments and simulations. Recentcross terms and anharmonic beats that occur in conventional
simulations with the nitrogen of the distal histidine protonated 1D vibrational echo signals for anharmonic vibrational systems.
show two distinct structures that have dynamics that give rise In systems in which multiple vibrational modes are excited by
to different FFCFs and calculated vibrational echo decay the broad bandwidth associated with an ultrashort IR excitation
curves2 The preliminary results indicate much better agreement pulse, FSVE enables particular transitions to be isolated and
between the simulations/vibrational echo calculations and the studied. FSVE also permits the examination of a single species
data. These results may permit the identification of theaAd in a multicomponent molecular system. FSVE is useful when-
Aj substate structure. ever there is a spectroscopic window in which the number of

The debate in the literature over the structural origins of the transitions that contribute to a 1D vibrational echo is reduced.
A; and Ag conformational substates is over 20 years old. One  Multidimensional vibrational echo techniques such as FSVE
reason for this is that the only calculation that could be done to can reveal a variety of information about vibrational dynamics
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