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#### Abstract

The $\mathrm{Br}_{3} \mathrm{P}-\mathrm{Br}^{-}$and $\mathrm{I}_{3} \mathrm{P}-\mathrm{I}^{-}$bond strengths have been determined by measuring thresholds for collision-induced dissociation in a flowing afterglow-tandem mass spectrometer. The results are combined with previously determined values for the $\mathrm{PF}_{4}^{-}$and $\mathrm{PCl}_{4}^{-}$systems to determine the effect of the terminal atom on hypervalent bond strengths. The bond strengths correlate very well with the difference in the electronegativities of phosphorus and the halogen atoms. Computational results at the B3LYP/6-311+G(d) level indicate that $\mathrm{PCl}_{4}^{-}$ and $\mathrm{PBr}_{4}{ }^{-}$have seesaw geometries and are good examples of three-center, four-electron bonding. $\mathrm{PF}_{4}{ }^{-}$has a similar geometry, but the bonding is more ionic, whereas $\mathrm{PI}_{4}{ }^{-}$is tetrahedral, consistent with greater steric crowding.


## Introduction

Group 15 trihalide molecules $\mathrm{AX}_{3}(\mathrm{~A}=\mathrm{P}, \mathrm{As}, \mathrm{Sb}$, and Bi and $\mathrm{X}=\mathrm{F}, \mathrm{Cl}, \mathrm{Br}$, and I) obey the octet rule. Nevertheless, they act as electron-pair acceptors to form the corresponding tetrahalide anions $\mathrm{AX}_{4}{ }^{-}$. Although phosphorus trihalides are weaker Lewis acids than the corresponding arsenic, antimony, and bismuth systems, both in solution ${ }^{1}$ and in the gas phase, ${ }^{2}$ $\mathrm{PF}_{4}^{-},{ }^{3} \mathrm{PCl}_{4}{ }^{-, 4}$ and $\mathrm{PBr}_{4}{ }^{-5-7}$ have been reported in condensed phases. These anions are examples of hypervalent bonding ${ }^{8-10}$ because their Lewis structures show 10 electrons around the central atom. Experiments on these ions in the gas phase allow hypervalent bonding to be studied in the absence of solvent or lattice effects. ${ }^{11}$

Larson and McMahon ${ }^{12}$ previously reported $D\left(\mathrm{~F}_{3} \mathrm{P}-\mathrm{F}^{-}\right)=$ $168 \mathrm{~kJ} \mathrm{~mol}^{-1}$. This value, which comes from a fluoride affinity scale based on a series of measurements of relative bond energies, should be adjusted to ca. $200 \mathrm{~kJ} \mathrm{~mol}^{-1}$ because of changes in the affinity scale. ${ }^{13-15}$ Recently, our group has measured $D\left(\mathrm{Cl}_{3} \mathrm{P}-\mathrm{Cl}^{-}\right)=90 \pm 7 \mathrm{~kJ} \mathrm{~mol}{ }^{-1} .{ }^{2}$ This paper discusses gas-phase measurements of the $\mathrm{PBr}_{3}-\mathrm{Br}^{-}$and $\mathrm{PI}_{3}-$ $\mathrm{I}^{-}$bond strengths. These can be combined with the data mentioned above to give a complete set of $\mathrm{PX}_{3}-\mathrm{X}^{-}$bond strengths to determine the effects of the terminal atom on hypervalent bond strengths in these systems. The results provide a comparison to recent results on the $\mathrm{ACl}_{4}{ }^{-}$systems, ${ }^{2}$ which explore the effect of changing the central atom on the bond strength.

Three main models have been used to explain how hypervalent bonding occurs. The expansion of the octet through the use of d orbitals is now generally viewed as unimportant, ${ }^{16,17}$ although introductory textbooks still use this model. ${ }^{18}$ The threecenter four-electron ( $3 \mathrm{C}-4 \mathrm{E}$ ) model, ${ }^{8,19-22}$ where three p orbitals aligned with a molecular axis are used to form three molecular orbitals, is now more commonly accepted. This model is illustrated in Figure 1. The third model emphasizes the importance of ionic bonding in hypervalent systems. ${ }^{23,24}$ The 3C-4E model is implicitly partially ionic, with charges of -0.5
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Figure 1. Bonding in the seesaw geometry for $\mathrm{AX}_{4}^{-}$systems. Atoms 2 and 3 are termed axial, and atoms 4 and 5 are termed equatorial.
on each of the terminal atoms. This "semi-ionic"3 nature is emphasized in the Lewis description of a hypervalent $\mathrm{XAX}^{-}$ system as a resonance hybrid: $\mathrm{X}-\mathrm{A}: \mathrm{X}^{-} \Leftrightarrow \mathrm{X}^{-}: \mathrm{A}-\mathrm{X} .{ }^{25}$ The data from this work are compared to these models below.
It is generally difficult to compute bond strengths in hypervalent compounds because of strong electron correlation effects. ${ }^{26-28}$ The majority of the computational studies on group 15 halides have focused on bond energies and electron affinities for phosphorus fluorides ${ }^{28-31}$ and phosphorus chlorides. ${ }^{32}$ Computational work on $\mathrm{PBr}_{4}^{-}$and $\mathrm{PI}_{4}^{-}$is lacking; moderately high level calculations on these systems are also described below.

## Experimental Section

Bond strengths were measured using the energy-resolved collision-induced dissociation (CID) technique ${ }^{33,34}$ in a flowing afterglow-tandem mass spectrometer (MS). ${ }^{35}$ The instrument consists of an ion source region, a flow tube, and the tandem MS. The dc discharge ion source used in these experiments is typically set at 2000 V with 2 mA of emission current. The flow tube is a $92 \mathrm{~cm} \times 7.3 \mathrm{~cm}$ i.d. stainless steel pipe that operates at a buffer gas pressure of 0.4 Torr, a flow rate of 200 standard $\mathrm{cm}^{3} \mathrm{~s}^{-1}$, and an ion residence time of 10 ms . The
buffer gas is helium with up to $10 \%$ argon added to stabilize the dc discharge.

To make $\mathrm{PBr}_{4}{ }^{-}$for this study, $\mathrm{PBr}_{3}$ was added to the ion source. Electron impact on $\mathrm{PBr}_{3}$ produces $\mathrm{Br}^{-}$, which adds to $\mathrm{PBr}_{3}$ to form $\mathrm{PBr}_{4}{ }^{-}$. Approximately $10^{5}$ collisions with the buffer gas cool the metastable ions to room temperature. For $\mathrm{PI}_{4}{ }^{-}, \mathrm{PI}_{3}$ (which has a lower vapor pressure) was heated in a round-bottom flask that was grooved and wrapped with coils of Nichrome heating wire. $\mathrm{I}_{2}$ was also added to create additional $\mathrm{I}^{-}$.

The tandem MS includes a quadrupole mass filter, an octopole ion guide, a second quadrupole mass filter, and a detector, contained in a stainless steel box that is partitioned into five interior chambers. Differential pumping on the five chambers ensures that further collisions of the ions with the buffer gas are unlikely after ion extraction. During CID experiments, the ions are extracted from the flow tube and focused into the first quadrupole for mass selection. The reactant ions are then focused into the octopole, which passes through a reaction cell that contains Xe collision gas (the previous work on $\mathrm{PCl}_{4}^{-}$, a lighter ion, used Ar as the collision gas). After the dissociated and unreacted ions pass through the reaction cell, the second quadrupole is used for mass analysis. The detector is an electron multiplier operating in pulse-counting mode.

The energy threshold for CID is determined by modeling the cross section for product formation as a function of the reactant ion kinetic energy in the center-of-mass (CM) frame, $E_{\mathrm{cm}}$. The octopole is used as a retarding field analyzer to measure the reactant ion beam energy zero. ${ }^{34}$ The ion kinetic energy distribution is typically Gaussian with a full-width at halfmaximum of $1.2 \mathrm{eV}\left(1 \mathrm{eV}=96.5 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$. The octopole offset voltage measured with respect to the center of the Gaussian fit gives the laboratory kinetic energy, $E_{\text {lab }}$, in electronvolts. Low offset energies are corrected for truncation of the ion beam. ${ }^{36}$ To convert to the center-of-mass (CM) frame, the equation $E_{\mathrm{cm}}=E_{\mathrm{lab}} m(m+M)^{-1}$ is used, where $m$ and $M$ are the masses of the neutral and ionic reactants, respectively. All experiments were performed with both mass filters at low resolution to improve ion collection efficiency and reduce mass discrimination. Average masses were used for Br and Xe , which have substantial populations of two or more isotopes.

The total cross section for a reaction, $\sigma_{\text {total }}$, is calculated using eq 1 , where $I$ is the intensity of the reactant ion beam, $I_{0}$ is the intensity of the incoming beam $\left(I_{\mathrm{o}}=I+\sum I_{i}\right), I_{i}$ is the intensity of each product ion, $n$ is the number density of the collision gas, and $l$ is the effective collision length, $13 \pm 2 \mathrm{~cm}$. Individual product cross sections $\sigma_{i}$ are equal to $\sigma_{\text {total }}\left(I_{i} / \sum I_{i}\right)$.

$$
\begin{equation*}
I=I_{\mathrm{o}} \exp \left(-\sigma_{\text {total }} n l\right) \tag{1}
\end{equation*}
$$

Threshold energies are derived by fitting the data to a model function given in eq 2 , where $\sigma(E)$ is the cross section for formation of the product ion at center-of-mass energy $E, E_{\mathrm{T}}$ is the desired threshold energy, $\sigma_{\mathrm{o}}$ is the scaling factor, $n$ is an adjustable parameter, and $i$ denotes rovibrational states having energy $E_{i}$ and population $g_{i}\left(\sum g_{i}=1\right)$. Doppler broadening and the kinetic energy distribution of the reactant ion are also accounted for in the data analysis, which is done using the CRUNCH program written by Armentrout and co-workers. ${ }^{34,36}$

$$
\begin{equation*}
\sigma(E)=\sigma_{\mathrm{o}} \sum_{i} g_{i}\left(E+E_{i}-E_{\mathrm{T}}\right)^{n} / E \tag{2}
\end{equation*}
$$

Although the $\mathrm{PX}_{3}$ vibrational frequencies ${ }^{37}$ and some of the $\mathrm{PX}_{4}^{-}$vibrational frequencies ${ }^{3,5,38}$ are known, the available data

TABLE 1: Calculated Rotational and Vibrational Constants for $\mathrm{PBr}_{4}{ }^{-}$and $\mathrm{PI}_{4}{ }^{-a}$

|  | $\begin{gathered} \mathrm{X}=\mathrm{Br} \\ \text { exp } \end{gathered}$ | $\begin{gathered} \mathrm{X}=\mathrm{Br} \\ \text { calc } \end{gathered}$ | $\begin{gathered} X=I \\ \exp \end{gathered}$ | $\begin{aligned} & X=I \\ & \text { calc } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{PX}_{3}$ vib | $113(\times 2)$ | $105(\times 2)$ | $79(\times 2)$ | $71.0(\times 2)$ |
|  | 160 | 152 | 111 | 107 |
|  | $384(\times 2)$ | $369(\times 2)$ | 325 ( $\times 2$ ) | $315(\times 2)$ |
|  | 390 | 372 | 303 | 295 |
| $\mathrm{PX}_{3}$ rot |  | 0.0171 |  | 0.0084 |
|  |  | $0.0323(\times 2)$ |  | $0.0163(\times 2)$ |
| $\mathrm{PX}_{4}{ }^{-}$vib |  | 42.1 |  | $22.5(\times 3)$ |
|  |  | 61.2 |  |  |
|  |  | 76.6 |  |  |
|  |  | 84.7 |  | $34.0(\times 2)$ |
|  |  | 107 |  |  |
|  |  | 136 |  | 121 |
|  |  | 228 |  | $246(\times 3)$ |
|  |  | 339 |  |  |
|  |  | 346 |  |  |
| $\mathrm{PX}_{4}{ }^{-}$rot |  | 0.0108 |  | $0.0067(\times 3)$ |
|  |  | 0.0123 |  |  |
|  |  | 0.0206 |  |  |

${ }^{a}$ Values in $\mathrm{cm}^{-1}$. Experimental values from ref 37. Calculated values obtained using B3LYP/6-311+G(d).
are not complete, and condensed-phase intermolecular interactions may affect the available data. Therefore, vibrational and rotational frequencies were calculated using the B3LYP method and the $6-311+G(d)$ basis set. For iodine, the $6-311 G(d)$ basis set $^{39}$ was supplemented with a diffuse ( + ) function taken from another iodine basis set. ${ }^{40}$ The frequencies are given in Table 1. The calculated frequencies are lower than the known experimental values by an average of $5 \%$, a typical result for this type of system. ${ }^{2}$ Uncertainties in the derived thresholds due to possible inaccuracies in the frequencies were estimated by multiplying the entire sets of frequencies by 0.9 and 1.1. The resulting changes in internal energies were less than $1 \mathrm{~kJ} \mathrm{~mol}^{-1}$. Therefore, the calculated frequencies were used without scaling. Polarizabilities for $\mathrm{PX}_{3}$ products were also taken from the computational results; varying the calculated values by $50 \%$ had a negligible effect on the derived thresholds.

Collisionally activated metastable complexes can have sufficiently long lifetimes that they do not dissociate on the experimental time scale (ca. $150 \mu \mathrm{~s}$ ). Such kinetic shifts are accounted for in the CRUNCH program by RRKM lifetime calculations. ${ }^{34}$ The relatively small molecules studied in this work have small kinetic shifts, less than $0.2 \mathrm{~kJ} \mathrm{~mol}^{-1}$. The uncertainty in the derived thresholds is again estimated by multiplying reactant or product frequency sets by 0.9 and 1.1 , and by multiplying the time window for dissociation by 10 and 0.1 . The effect of these variations is less than $1 \mathrm{~kJ} \mathrm{~mol}^{-1}$.

An ion not sufficiently energized by one collision with the target gas may gain enough energy in a second collision to be above the dissociation threshold. This effect is eliminated by linear extrapolation of the data taken at several pressures to a zero pressure cross section before fitting the data. ${ }^{41}$

Computational work on these systems was performed using the Gaussian 98 Suite. ${ }^{42}$ The Natural Bond Order Analysis (NBO $5.0)^{43}$ and Atoms In Molecules (AIM) ${ }^{44-46}$ programs were also used to study the nature of the bonding in these systems. The AIM bond order calculation for $\mathrm{PBr}_{4}{ }^{-}$did not converge using the B3LYP/6-311+G(d) method, so a value calculated using the $3-21 \mathrm{G}(\mathrm{d})$ basis set augmented by a diffuse function ${ }^{40}$ was used; previous calculations suggest that the results are not very dependent on basis set. ${ }^{2}$


Figure 2. Cross section for collision-induced dissociation of $\mathrm{PBr}_{4}{ }^{-}$as a function of energy in the center-of-mass frame. The solid and dashed lines represent convoluted and unconvoluted fits to the data, as discussed in the text.


Figure 3. Cross section for collision-induced dissociation of $\mathrm{PI}_{4}{ }^{-}$as a function of energy in the center-of-mass frame. The solid and dashed lines represent convoluted and unconvoluted fits to the data, as discussed in the text.

TABLE 2: Fitting Parameters for CID of $\mathbf{P X}_{4}{ }^{-}$Anions ${ }^{a}$

| X | $E_{\mathrm{T}}(\mathrm{eV})$ | $n$ |
| :--- | :---: | :---: |
| $\mathrm{Cl}^{b}$ | $0.93 \pm 0.06$ | $1.23 \pm 0.05$ |
| Br | $0.68 \pm 0.06$ | $1.34 \pm 0.13$ |
| I | $0.57 \pm 0.08$ | $1.32 \pm 0.15$ |

${ }^{a}$ See text for discussion of fitting parameters. ${ }^{b}$ Reference 2.

## Results

CID of $\mathrm{PX}_{4}^{-}(\mathrm{X}=\mathrm{Br}$ and I$)$ gives reaction 3 , loss of $\mathrm{X}^{-}$, as the predominant product. Reactions 4 and 5, formation of $\mathrm{PX}_{3}{ }^{-}$ and $\mathrm{X}_{2}{ }^{-}$, are observed as minor products at higher energies. Appearance curves for CID of these anions are shown in Figures 2 and 3.

$$
\begin{align*}
& \mathrm{PX}_{4}^{-} \rightarrow \mathrm{PX}_{3}+\mathrm{X}^{-}  \tag{3}\\
& \mathrm{PX}_{4}^{-} \rightarrow \mathrm{PX}_{3}^{-}+\mathrm{X}  \tag{4}\\
& \mathrm{PX}_{4}^{-} \rightarrow \mathrm{PX}_{2}^{-}+\mathrm{X}_{2} \tag{5}
\end{align*}
$$

The eq 2 fitting parameters are given in Table 2, and the fits are shown in Figures 2 and 3 as well. The cross sections for minor products are negligible in the threshold region and are not included in the fit. Because the effects of reactant and product internal energy are included in the fitting procedure, the dissociation thresholds correspond to bond energies at 0 K .

TABLE 3: Bond Dissociation Enthalpies for PX $_{4}{ }^{-}$Anions ${ }^{\boldsymbol{a}}$

| X | 0 K | 298 K | theo $(0 \mathrm{~K})^{b}$ | theo $(0 \mathrm{~K})^{c}$ |
| :--- | :---: | :---: | :---: | :---: |
| F | $200 \pm 10$ | $200 \pm 10^{d}$ | 210 | 197 |
| Cl | $90 \pm 7^{e}$ | $90 \pm 7^{e}$ | 107 | 103 |
| Br | $66 \pm 6$ | $65 \pm 6$ | 98 | 93 |
| I | $55 \pm 8$ | $54 \pm 8$ | 102 |  |

${ }^{a}$ Values in kJ mol ${ }^{-1}$. ${ }^{b}$ Calculated using B3LYP/6-311+G(d) (see text for basis set details). ${ }^{c}$ Calculated using G2(MP2). ${ }^{d}$ Reference 12, adjusted as discussed in the text. ${ }^{e}$ Reference 2.

TABLE 4: Structural Properties of $\mathbf{P X}_{4}{ }^{-}$and $\mathbf{P X}_{3}{ }^{a}$

|  | $\mathrm{PX}_{4}{ }^{-}$ |  |  |  |  | $\mathrm{PX}_{3}$ |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| X | $R_{12}$ | $R_{14}$ | $\angle_{213}$ | $\angle_{415}$ |  | $R_{P X}$ | $\angle_{\mathrm{XPX}}$ |
| F | 180 | 165 | 188.6 | 87.2 |  | 161 | 97.5 |
| Cl | 246 | 213 | 168.2 | 93.7 |  | 209 | 101.0 |
| Br | 263 | 232 | 158.1 | 96.9 |  | 227 | 102.2 |
| I | 272 | 272 | 109.5 | 109.4 |  | 252 | 103.9 |

${ }^{a}$ Bond distances in picometers and angles in degrees calculated using B3LYP/6-311+G(d). For atom labels refer to Figure 1.

TABLE 5: Calculated Atomic Charges ${ }^{a}$

|  |  | $\mathrm{PX}_{4}{ }^{-}$ |  |  |  | $\mathrm{PX}_{3}$ |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| technique | X | $q_{\mathrm{P}}$ | $q_{\mathrm{X}}(\mathrm{ax})$ | $q_{\mathrm{X}}(\mathrm{eq})$ |  | $q_{\mathrm{P}}$ | $q_{\mathrm{X}}$ |
| AIM | F | 2.07 | -0.77 | -0.76 |  | 2.21 | -0.74 |
|  | Cl | 1.10 | -0.062 | -0.43 |  | 1.17 | -0.39 |
|  | Br | 0.83 | -0.58 | -0.34 |  | 0.79 | -0.26 |
|  | I | 0.47 | -0.37 | -0.37 |  | 0.31 | -0.10 |
| NBO | F | 1.52 | -0.66 | -0.60 |  | 1.68 | -0.56 |
|  | Cl | 0.79 | -0.58 | -0.32 |  | 0.76 | -0.25 |
|  | Br | 0.52 | -0.51 | -0.25 |  | 0.51 | -0.17 |
|  | I | 0.06 | -0.27 | -0.27 | 0.10 | -0.03 |  |

${ }^{a}$ Calculated at the B3LYP/6-311+G(d) level.
TABLE 6: AIM Bond Orders ${ }^{a}$

| X | $\mathrm{BO}\left(\mathrm{PX}_{4}{ }^{-}, \mathrm{ax}\right)$ | $\mathrm{BO}\left(\mathrm{PX}_{4}^{-}, \mathrm{eq}\right)$ | $\mathrm{B}\left(\mathrm{PX}_{3}\right)$ | $\mathrm{ax} / \mathrm{PX}_{3}$ | $\mathrm{eq} / \mathrm{PX}_{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| F | 0.63 | 0.64 | 0.73 | 0.86 | 0.88 |
| Cl | 0.75 | 1.03 | 1.09 | 0.69 | 0.95 |
| Br | 0.82 | 1.10 | 1.18 | 0.69 | 0.93 |
| I | 1.06 | 1.06 | 1.24 | 0.86 | 0.86 |

${ }^{a}$ Calculated at the $6-311+G(d)$ level except as noted in the Experimental Section.

The final uncertainties in the bond energies are derived from the standard deviation of the thresholds determined for individual data sets, the uncertainty in the reactant internal energy, the effects of kinetic shifts, and the energy scale uncertainty ( $\pm 0.15$ eV lab). The results are given in Table 3.

Computed bond energies, structures, atomic charges, and bond orders are given in Tables $4-6$. The 0 K bond energies can be converted into 298 K bond enthalpies (Table 3) using the heat capacities of the reactants and products, which can be determined using the frequencies from Table 1. The reactant and product heat capacities are very similar, so the 298 K bond enthalpies are almost identical to the 0 K values.

## Discussion

Calculated Geometries, Atomic Charges, and Bond Orders. The 3C-4E model predicts that equatorial bonds in $\mathrm{PX}_{4}{ }^{-}$ should be two-center, two-electron bonds similar to those in $\mathrm{PX}_{3}$, whereas the axial ( $3 \mathrm{C}-4 \mathrm{E}$ ) bonds should be longer. If the bonding is ionic, all four bonds should be of similar length. Computed bond lengths and angles are given in Table 4. For X $=\mathrm{Cl}$ and $\mathrm{Br}, R_{12}$ in $\mathrm{PX}_{4}^{-}$is only $4-5 \mathrm{pm}$ longer than $R_{\mathrm{PX}}$ in $\mathrm{PX}_{3}$, whereas $R_{14}$ is $36-37 \mathrm{pm}$ longer. Although the experi-
mental crystal structures for $\mathrm{PCl}_{4}{ }^{-}$and $\mathrm{PBr}_{4}{ }^{-}$are distorted by lattice effects, ${ }^{4,6,7}$ the average axial and equatorial bond lengths are consistent with the computational results. The substantial difference in bond lengths agrees with the 3C-4E model. The difference between the axial and equatorial bond lengths in $\mathrm{PF}_{4}^{-}$ $(15 \mathrm{pm})$ is less than half as large as that in $\mathrm{PCl}_{4}^{-}$and $\mathrm{PBr}_{4}{ }^{-}$, consistent with increased ionic character in $\mathrm{PF}_{4}{ }^{-}$. Surprisingly, the differences between the respective axial and equatorial bond lengths in $\mathrm{PF}_{5}$ and $\mathrm{PCl}_{5}(4$ and 12 pm$){ }^{47}$ are much smaller than the corresponding values for $\mathrm{PX}_{4}{ }^{-}$.

The calculations give a tetrahedral geometry for $\mathrm{PI}_{4}^{-}$rather than a seesaw. This can be understood in terms of two limiting geometries for $\mathrm{PX}_{4}{ }^{-}$systems. If the lone pair on the P atom is stereochemically active, five active electron pairs around the central atom lead to a seesaw geometry. If the lone pair is stereochemically inactive, then the four active electron pairs lead to a tetrahedral geometry. As noted by Cotton et al., ${ }^{48}$ "Stereochemical activity of the lone pair decreases with (1) increasing coordination numbers, (2) increasing atomic number of the halogen, and especially (3) increasing atomic number of [the central element]." ${ }^{49}$ Sheldrick et al. found that $\mathrm{PBr}_{4}{ }^{-}$is partially distorted toward a tetrahedral geometry. ${ }^{6}$ The greater steric repulsion of heavier halogen ligands ${ }^{1}$ is also seen in the computational results, where $\angle_{213}$ decreases by $30^{\circ}$ and $\angle_{415}$ increases by $10^{\circ}$ in going from $\mathrm{PF}_{4}^{-}$to $\mathrm{PBr}_{4}^{-}$. The calculations indicate that $\mathrm{PI}_{4}^{-}$continues this trend. An example of the third effect is $\mathrm{BiCl}_{4}^{-}$, which is calculated to be nearly tetrahedral. ${ }^{2}$ Thus, competing forces in $\mathrm{AX}_{4}^{-}$molecules favor two different geometries.

The 3C-4E model predicts charges of -0.5 for the axial halides and 0 for the other atoms in $\mathrm{PX}_{4}^{-}$. The calculated atomic charges for $\mathrm{PCl}_{4}{ }^{-}$and $\mathrm{PBr}_{4}{ }^{-}$given in Table 5 are only partially consistent; the differences in the equatorial and axial charges for $\mathrm{PCl}_{4}^{-}$and $\mathrm{PBr}_{4}^{-}$range from 0.19 to 0.26 , and the charges in $\mathrm{PF}_{4}{ }^{-}$are nearly the same. $\mathrm{P}-\mathrm{X}$ bond polarity appears to be an important effect on the atomic charges; the fluoride species in particular is calculated to be more ionic than covalent. The AIM and NBO calculations agree that addition of $\mathrm{X}^{-}$to $\mathrm{PX}_{3}$ causes only minor changes in the charge on the central atom. Calculated NBO charges on the axial and equatorial halogen atoms in $\mathrm{PF}_{5}$ and $\mathrm{PCl}_{5}$ are different by only 0.04 and 0.12 , respectively. This, like the bond lengths given above, suggests that the axial and equatorial halogens in $\mathrm{PX}_{5}$ are more similar than the corresponding halogens in $\mathrm{PX}_{4}^{-}$.

The best interpretation of the AIM bond orders given in Table 6 is not obvious because the nominal single bonds in $\mathrm{ACl}_{3}$ have calculated bond orders ranging from 0.73 to 1.24 , with lower bond orders correlating with more ionic bonding. However, the ratios of the bond orders in $\mathrm{PX}_{4}^{-}$to the bond orders in $\mathrm{PX}_{3}$ give clearer trends. According to the 3C-4E model, the equatorial (two-center, two electron) $\mathrm{P}-\mathrm{X}$ bonds should have a bond order of 1 , whereas the axial bonds should be $3 \mathrm{C}-4 \mathrm{E}$ bonds with $\mathrm{P}-\mathrm{X}$ bond orders of ca. $2^{-0.5}(0.71) .{ }^{50}$ If ionic bonding is dominant, the four $\mathrm{P}-\mathrm{X}$ bonds in $\mathrm{PX}_{4}^{-}$should have similar bond orders. Given this simplified description, the relative bond orders (also given in Table 6) have clear implications: $\mathrm{PCl}_{4}^{-}$and $\mathrm{PBr}_{4}{ }^{-}$ are in good agreement with the 3C-4E model. $\mathrm{PF}_{4}^{-}$, which has four similar bond orders, is ionic. $\mathrm{PI}_{4}{ }^{-}$has four identical bond orders, which are similar to bond orders in $\mathrm{PF}_{4}{ }^{-}$. However, the cause is the tetrahedral geometry rather than the difference in the electronegativities of the phosphorus and the halogen.

NBO (Natural Population Analysis) calculations show 3C4 E bonding in $\mathrm{PF}_{4}^{-}, \mathrm{PCl}_{4}^{-}$, and $\mathrm{PBr}_{4}^{-}$, but not in $\mathrm{PI}_{4}{ }^{-}$. This is consistent with the two different geometries discussed above.


Figure 4. Bond energies in $\mathrm{AX}_{4}^{-}$systems as a function of the difference in Pauling electronegativity between the central atom and the halogen atom. Data from the present work and refs 12 and 15.

The NBO calculations also give total valence d orbital occupancies of $0.02-0.06$ electrons in all $\mathrm{PX}_{3}$ and $\mathrm{PX}_{4}{ }^{-}$systems, with the $\mathrm{PX}_{3}$ systems having higher d orbital occupancies than the $\mathrm{PX}_{4}{ }^{-}$systems. This supports the idea that d orbitals on the central atom do not participate significantly in the bonding molecular orbitals of the molecule; a similar effect was seen for the other $\mathrm{ACl}_{4}{ }^{-}$molecules. ${ }^{2}$

Trends in Bond Strengths. As shown in Table 3, the $\mathrm{X}_{3} \mathrm{P}-$ $\mathrm{X}^{-}$bond strength is strikingly weaker for $\mathrm{X}=\mathrm{Cl}$ than for $\mathrm{X}=$ F. The $\mathrm{X}=\mathrm{Br}$ and I values continue the downward trend. A parallel trend is seen in the two available $\mathrm{X}_{3} \mathrm{As}-\mathrm{X}^{-}$bond strengths. $D\left(\mathrm{~F}_{3} \mathrm{As}^{-} \mathrm{F}^{-}\right)$has been previously measured to be 34 $\mathrm{kJ} \mathrm{mol}{ }^{-1}$ higher than $D\left(\mathrm{~F}_{3} \mathrm{P}-\mathrm{F}^{-}\right) .{ }^{12} D\left(\mathrm{Cl}_{3} \mathrm{As}-\mathrm{Cl}^{-}\right)=115 \pm 7$ $\mathrm{kJ} \mathrm{mol}^{-1}, 25 \mathrm{~kJ} \mathrm{~mol}^{-1}$ higher than $D\left(\mathrm{Cl}_{3} \mathrm{P}-\mathrm{Cl}^{-}\right) .{ }^{2}$

Part of the observed trend can be attributed to a general weakening of $\mathrm{P}-\mathrm{X}$ bonding for X lower on the periodic table. For example, the average of the 298 K bond enthalpies in $\mathrm{PX}_{3}$, $D(\mathrm{P}-3 \mathrm{X}) / 3$, are $504,323,266$, and $200 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for $\mathrm{X}=\mathrm{F}$, $\mathrm{Cl}, \mathrm{Br}$, and I, respectively. ${ }^{51}$

The eight $\mathrm{AX}_{4}^{-}$bond strengths currently known can be plotted as a function of the difference in electronegativity between the terminal and central atoms $(\triangle \mathrm{EN})$. The results are shown in Figure 4. Clearly, the $\mathrm{AX}_{3}-\mathrm{X}^{-}$bond energies correlate well with $\triangle \mathrm{EN}\left(R^{2}=0.92\right)$. There are several factors that potentially contribute to this effect, and the bond strengths in $\mathrm{PX}_{3}$ given above indicate that much of the effect is due to factors that are not unique to $3 \mathrm{C}-4 \mathrm{E}$ bonding.

Arguably, the data for $\mathrm{PI}_{4}{ }^{-}$should not be included in Figure 4 because the geometry and bonding are not the same as in the other species. However, the seesaw geometry is apparently at nearly the same energy as the tetrahedral structure. Calculations at the B3LYP/6-311+G(d) level indicate that if the geometry of $\mathrm{PI}_{4}{ }^{-}$is constrained such that $\angle_{213}=158.1^{\circ}$ (the value in $\mathrm{PBr}_{4}^{-}$), the energy is only $9 \mathrm{~kJ} / \mathrm{mol}$ higher than the value at the fully optimized geometry. Thus, the bond energy in the seesaw geometry is apparently slightly weaker than the measured bond energy, and the difference does not significantly affect the results in Figure 4.

The data in Figure 4 represent systems where $\triangle E N$ is small (and the 3C-4E model is apparently better) as well as systems where $\triangle \mathrm{EN}$ is almost 2 (and the ionic description is more consistent with the computational results). Nevertheless, the linear regression shown in Figure 4 shows no discontinuity, suggesting a continuum of bonding between the two limits described by the two models. The slope of the fit, $140 \mathrm{~kJ} \mathrm{~mol}^{-1}$
per electronegativity unit, is inconsistent with the expanded octet model, which does not involve charge buildup on the terminal atoms.

Larson and McMahon ${ }^{12}$ measured $D\left(\mathrm{~F}_{3} \mathrm{P}-\mathrm{Cl}^{-}\right)=65 \mathrm{~kJ}$ $\mathrm{mol}^{-1}$ and $D\left(\mathrm{~F}_{3} \mathrm{As}-\mathrm{Cl}^{-}\right)=108 \mathrm{~kJ} \mathrm{~mol}^{-1}$. These are slightly weaker than the corresponding $D\left(\mathrm{Cl}_{3} \mathrm{~A}-\mathrm{Cl}^{-}\right)$values given above. If the bonding were dominated by an ion-dipole attraction between the $\mathrm{Cl}^{-}$and the polar $\mathrm{AX}_{3}$ molecule, then the ability of F to withdraw more electron density from A should make $D\left(\mathrm{~F}_{3} \mathrm{~A}-\mathrm{Cl}^{-}\right)$stronger than $D\left(\mathrm{Cl}_{3} \mathrm{~A}-\mathrm{Cl}^{-}\right)$. Thus, iondipole interactions do not dominate the bond strengths.

The calculated bond strengths in Table 3 are reasonably good for the fluoride and chloride systems but diverge for the bromide and iodide systems. This is surprising, because calculations on the closely related trihalide systems are generally worse for the lighter halogens. ${ }^{26}$ The B3LYP calculations give higher bond strengths than the more computationally intensive G2(MP2) calculations, which is consistent with results for similar systems. ${ }^{52}$

The current data suggest that bond strengths in other hypervalent systems may be predicted with reasonable accuracy if the electronegativities of the atoms involved are known. However, interpolation of the data suggests that $\mathrm{NF}_{4}{ }^{-}$is bound by ca. $100 \mathrm{~kJ} \mathrm{~mol}^{-1}$, whereas the experimental value is 30 kJ $\mathrm{mol}^{-1} .{ }^{53}$ Similarly, the bond strength in $\mathrm{F}_{3}{ }^{-}$is about $30 \mathrm{~kJ} \mathrm{~mol}^{-1}$ weaker than the bond strengths in $\mathrm{Br}_{3}{ }^{-}$and $\mathrm{I}_{3}{ }^{-}$, even though $\Delta \mathrm{EN}=0$ for these systems. ${ }^{54} \mathrm{~A}$ theoretical calculation at the B3LYP/aug-cc-pVDZ level gives $D\left(\mathrm{NF}_{3}-\mathrm{F}^{-}\right)=54 \mathrm{~kJ} \mathrm{~mol}^{-1}$; calculations at this level give a similar overestimate of the bond strength in $\mathrm{F}_{3}{ }^{-} .{ }^{54}$ The deviation of the experimental bond strengths from the typical trend may be due to the lack of d orbitals on the central atom in $\mathrm{NF}_{4}{ }^{-}$and $\mathrm{F}_{3}{ }^{-}$, eliminating the possibility of $\pi$-back-bonding from filled lone pairs on the halogen atoms; ${ }^{55}$ differences between the orbitals of $\sigma$ symmetry on the central atom may also play a role. ${ }^{56}$

Work in progress on trihalide systems shows a similar dependence of bond strength on $\triangle \mathrm{EN}$, but with a substantially higher $y$-intercept. The cause of the difference in the intercepts is not clear; further work will explore these bond strength trends in more detail.

## Conclusions

The $\mathrm{Br}_{3} \mathrm{P}-\mathrm{Br}^{-}$and $\mathrm{I}_{3} \mathrm{P}-\mathrm{I}^{-}$bond strengths at 0 K have been determined to be $66 \pm 6$ and $55 \pm 8 \mathrm{~kJ} \mathrm{~mol}^{-1}$ by measuring thresholds for collision-induced dissociation in a flowing afterglow-tandem mass spectrometer. The bond strengths for all four phosphorus tetrahalide anions correlate very well with the difference in the electronegativities of phosphorus and the halogen atoms; the slope of $140 \mathrm{~kJ} \mathrm{~mol}^{-1}$ per electronegativity unit indicates the importance of this effect. Computational results at the B3LYP/6-311+G(d) level suggest that $\mathrm{PCl}_{4}{ }^{-}$and $\mathrm{PBr}_{4}{ }^{-}$ have near-linear, three-center, four-electron bonds, whereas $\mathrm{PF}_{4}^{-}$ is more ionic. Steric crowding makes $3 \mathrm{C}-4 \mathrm{E}$ bonding energetically unfeasible in $\mathrm{PI}_{4}^{-}$, which is tetrahedral instead. The calculated bond strengths for $\mathrm{PBr}_{4}{ }^{-}$and $\mathrm{PI}_{4}{ }^{-}$are substantially higher than the experimental bond energies; the cause for this is not known.
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