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Electrospray ionization Fourier transform ion cyclotron resonance (ESI-FTICR) mass spectrometry has been
utilized to study solvates of tris(2,2′-bipyridine)ruthenium(II). Spontaneous dissociation of solvent (acetonitrile,
acetone, or methyl ethyl ketone) from the solvation shell occurs when these ions are trapped for extended
periods of time in the ICR cell. The pressures employed in these experiments are low enough (10-9 to 10-8

mbar) to neglect (or partially neglect) collisional activation as a means for dissociation. Therefore, it is suggested
that the solvated ruthenium species undergo dissociation following the absorption of blackbody infrared
radiation. Solvent-complex dissociation has been studied at several pressures ranging from 10-9 to 10-8

mbar to provide a range of dissociation data in the low-pressure regime. The results reported here demonstrate
the consistency of the dissociation rate constants at pressures that differ by an order of magnitude. Temperature
dependence studies were performed to extract zero-pressure activation energies from Arrhenius analyses.
Given the number of degrees of freedom and the magnitude of the rate constants at a given temperature of
the ruthenium complex ion solvates, the experimental Arrhenius activation energies are likely to be substantially
lower than the true bond dissociation energies. ZINDO semiempirical methods, which were calibrated against
DFT and experimental values, have been used to determine optimized structures and vibrational frequencies
for bipyridine-containing ruthenium(II) solvates. These parameters were then used both for master equation
modeling and the truncated Boltzmann/modified Tolman approach, each of which provide calculated binding
energies of the solvents to the ruthenium complex ion. Solvation energies in the range 15-20 kcal/mol were
found for binding of solvent molecules in the first solvation shell of tris(2,2′-bipyridine) ruthenium(II) ions.

Introduction

Polypyridine complexes of divalent ruthenium ions have been
of major interest for applications such as analytical chemilu-
minescence1 and solar energy conversion.2 The prototype
complex of this group is tris(2,2′-bipyridine)ruthenium(II), [Ru-
(bpy)3]2+ (Figure 1), and a vast number of derivatives have also
been studied.3 Extensive work has been done by Woodruff4 and
Kincaid5 on normal-coordinate analysis of both the ground and
MLCT excited states of tris(bipyridine)ruthenium(II). The
possible use of these compounds in solar energy conversion as
well as investigation of their unique excited-state properties6,7

has pointed out the need for even better understanding of their
structure and reactivity.

Fourier transform ion cyclotron resonance (FT-ICR) mass
spectrometry8,9 has proven to be a powerful tool for studying

gas-phase ion chemistry. FT-ICR mass spectrometry offers high
mass accuracy,10 nondestructive detection (remeasurement of
the same ion population for improved sensitivity, high orders
of multistage mass spectrometry, etc.),11 and unparalleled mass
resolving power.12 Additionally, due to the long trapping times
obtainable by FT-ICR methodology, a variety of experimental
techniques can be employed to manipulate the ions trapped in
the ICR cell. After formation by electrospray ionization
(ESI),13,14 noncovalent complexes, such as the solvated ruthe-
nium clusters used in these experiments, can be transferred to
the FT-ICR analyzer cell and investigated in the gas phase.
Analysis of these partially solvated gas-phase ions provides a
better understanding of the similarities and differences between
solution and gas-phase chemistry by providing a bridge between
the properties of the unsolvated ion in the gas phase and the
same species in solution. The stepwise solvation energies of
coordination complexes such as [Ru(bpy)3]2+ are fundamental
physical properties that can reveal details about environmental
effects in the excited-state chemistry of the ions.

Blackbody infrared radiative dissociation (BIRD) has been
used as a reliable means to obtain unimolecular dissociation
rate constants and dissociation energies for a variety of small
to large molecular species.15-26 Depending on several factors,
including transition state structure, dissociation rate, magnitude
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of activation energy, and the number of vibrational degrees of
freedom, detailed calculations may or may not be required to
extract the dissociation energies that govern BIRD processes.27-29

For the solvated ruthenium complex ions studied here, a full
master equation (ME)30-32 approach has been utilized to
determine desolvation energies associated with the solvent-
complex bond. These results have also been compared with
binding energies obtained from the truncated Boltzmann/
modified Tolman approach.27

Experimental Section

All experiments were performed on a Bruker (Billerica, MA)
FT-ICR mass spectrometer (BioApex 4.7e), which is equipped
with a 4.7 T passively shielded superconducting magnet and
coupled to a modified (heated metal capillary) Analytica
(Branford, CT) ESI source.33 Solutions containing the ruthenium
complex ion were electrosprayed (Vneedle ) 1800 V) at a
concentration of 2× 10-5 M in methanol using a flow rate of
1.0µL/min. The desolvating metal capillary was maintained at
a voltage of 72 V and resistively heated to a temperature of
110°C. The skimmer voltage was held at 5 V to generate a∆V
between the capillary and skimmer of 67 V. Capillary and
skimmer voltages were minimized to reduce the chance of in-
source dissociation processes. Resolvation of Ru(II) complex
ions occurred after introduction of solvent-saturated nitrogen
gas, which had been bubbled through the solvent of interest,
into the electrospray source housing (Figure 2). This solvation
method was first demonstrated by Posey et al.34 A variety of
partially solvated Ru(II) complex ions has been produced in
our laboratory with this method using methanol, acetonitrile,
acetone, and methyl ethyl ketone (MEK) as solvents.

Solvated ions were externally accumulated in a hexapole ion
guide/trap for 1 s and subsequently transferred to the ICR cell
via a series of electrostatic optics. The reaction delay time
(before ion excitation and detection but after ion injection into
the FTICR analyzer cell and any necessary ion ejections) was
varied within the experimental pulse sequence to observe the

degree of blackbody infrared dissociation that occurred while
the solvated species were trapped in the cell. Ion ejection/
isolation experiments were performed by introducing a cor-
related sweep35 into the pulse sequence, which inherently
minimizes off-resonance excitation. In addition, a 10 kHz “safety
belt” was applied on either side of the isolated ion frequency
region to minimize energy imparted to the ion by frequencies
of the chirp excitation nearest to that of the ion of interest.

Reasonable signal-to-noise was achieved upon mass spectral
averaging of only a few scans. In general, however, 20-30 time
domain signals were co-added prior to Fourier transformation
to improve the quality of mass spectra and also to obtain a more
accurate representation of relative ion populations in the ICR
analyzer cell.

After isolation of a particular solvated ion, its peak height
was monitored as a function of the reaction delay time to obtain
an experimental unimolecular dissociation rate constant. Rate
constants were obtained by plotting ln{[M]/([M] + [P])} versus
reaction delay time, where M is the height of the solvated
molecular ion peak and P is that of the dissociation product
ion. This analysis method was more straightforward than fitting
many peak heights as a function of reaction time because
contributions from ions resulting from competing dissociation
pathways involving other solvated species were minimized.

Pressure dependence studies were carried out by introducing
argon directly into the FTICR cell via a Varian (Lexington, MA,
Model 951-5106) leak valve with pressures ranging from 2×
10-9 mbar (base pressure) to 5× 10-8 mbar. Accurate BIRD
kinetic modeling could not be accomplished at pressures greater
than 10-7 mbar because activation by collisions contributes
significantly to the dissociation mechanism. Moreover, sub-
stantial collisional damping of the ion signal occurs above 10-7

mbar, which in turn prevents meaningful evaluation of kinetic
data above the defined low-pressure regime.

Temperature dependence studies were performed by directly
heating the vacuum chamber around the analyzer cell. FTICR
cell temperatures were elevated by controlling the power output
of the bakeout heaters surrounding the vacuum chamber (in the
region of the cell) via a Eurotherm [Reston, VA, Model 818]
temperature controller. Temperatures in the analyzer cell were
measured by two copper-constantan thermocouples, one at-
tached to each of the electrically insulated structures that support
the two opposing trapping plates. The average of the temper-
atures indicated by the two thermocouples was taken as the cell
temperature. Calibration was accomplished with a third ther-

Figure 1. Cartoon structure of tris(2,2′-bipyridine)ruthenium(II). The
nitrogens (dark atoms) are coordinatively bound to the central ruthenium
ion to form an octahedral complex.

Figure 2. Schematic diagram of the FTICR mass spectrometer used
in the BIRD experiments. House nitrogen was dried and bubbled
through the solvent of interest. The “carrier” gas was then introduced
into the ESI source housing where resolvation occurred after the
capillary exit.
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mocouple placed directly in the center of the cell (only during
calibration experiments). The average temperature from the two
thermocouples at either end of the cell was always found to be
within (3 K of the third thermocouple reading over a temper-
ature range of 294-365 K.

Computational Section

Zerner intermediate neglect of differential overlap (ZIN-
DO)36,37 (Hyperchem program v.5.1, Hypercube Inc., Gaines-
ville, FL) semiempirical calculations and ME modeling were
employed to determine binding energies for the solvent mol-
ecules attached to the Ru(II) complex ion. ZINDO has often
been used to compute the properties of large molecular
complexes containing transition metals.38,39 All geometries of
solvated Ru(II) complex ions were optimized using this
semiempirical technique. Additionally, vibrational spectra were
calculated to obtain vibrational frequencies and intensities
required for ME modeling. Because ZINDO-calculated vibra-
tions for C-H stretching modes differ greatly from average
experimental values, a scaling formula of the form

was used (Zerner, private communication), whereνi is the
ZINDO-calculated frequency of interest, andνmin andνmax are
the lowest and highest ZINDO-calculated frequencies, respec-
tively. Table 1 shows some selected vibrational frequencies
obtained from the ZINDO method for tris(2,2′-bipyridine)-
ruthenium(II) solvated with one MEK molecule, the corre-
sponding scaled frequencies, and experimental frequencies. Low
frequencies are scaled to slightly higher values, whereas those
at ∼4500 cm-1, associated with C-H stretching frequencies,
are scaled to experimentally observed values around 3000 cm-1.

ZINDO-optimized geometries of [Ru(bpy)3]2+ and the solvent
molecule acetonitrile were used as input for density functional
theory, DFT, calculations at the B3LYP/LANL2DZ level of
theory using the Gaussian 9840 computational package. DFT
optimized structures were then used for the calculation of
vibrational frequencies and absolute absorption intensities. The
LANL2DZ basis set uses an effective core potential developed
by Hay and Wadt41-43 (Los Alamos National Laboratories) plus
the DZ basis set to describe the elements Na to Bi. The Dunning/
Huzinaga full double-ú (D95)44 basis set was used for the first
row elements. DFT vibrational frequencies scaled by 0.95 gave
the best agreement with experimental values as well as the scaled
ZINDO frequency values.

Scaled vibrational frequencies obtained from ZINDO calcula-
tions were also used for truncated Boltzmann analysis. Densities

of states required for the determination of Boltzmann statistics
were calculated by using the Beyer-Swinehart direct count
method.45 A modified Tolman equation developed by Dunbar27

was utilized

where∆Edep is the correction for the reactive depletion of the
Boltzmann distribution and∆Erad consists of the blackbody
radiation-related corrections. The sum of the partially canceling
terms∆Edep+∆Erad is estimated to be 300 cm-1.27

Two master equation modeling programs, at Marshall Uni-
versity and at Case Western Reserve University (CWRU), were
used, which are similar in concept but differ in some compu-
tational details and in some assumptions incorporated into the
modeling. The comparison of results from these two independent
analyses serves to suggest the magnitude of the uncertainty that
is associated with differing assumptions and choices made in
fitting the data to a kinetic-theory model.

Briefly, the master equation model numerically simulates the
experiment as the solution to a set of coupled integro-differential
equations explicitly accounting for the detailed rates of all state-
to-state transitions (kij) and dissociation processes (kd). The
coupled equations of motion are given by

whereNj(0), Ni(0), and dNi(t) are the initial population fraction
in energy levelsj and i and the time dependent change in
population fraction in energy leveli, respectively. The micro-
canonical dissociation rates (kd) are determined either from
RRKM theory or phase space theory using the reactant and
transition state frequency sets described above. The sum and
density of states were calculated using the direct count Beyer-
Swinehart algorithm with an energy grain size of 1 cm-1. In
the zero-pressure limit, the rates of state-to-state transitions are
given exclusively by the rates of radiative absorption (k1,rad) and
emission (k-1,rad).

The detailed rate constants for blackbody absorption,k1,rad,
and for spontaneous and stimulated emission,k-1,rad, were
calculated using the weakly coupled harmonic oscillator model.

wherePj
mhν is the product of the probability of theνth oscillator

havingm quanta of energy in thejth internal energy state and
of the increased transition probability of an excited harmonic
oscillator,F(hν) is the radiation density atν given by the Planck
distribution, andB(hν) andA(hν) are the Einstein coefficients
for stimulated and spontaneous radiative transition processes,
respectively, given by

TABLE 1: Representative Vibrational Frequencies (cm-1)
Obtained from ZINDO for [Ru(bpy) 3]2+ a

vibrational
frequency

scaled vibrational
frequency

experimental
frequencyb

166 182 207
233 250 283
447 455 370
712 681 668

1218 1048 1115
1400 1165 1176
2117 1571 1450
4788 2965 3071

a Scaling of the calculated frequencies to values closer to those
observed experimentally was accomplished using eq 1.b Taken from
ref 53.

νscaled) νix{0.89+ [0.745 sin(π
2

(νi - νmin )

(νmax- νmin ))]} (1)

Et ) Ea + 〈E'〉 - ∆Edep- ∆Erad (2)

dNi(t) ) [kdNi(0) + ∑
j

kijNj(0)] dt (3)

ki,j ) k1,rad+ k-1,rad (4)

k1,rad(∆Eifj)hν) ) ∑
m

F(hν) B(hν)Pi
mhν (5)

k-1,rad(∆Ejfi)hν) ) ∑
m

{A(hν) + F(hν) B(hν)}Pj
mhν (6)

B(hν) ) µ2/6ε0p
2 (7)

A(hν) ) 8πh(ν/c)3B(hν) (8)
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As discussed above, transition frequencies (ν) calculated at
the ZINDOsemiempiricallevel were scaled using eq 1 and DFT
frequencies were scaled by 0.95.

Master equation modeling at Marshall University was per-
formed using double precision Fortran 77 code on a DEC
433AU workstation. A finite-difference approximation to the
master equation, with an energy grain size of 50 cm-1, was
used to model the dissociation of these solvated complexes.
Integration of stiffly coupled equations was facilitated by library
calls to a freeware backward differentiation formula (BDF)
routine (DVODE) provided within the ODEPACK library.46 A
Boltzmann distribution at each simulation temperature was used
for the initial population. After a steady-state population
distribution was reached, data points at a minimum of 12
“reaction” times were collected to evaluate the unimolecular
rate constant. This process was repeated for each complex at
two or three temperatures spanning the experimental temperature
range. Arrhenius constants were obtained from the temperature
dependence of these rate constants.

Within the RRKM/master equation model three parameters
can be varied to fit the experimental Arrhenius constants: the
threshold dissociation energy (E0), the oscillator transition dipole
moments (µ), and the transition frequency set associated with
the activation entropy (∆Sq). Transition frequency sets were
obtained from frequency analysis of the DFT or ZINDO
calculations. The vibrational frequency corresponding to the
dissociation reaction coordinate was removed from the set and
five other low-frequency vibrations associated with coupling
motion were systematically varied to generate activation en-
tropies ranging from 0 to 15 eu. Four transition frequency sets
were constructed for each system. The quality of transition
dipole moments obtained fromsemiempiricaland DFT theoreti-
cal models is not well characterized. For these calculations,
scaling factors from 0.8 to 1.5 were used. It was not possible
to fit the experimental data by scaling above or below this range.

The master equation modeled threshold dissociation energies
reported here are obtained by systematically varying all three
of these parameters over the stated ranges and comparing the
resulting activation parameters with the experimental values.
Calculated values within the error range of the experimental
values are considered acceptable. Typically, only a fewE0 values
are accepted within these constraints and the reported values
include the full range.

In the CWRU contribution to the interpretation the master
equation analysis was carried out both using an RRKM approach
parallel to the Marshall University work, and also using a phase
space theory (PST) approach. In all of this work, the master
equation was analyzed with the matrix approach,32 as imple-
mented in the kinetics package VariFlex.47 In this approach,
the master eq 3 is put into matrix form, and the matrix is
diagonalized. The lowest eigenvalue gives the steady-state rate
constant for ion dissociation, and the corresponding eigenvector
gives the steady-state internal-energy distribution of the ion
population.

The microcanonical unimolecular dissociation rate constants
for eq 3 were derived within the overall context of transition
state theory (TST), using either RRKM theory or phase space
theory (PST). A major uncertainty in the analysis is the nature
of the transition state appropriate to these dissociations, which
has a substantial effect on the results. Nearly all of the ions
were calculated by both of these approaches.

The PST transition state adopts the limit of a very loose
(“orbiting”) transition state, which offers no empirical param-
etrization of the transition state. This is the loosest possible

transition state within TST, and it gives low dissociation rates
(or, equivalently, high dissociation energies) compared with
models using a tighter transition state, which includes most
RRKM parametrizations.

RRKM theory, when applied to barrierless dissociations
(which is presumably the situation for the present solvent
detachment reactions) uses a parametrized transition state, where
the looseness of the transition state is parametrized in the form
of an entropy of activation. This is carried out by a rather
arbitrary procedure of adjusting the frequencies of various
vibrational modes in the transition state. This entropy of
activation is often specified at 1000 K and designated∆Sq

1000K.
To a good degree of approximation, the two fitting parameters
of the RRKM data fitting approach, namely,E0 and∆Sq

1000K,
trade off in such a way that very similar calculated kinetics result
from pairs of matchingE0 and∆Sq

1000K values over quite a wide
range. A tight transition state (low∆Sq

1000K) combined with a
low E0 gives results similar to a loose transition state (highly
positive ∆Sq

1000K) combined with a highE0. It was found in
the present systems that a∆Sq

1000K of 12-16 cal K-1 mol-1

gave results similar to the PST results (using the sameE0

values). However, this is a looser transition state than has usually
been adopted in RRKM calculations48 (also compare the
Marshall University parametrization in the present work,
described above), and it seemed best to use a somewhat lower
value. In these calculations,∆Sq

1000K was chosen near 10 cal
K-1 mol-1. This results in the RRKM assignments ofE0 being
roughly 2 kcal/mol lower than the PST assignments, but it
should be reemphasized that the RRKM assignments of absolute
E0 values depend fundamentally on the value chosen for
∆Sq

1000K.
Most of the PST calculations used harmonic vibrational

frequencies and transition dipole moments computed using a
semiempirical “ZINDO” protocol. This involved ZINDO cal-
culation of the harmonic frequencies and radiative intensities
of the complex ion, followed by an empirical adjustment
procedure designed to bring the important low-frequency modes
into agreement with results of ab initio calculations. A few
comparative PST calculations were also carried out using
harmonic frequencies and intensities directly calculated by the
density functional theory (DFT) approach using the B3LYP
hybrid functional. Comparisons using both approaches to
vibrational calculations gave similar results, and the much less
computationally demanding ZINDO-based protocol was adopted
for most systems. In all cases, a set of the lowest-frequency
vibrational modes of the complex (one per solvent molecule)
were identified as nearly free rotations of the solvent molecule
around the binding axis. These modes were replaced in the
calculations by internal free rotors with appropriate moments
of inertia. In the RRKM calculations the solvent molecule being
detached was assigned two additional free rotations in the
transition state. (In the PST transition state the detaching
molecule is intrinsically assumed to be freely rotating.)

The observed dissociation kinetics reflect the value ofE0 both
in the absolute dissociation rates and in the slope of the
temperature dependence. Ideally, analysis of these two types
of data would give the same value ofE0, but in most of the
present cases the absolute rates fitted a lower value ofE0 than
the slopes, the difference being of the order of 2-3 kcal/mol.
It seems best to rely most heavily on the slopes. The argument
for this is that modeling the absolute dissociation rates is directly
affected by the uncertainty of the photon absorption rate,
whereas the slope is relatively insensitive to this aspect of the
modeling. This is a particularly uncertain aspect of the modeling,
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because accurate calculation of the infrared radiative intensities
is difficult even at a high level of computation. Calculated
absolute dissociation rate predictions might easily be wrong by
a factor of 2 on this account, even without considering the
additional uncertainties discussed above in the TST modeling
of the unimolecular dissociation rate constants. Therefore, the
E0 values reported from CWRU calculations are based on fitting
the slopes.

Once the choice has been made of which transition state
model to use, and the vibrational frequencies and intensities
and other molecular properties have been assigned, the process
of fitting an E0 value to the observed temperature dependence
is quite well constrained. The fitting uncertainty was of the order
of (1 kcal/mol.

Results and Discussion

Solvated [Ru(bpy)3]2+ ions have been successfully generated
and transferred to the ICR analyzer cell in our laboratory with
a variety of solvent molecules still attached. The most critical
factors influencing the solvation of these ruthenium complex
ions were the capillary temperature and flow rate of the solvent-
carrier gas into the ESI source housing. Other important
parameters included the ion transfer orifice diameter of the
heated capillary and pressure in the capillary-skimmer region.
FT-ICR mass spectra of the [Ru(bpy)3]2+ ion with partial
solvation by acetone and methanol solvents are shown in Figure
3a,b, respectively. The groups of peaks for each solvated ion
shown in these mass spectra arise from the several isotopes of
ruthenium as well as contributions from13C and15N. The extent
of clustering varies with solvent due to steric effects, charge
interactions, and other chemical influences. In general, the peak
height of the most abundant solvated ion was between 30 and
50% that of the unsolvated molecular ion. Additionally, no
“magic number” was apparent for the number of solvents
attached to [Ru(bpy)3]2+; however, the ion peak heights typically
decreased as a function of the number of solvent molecules
attached to the ruthenium complex ion. As many as 18 MEK
solvent molecules attached to [Ru(bpy)3]2+ have been observed,
as well as H2O/CH3OH clusters of [Ru(bpy)3]2+ at higherm/z

values. Following isolation of a Ru(II) complex ion with a
specific number of solvent molecules attached (as described in
the Experimental Section), loss of one solvent molecule was
followed as a function of time. Figure 4 shows plots of the loss
of one MEK solvent molecule from [Ru(bpy)3]2+(MEK)m (m
) 1-4) as a function of trapping time in the FT-ICR cell at
329 K and a pressure of 3× 10-9 mbar. The dissociation rate
constant increases with the increasing degree of solvation around
the ruthenium complex ion.

Plots were also obtained for the dissociation of [Ru(bpy)3]2+-
(MEK)m at different temperatures within the range 294-365K.
Figure 5 shows the loss of one MEK solvent molecule from
[Ru(bpy)3]2+(MEK)1 as a function of trapping time at several
temperatures. Upon extraction of the rate constants from the
slope of the lines in plots such as those shown in Figure 5, an
Arrhenius plot such as the one shown in Figure 6 was generated.
Zero-pressure experimental activation energies were then cal-
culated by using the simple expression

whereR is the gas constant value andm is the slope of the line.
The activation energies and preexponential factors obtained are
summarized for [Ru(bpy)3]2+(MEK)m (m ) 1-4) in Table 2.
As the degree of solvation increases, there is a small decrease
in activation energy for the dissociation of MEK from the
ruthenium complex ion. Optimized structures obtained from
ZINDO calculations (Figure 7) show that the carbonyl group

Figure 3. FTICR mass spectra of tris(2,2′-bipyridine)ruthenium(II)
solvated with (a) acetone and (b) methanol molecules (m ) 1-8).
Species ofm/z greater thanm ) 8 and less thanm ) 1 were ejected
from the analyzer cell prior to detection.

Figure 4. Solvent loss from [Ru(bpy)3]2+(MEK)m (m ) 1-4) vs ion
trapping time at 329 K and a pressure of 3× 10-9 mbar. As the number
of solvent molecules around the ruthenium complex ion increases,
desolvation becomes a faster process. (b) m ) 1, k ) 0.88( 0.06 s-1;
(9) m ) 2, k ) 1.36( 0.08 s-1; (2) m ) 3, k ) 1.42( 0.06 s-1; (+)
m ) 4, k ) 1.90 ( 0.07 s-1.

Figure 5. Loss of one MEK solvent molecule from [Ru(bpy)3]2+-
(MEK)1 vs ion trapping time at several temperatures.k(293 K) ) 0.28
( 0.03 s-1, k(313 K) ) 0.63( 0.04 s-1, k(329K) ) 0.88( 0.06 s-1,
k(362 K) ) 2.36 ( 0.17 s-1.

Ea ) -(Rm) (9)
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from MEK binds with the hydrogens of the bipyridine ring.
After four MEK molecules bind to [Ru(bpy)3]2+, a fifth solvent
molecule would be expected to be more weakly bound.
However, because the solvation range studied in the work
reported here corresponds to only the first solvation shell, there
should be no significant change in energy observed. Future
studies will investigate the effect of greater solvation numbers
on the dissociation energetics of these solvated ruthenium
complex ions.

Pressure Dependence.As stated earlier, dissociation induced
by BIRD should show unimolecular rate constants that are
independent of pressure within the low-pressure regime. Ad-
ditionally, the rate constant should have a nonzero value when
extrapolated to zero pressure.29 This type of behavior is observed
for the solvated ruthenium complex ions whose dissociation is
reported here. The rate constants as a function of background
cell pressure shown in Figure 8 were obtained by monitoring
the dissociation of [Ru(bpy)3]2+(MEK)1 after ejection of all other
ions from the ICR cell. Although there is a slight increase in
the rate constant values as pressure increases, a 30-fold change
between the lowest and highest pressures would be expected if
collisional activation were the only mechanism for dissociation.
Given the uncertainties in rate constant and pressure measure-
ment and the behavior seen in Figure 8, we have assumed that
the dissociation rate constants obtained at base analyzer pressure
(ca. 2× 10-9 mbar) reflect the zero pressure dissociation rate
constant values. We conclude that a radiation-driven process
provides the primary activation for the dissociation of [Ru-
(bpy)3]2+ solvated with MEK at the pressures used in this study.

Tris(2,2′-bipyridine)ruthenium(II) Solvated with Acetone
and Acetonitrile. The change in rate constant observed for the
dissociation of [Ru(bpy)3]2+(acetone)m and [Ru(bpy)3]2+(ACN)m

is generally lower relative to that of [Ru(bpy)3]2+(MEK)m upon
an increase in temperature. For this reason, the activation energy
for loss of solvent molecule from [Ru(bpy)3]2+(acetone)m and
[Ru(bpy)3]2+(ACN)m is less than that for the loss of solvent
molecule from [Ru(bpy)3]2+(MEK)m. Parts a and b of Figure 9
are kinetic plots for the dissociation of [Ru(bpy)3]2+(acetone)1
and [Ru(bpy)3]2+(ACN)1 to form the parent ruthenium complex
ion at several temperatures.

The results from the Arrhenius plots show that the zero-
pressure activation energies (also given in Table 2) for the
dissociation of the solvent molecule from [Ru(bpy)3]2+(acetone)1
and [Ru(bpy)3]2+(ACN)1 are 4.5( 0.7 and 5.4( 0.8 kcal/mol,
respectively. These results are 1-2 kcal/mol lower in energy

than theEa of [Ru(bpy)3]2+(MEK)1. Given estimated errors for
the Ea values, however, all values in Table 2 are essentially
identical.

Truncated Boltzmann Calculations. The truncated Boltz-
mann approach has proven to be a useful one for calculating
dissociation energies for a number of small-molecule cases.27,31,49

However, for larger systems, this model has been shown to
overestimate these bond dissociation energies.32 The kinetic shift
(E0 * Et) becomes more important following the transition from
small to large-molecule behavior. To assess the accuracy of the
truncated Boltzmann model when applied to the solvated
ruthenium(II) complexes studied in this work, we obtained
dissociation energies using it before proceeding to full master
equation calculations. The Boltzmann distribution of ion internal
energies for [Ru(bpy)3]2+(MEK)n (m ) 1-4) using vibrational
frequencies from ZINDO was calculated by using

where W(E) is the density of states at energyE, k is the
Boltzmann constant, andT is the temperature. As the number
of oscillators increases, the Boltzmann distribution of ion internal
energies shifts to higher energy values.

The Boltzmann curve was truncated sharply atEt - 1/2hνav
27

to allow for reactive depletion of the ion population above
threshold as well as the ion population that dissociates upon
absorption of an “average” blackbody photon of energyhνav.
The value of the average blackbody photon energy was
calculated by integrating under the blackbody curve at the
average of the temperature range used in these experiments (at
330 K this value is approximately 1380 cm-1). An initial value
of Et was chosen, and a subsequent value for the average
truncated energy〈E′〉 was calculated. The values were then input
into eq 2 and compared to the experimentally determined
activation energy. This cycle was repeated until anEt value was
chosen that would generate a value from the modified Tolman
expression comparable withEa (within 100 cm-1). The results
from the truncated Boltzmann approach are shown in Table 2
for [Ru(bpy)3]2+(solvent)1 and for [Ru(bpy)3]2+(MEK)2.

The values calculated from the truncated Boltzmann approach
are substantially larger (Et ≈ (3.5-4)Ea) than the experimental
activation energies. Given this large shift, a full master equation
approach including RRKM (or PST) microcanonical rate
constant calculations was next applied.

Master Equation Modeling. Results from ME modeling
using the two different computational approaches described
previously in the Computational Section are reported in Table
2. As would be expected, given the identical theoretical bases
for these calculations, there is excellent agreement between the
E0 values obtained using the two different computational
schemes at CWRU and at Marshall. The RRKM results from
CWRU are generally slightly higher (of the order of 1 kcal/
mol) than those from Marshall, which is attributable to the
greater emphasis in the former case on the slopes as opposed
to the absolute values of the rates. The PST results from CWRU
are higher again by about 2 kcal/mol, which reflects the fact
that the PST approach corresponds to an RRKM analysis using
a limit of the loosest possible transition state. Thus these PST
values correspond to the highestE0 results that will be obtained
by any transition-state parametrization within an RRKM-type
analysis.

Considering the uncertainties in experimental data, in calcu-
lated infrared frequencies and transition dipoles, and in the

Figure 6. Temperature dependence plots (of ln(k1-0) vs 1/T) for the
loss of MEK solvent from [Ru(bpy)3]2+(MEK)1. The dashed line
represents the master equation fit to the experimental temperature
dependence whenE0 ) 18.0 kcal/mol. P(E) dE )

W(E)e-E/kT dE

∫W(ε) e-E/kT dε
(10)
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correct frequencies to be used for transition states in PST or
RRKM calculations of dissociation rates (as discussed in the
Computational Section above), we believe a conservative

absolute error estimate of 3 kcal/mol should be given for the
E0 values obtained from ME modeling. Given the uncertainty
dictated by this estimate, each of the six bond dissociation
energies determined in this work can be assigned a value of
17.5 ( 3 kcal/mol. Comparisons of relativeE0 values within
any one column in Table 2 can be made with more certainty,
with estimated errors of(1.0 kcal/mol. Thus the slightly lower
E0 value for [Ru(bpy)3]2+(acetone)1 seen in each column may
be significant. We also re-emphasize that ME-calculatedE0

values obtained for [Ru(bpy)3]2+(acetonitrile)1 with scaled (by
0.95) vibrational frequencies calculated using DFT (17.6 kcal/
mol) were virtually identical toE0 values obtained with scaled
(using eq 1) vibrational frequencies from ZINDO (17.1 kcal/
mol as reported in Table 2).

To our knowledge, there has been no previous determination
of gas-phase solvation energies for Ru(II) complexes such as
those studied in this work. However, theE0 values of ca. 17.5
kcal/mol reported here are quite consistent with those obtained

TABLE 2: Zero-Pressure Activation Energies, Truncated BoltzmannEt Values, andE0 Values Obtained from Master Equation
(ME) Modeling for the Dissociation of Ru(bpy)32+(solvent)1 (All Energies in kcal/mol)

solvated complex ion logA Ea Et E0
a E0

b

Ru(bpy)32+(MEK)1 4.1( 0.8 6.3( 1.2 22.9( 1.3 18.0 (20.0) 17.6( 0.8
Ru(bpy)32+(MEK)2 3.4( 1.0 4.9( 1.2 21.3( 1.3 16.8 (18.5) 15.4( 0.7
Ru(bpy)32+(MEK)3 3.7( 0.8 5.3( 1.1 18.2 (20.5) 16.8( 0.8
Ru(bpy)32+(MEK)4 3.3( 0.3 4.5( 0.5 18.2 (21.7) 16.2( 1.0
Ru(bpy)32+(ACN)1 3.5( 0.5 5.4( 0.8 19.5( 0.9 17.1 (17.4) 17.3( 0.8
Ru(bpy)32+(acetone)1 3.0( 0.5 4.5( 0.7 16.4( 0.8 15.1 (16.2) 15.2( 0.9

a CWRU ME modeling, values in parentheses representE0 values obtained with PST-characterized transition states.b Marshall University ME
modeling.

Figure 7. ZINDO optimized structure of [Ru(bpy)3]2+ (MEK)4. The
carbonyl oxygen is bridged between the hydrogens of the bipyridine
rings.

Figure 8. BIRD rate constant (k1-0, <10% error) versus pressure for
the loss of one MEK solvent from [Ru(bpy)3]2+(MEK)1. k(2.6× 10-9

mbar)) 0.32 s-1, k(3.0× 10-9 mbar)) 0.35 s-1, k(4.0× 10-9 mbar)
) 0.40 s-1, k(5.0 × 10-9 mbar) ) 0.42 s-1, k(6.0 × 10-9 mbar) )
0.44 s-1, k(7.0 × 10-9 mbar)) 0.48 s-1, k(8.0 × 10-9 mbar)) 0.46
s-1, k(10 × 10-9 mbar) ) 0.61 s-1, k(15 × 10-9 mbar) ) 0.72 s-1,
k(20 × 10-9 mbar)) 0.83 s-1, andk(30 × 10-9 mbar))1.0 s-1.

Figure 9. Dissociation temperature dependence for (a) [Ru(bpy)3]2+-
(acetone)1 [k(294 K) ) 0.40( 0.02 s-1, k(306 K) ) 0.62( 0.04 s-1,
k(326 K) ) 0.86 ( 0.06 s-1, k(363 K) ) 1.95 ( 0.13 s-1] and (b)
[Ru(bpy)3]2+(ACN)1 [k(294 K) ) 0.32( 0.01 s-1, k(310 K) ) 0.43(
0.02 s-1, k(320 K) ) 0.61 ( 0.03 s-1, k(363K) ) 1.80 ( 0.18 s-1].
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recently25,50 for smaller ions (uncomplexed doubly charged
alkaline ions) solvated by water. We would expect a major
contribution to the solvation energy to be the ion-dipole
interaction, where the potential energy is proportional to the
dipole moment of the solvent molecule and inversely propor-
tional to the square of the distance between the center of the
dipole and the center of charge (assuming, to first order, that
the 2+ charge on the Ru(II) complex ions is evenly distributed
around the central ion and not polarized by the solvent dipole).
In fact, the ion-dipole interaction energy calculated for a dipole
moment of 3.0 D (the actual dipole moments of the solvents in
this work are 3.92, 2.88, and 2.78 D for acetonitrile, acetone,
and methyl ethyl ketone, respectively51) at a distance of 5.5 Å
(average of maximum and “effective” thermodynamic radii of
[M(bpy)3]2+ complexes52) from a 2+ ion is 14 kcal/mol.

Peschke et al.,50 using high-pressure gas-phase equilibrium
measurements, determined∆H’s of solvation, which decreased
from 26 to 11 kcal/mol for the 6th through 14th water molecules
surrounding dipositive alkaline earth ions. For these solvated
ions, six water molecules form the first solvation shell, with
the subsequent solvent molecules added to a second (or higher)
shell. Values for the 7th and 8th water molecules for the various
alkaline earth ions were found to be in the range 15-18 kcal/
mol. Rodriguez-Cruz et al.25 used the BIRD technique to study
similar systems, and obtainedE0 values that decreased from 26
to 15 kcal/mol for the 5th through 7th solvating water molecule.
TheE0’s for the 7th water molecule ranged from 15 to 17 kcal/
mol depending on the alkaline earth ion. The bpy ligands in
the Ru(II) complexes studied in this work act as a first solvation
shell around the central ion. Thus, the 1st through 4th solvents
added would be similar to the 7th and subsequent water
molecules added to the alkaline earth ions in the Peschke et al.
and Rodriguez-Cruz et al. studies. Whereas the dipole moment
of water (1.85 D)51 is less than that of the three solvents used
in this work, the effective radius of the first water solvation
shell around the alkaline earth dipositive ions is expected to be
less than the effective radius of the [Ru(bpy)3]2+ ions. Thus
ion-dipole contributions to the solvation energies in the two
systems should be similar, and the close agreement between
values found in our study and the two recent ones25,50 is quite
reasonable. Additionally, the master equationE0 values agree
well with DFT-calculated binding energy values obtained in our
labs for acetone (17.0 kcal/mol) and acetonitrile (15.2 kcal/mol)
attached to the bipyridine ring of a smaller Ru(II) complex ion
analogue [Ru(NH3)4bpy]2+. Finally, inspection of Table 2 shows
that the solvated ions studied in this work are sufficiently
complex thatEt values obtained from the truncated Boltzmann
approach do overestimate the true solvation energies, determined
via master equation modeling. However, they are considerably
closer to “true” values than activation energies obtained directly
from Arrhenius plots.

Conclusions

Blackbody infrared radiative dissociation (BIRD) rate con-
stants were determined for several of the solvent-complex
dissociation pathways observed for tris(2,2′-bipyridine)ruthe-
nium(II) complex ions solvated with methyl ethyl ketone,
acetone, and acetonitrile. Pressure dependence studies show that
BIRD is the most probable dissociation mechanism. Apparent
activation energies for dissociation obtained from simple
Arrhenius-type analyses are relatively low (4-7 kcal/mol). More
detailed analyses provided by master equation calculations and
the truncated Boltzmann approach indicate that the zero-pressure
activation energies are substantially lower that the true bond

dissociation energies. The bond dissociation energies,E0,
determined by ME calculations are all in the range 17.5( 3
kcal/mol. These values compare favorably with those obtained
from DFT calculations in our laboratories and with recently
reported values for the second solvation shell of doubly charged
alkaline earth cations. Upon comparison with ab initio and
experimental values, infrared intensities and scaled vibrational
frequencies obtained from ZINDO computational methods were
found to be suitable for master equation modeling. Future studies
will examine Ru(II) complex ions surrounded by a larger number
of solvent molecules, where a decrease in solvation energy
should be seen as the solvents begin to occupy a second
solvation shell.
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