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Heterocyclicπ-electron polymers such as polythiophene, polypyrrole, and polyfuran attract wide interest on
both experimental and theoretical levels. While the optical properties of these materials are dominated by the
band gap, no accurate, reliable computational method currently exists to predict the band gaps of large
oligomers. Six computational methods, including ZINDO/CIS, ZINDO/RPA, HF/CIS, HF/RPA, TDDFT/
TDA, and TDDFT are compared here for a set of 60 structurally well-defined heterocyclic oligomers of
varied structure. All six methods are compared using both AM1 semiempirical and B3LYP DFT predicted
geometries. Among the methods, the semiempirical ZINDO/CIS method applied to DFT-predicted geometries
affords the best agreement between computed and experimental band gaps, yielding an RMS error of 0.31
eV over the data set considered. Analysis of the computed band gaps provides a simple, straightforward
empirical correction that significantly improves the accuracy of all six methods, with RMS errors between
0.23 eV and 0.44 eV for TDDFT using DFT-predicted geometries and for ZINDO/RPA using AM1-predicted
geometries, respectively.

I. Introduction

The field of electronically and photonically active conjugated
polymers has generated intense scientific and technological
interest since initial reports of dramatic increases in conductivity
upon halogen doping of polyacetylene in the 1970s.1-4 Second-
generation polymers include polyheterocyclic macromolecules
such as polythiophenes,5,6 polypyrroles,7 and polyfurans,8-10 in
addition to hydrocarbons such as poly(p-phenylenevinylene).11

As well as the polymers themselves, discrete oligomers are
widely studied as informative models for the polymers12,13and
as useful materials in their own right.12 Applications of such
conjugated polymers are now wide-ranging, and include con-
ducting fabrics,14 thin-film field effect transistors,15,16 organic
light-emitting diodes (OLEDs),17-19 and photovoltaic de-
vices.20,21

Reliable and accurate methods for predicting the electronic
structure of the aforementioned macromolecules would afford
better understanding of structure-property relationships for
tailoring physical characteristics such as optical transparency,
color, electrical conductivity, majority carrier type (n or p), and
electroluminescence. In OLED devices, there is a need for
targeting emissive chromophores that span the spectrum of
visible light22-27 and especially a need for blue-emitters.28

Organic photovoltaic devices also require light-harvesting
structures that can span a wide range of photon input ener-
gies.29,30Furthermore, rationally designed transparent conducting
polymers are needed to supplement or replace inorganic trans-
parent conducting oxides in numerous applications. Importantly,
addressing any of these challenges requires accurate and
computationally efficient prediction of the optical band gap for
tuning absorption31 as well as the position of the plasma fre-
quency for minimizing reflectivity.2

A fundamental challenge in organic electronic materials
development is the establishment of reliable, instructive, and

computationally efficient theoretical methodologies for predict-
ing the optical properties of new substances. Such methodologies
should ideally have high predictive accuracy over wide ranges
of both molecular structures, compositions, and absorption
energies. For example, torsional effects in some polymers and
oligomers disrupt the conjugatedπ-system, so an accurate
methodology should be capable of treating this partial overlap
between neighboring monomer units. Additionally, the most
common approximation for predicting band gaps of conjugated
polymers relies on extrapolating the band gap of the full polymer
from the scaling of the band gaps of a series of oligomeric
molecules having increasing lengths.13,32-34 While it is not clear
that this approximation is particularly accurate, especially when
compared to explicit calculations on the polymer itself,35 to be
useful such an approach requires that the computational
methodology employed not only incur small errors overall, but
also is well-matched to both large and smallπ-systems. Since
some semiempirical models, such as ZINDO, were parametrized
on small molecules,36 and not on oligomers, they may not be
appropriate for this extrapolation.

To compare how well current methods address this problem,
we have compiled a set of experimental solution-phaseλmax

optical absorption data for various conjugated, well-defined
thiophene, pyrrole, and furan oligomers.5,7,9,37-48 The set spans
oligomer lengths from one to seven monomer units, and includes
both molecules expected to be almost perfectly planar and some
expected to have significant dihedral angles between neighboring
rings. No data for polymers are included since molecular weight
distribution data are seldom reported. Additionally, all molecules
discussed in this work are uncharged, (i.e., undoped). While
the doped materials are more electrically conductive than
undoped counterparts, few experimental optical measurements
on cationic or anionic oligomers have been reported for
comparison.49 Additionally, treating closed-shell molecules
simplifies the computational methods needed for the compari-
sons.
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In the present contribution, we compare the performance of
several widely used computational methodologies for predicting
band gap energies applied to the above set of conjugated
oligomers. We also consider what, if any, corrections may be
applied to the computed excitation energies to improve accuracy
as well as possible physical justification for these corrections.
We also demonstrate that even for large oligomers having some
40-50 heavy atoms and 80 or more atoms overall, even
relatively computationally demanding methods such as ab initio
RPA or TDDFT can be performed using a reasonable basis set
on normal desktop-level workstations without resorting to small
or contracted basis sets, unrealistic approximations, or semiem-
pirical methods.

II. Computational Methods

The 60 structures shown in Figure 1 were optimized using
either the AM1 semiempirical method50 with the GAMESS
program51 or by DFT with the B3LYP hybrid functional52,53 in
the 6-31G* basis set with the Q-Chem program.54 These two
procedures provide two sets of coordinates for evaluation of

the excitation energies. Single-point calculations were performed
with six different widely used methods for computing excitation
energies without explicit solvent correction. The ZINDO
semiempirical method was performed at the CIS level with the
ZINDO program36 and an active space from the 10 highest
occupied orbitals and the 10 lowest unoccupied orbitals,36 and
also at the RPA level using the CEO program, which effectively
employs a full active space.55-57 Ab initio calculations were
performed at both the CIS and RPA levels with the 6-31G*
basis set using Q-Chem,54 and time-dependent density functional
theory was performed with the BLYP functional53 in the 6-31G*
basis set both with the Tamm-Dancoff approximation58 and in
full form. The BLYP functional was chosen for similarity with
the B3LYP hybrid functional used to optimize the geometries
and because it was shown to be one of the most accurate
methods for aromatic hydrocarbons and polyenes.59,60 Diffuse
functions were not added to the basis set for HF and TDDFT
calculations because for these extended structures, the predomi-
nant excited-state transition is a valence transition, and thus is
not expected to have significant Rydberg-type character.

Figure 1. Molecular structures and labeling scheme used in the oligomer data set.
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In all cases, the excitation with the largest calculated oscillator
strength is taken as the excitation energy (Ωmax, analogous to
theλmax in experimental measurements). The excitation energy
is used for theory-experiment comparisons instead ofλmax to
allow equal treatment of error across a wide range of energies.
For example, an error of 1 nm in wavelength corresponds to
0.031 eV at 200 nm but 0.006 eV at 460 nm. For all molecules
having more than one conjugated ring, the excitation with the
greatest calculated oscillator strength is found, in fact, to be
the lowest excitation energy and is dominated by the HOMO-
LUMO π-π* transition. This criterion indicates how accurate
a particular computational method is when compared to
experimental optical data, which considers excitation wavelength
or energy and absorption intensity, since different methods may
assign different transitions as having the greatest oscillator
strengths. The effectiveness of a computational method will be
determined, for our purposes, both by the accuracy of the
resulting transition energies and by the accuracy of the predicted
oscillator strengths. In all molecules consisting of greater than
one monomer unit, the predicted oscillator strength of the
principal transition is significantly larger than that of any other.
However, in some single-ring molecules such as1, 7, 12, and
16, two transitions are predicted to have very similar oscillator
strengths but at different excitation energies, so that in these
cases errors in the computed oscillator strength may lead to
incorrect transition assignments.

To simplify reference to specific calculations in the following
discussion, we adopt a notation referring to the single-point
method performed on the predicted geometry from a specific
geometry optimization. For example, ZINDO/CIS (AM1) refers
to using the ZINDO semiempirical method at the CIS level on
structures from AM1 geometry optimizations, while HF/RPA
(DFT) refers to using ab initio RPA level excitation calculations
on structures with DFT geometry optimization. In the case of
the time-dependent DFT methods, TDDFT/CIS refers to the
Tamm-Dancoff approximate TDDFT method58 and TDDFT/
RPA refers to full time-dependent DFT.58,59,61

III. Results

The experimental absorption energies,5,7,9,37-48 given here as
Ωmax in eV to facilitate comparison across a range of energies,
as well as deviations of the computed values for each of the six
single-point methods using both AM1 and DFT predicted
geometries, are presented in Table 1. The solvents used in the
experimental measurements and the literature references for each
entry are given in Table 2. A summary of the statistical analysis
of the data from each of the twelve methodologies can be found
in Table 3.

As indicated by the average errors compiled in Table 3, all
of the single-point computational methods show overall skew
toward either systematically under-predicting or over-predicting
optical absorption energies, with the exception of ZINDO/CIS,
which is parametrized explicitly for predicting excitation
energies inπ-conjugated organic molecules.36 To correct for
these skews, linear regressions were performed on the data sets
from each methodology, and these are plotted in Figures 3 and
4. If these regressions are used to correct empirically the
computed excitation energies, by scaling by the regression slope
and adding the regression intercept, all methods have signifi-
cantly smaller errorsslisted in Table 3 as the “corrected RMS
errors”.

A. ZINDO/CIS. Overall, for the present neutral organic
molecules, the standard ZINDO/CIS method with an active
space of 10 occupied and 10 unoccupied orbitals proves both

to be the most accurate method for computing optical transitions
before empirical corrections via linear regressions and to have
the smallest systematic error (given by the average deviation
in Table 3). For both AM1 and DFT predicted geometries, the
overall errors are quite small (RMS errors of 0.37 eV and 0.31
eV, respectively). As might be expected for a method originally
parametrized for organicπ-system excitation energies,36 the
average error shows no skew toward either over-prediction or
under-prediction, and the slope of the regressions indicated in
Figures 2a and 3a are the closest to 1.0 for all the methods
considered in this study.

The largest error for both sets of geometries arises from
molecule34, which has two thioether functional groups (Figure
1). Similarly, structures which involve thiomesityl protecting
groups (indicated by Mes- in Figure 1), especially molecules
50and54, incur very large errors. This may indicate a weakness
in modeling nonconjugated sulfur substituents for ZINDO/CIS,
although there are insufficient samples of this sort in this data
set for clear statistics. For some molecular structures, especially
those having one heterocyclic ring, the DFT-predicted geom-
etries give larger errors than those for AM1 but, in general,
DFT geometries give more accurate predictions of band gaps.

B. ZINDO/RPA. As mentioned previously, the ZINDO
semiempirical method was originally parametrized for a set of
small molecules, by performing CIS computations on an active
space of 10 occupied and 10 unoccupied orbitals.36 Previous
studies however, have also used the ZINDO model for RPA
calculations,55-57,62 which should, in principle, give more
accurate oscillator strengths. Additionally, instead of using a
fixed active space for the calculation, a Krylov-space algorithm
can be used to effectively give a full treatment over all orbitals
in a reasonable amount of computational time.57

Unfortunately, the present results indicate that the ZINDO/
RPA approach performs less satisfactorily overall than ZINDO/
CIS, showing a substantial skew toward under-predicting
excitation energies, a large scatter as seen in Figures 2b and
3b, and a distinct separation between the monomer molecule
data in the upper right portions of the graphs and the remainder
of the data set. All three deficiencies are most likely symptom-
atic of a need for a different semiempirical RPA parametrization
than for semiempirical CIS. Previous work showed that for a
variety of organic aromatic molecules, the ZINDO/RPA ap-
proach provided a systematic under-prediction of excitation
energies relative to ZINDO/CIS, and use of a full active space
generally did not improve the computation.62 Formally, the RPA
calculation includes in the excitation manifold terms that
correlate the excited stated beyond CIS.63 This will lower the
excitation energy compared to CIS, for any arbitrary choice of
model Hamiltonian parameters. In principle, other semiempirical
models could be used with the RPA method,55 but since no
semiempirical models have been parametrized for such RPA
calculations as ZINDO was for CIS, other methods such as AM1
or PM3 are not likely to be substantially more reliable.

For both AM1- and DFT-predicted geometries, the overall
errors are quite large (RMS errors of 0.89 eV and 0.81 eV,
respectively) and while empirical correction via linear regression
decreases the RMS errors, they are still the largest for the
computational methods considered (corrected RMS errors of
0.44 eV and 0.37 eV for AM1 and DFT geometries, respec-
tively). The largest absolute error in computed excitation
energies for both AM1- and DFT-predicted geometries is for
molecule28, a pentamer ofN-methylpyrrole, although several
monomeric molecules such as34 also exhibit large errors and
large scatter around the linear regression line.
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C. Hartree-Fock/CIS. Hartree-Fock/CIS is a commonly
used method for correcting the Hartree-Fock excited states by
consideration of additional particle-hole configurations. The
energies computed by HF/CIS are expected to show consistent
over-prediction of excitation energies, which can be seen in the
average errors in Table 3 of+0.74 eV and+0.80 eV for AM1-
and DFT-predicted geometries, respectively.

While the overall errors are quite large (RMS errors of 0.83
eV and 0.91 eV for AM1 and DFT geometries, respectively),
the empirical correction produces considerable improvement and
the corrected RMS errors are among the lowest of all methods
(0.30 eV and 0.24 eV for AM1 and DFT geometries, respec-
tively). Unlike the ZINDO semiempirical methods, HF/CIS
gives larger errors overall with DFT geometries than with AM1

TABLE 1: Comparison of Deviations from Experimental Absorption Energies as Computed by Various Methodologiesa

ZINDO/CIS ZINDO/RPA HF/CIS HF/RPA TDDFT/CIS TDDFT/RPA

molecule expt AM1 DFT AM1 DFT AM1 DFT AM1 DFT AM1 DFT AM1 DFT

1 5.10 0.15 0.16 0.88 0.95 1.40 1.93 1.05 1.71 0.88 1.08 0.77 0.70
2 4.11 -0.17 -0.06 -1.13 -1.03 0.59 0.56 0.31 0.28 0.10 0.02 -0.20 -0.28
3 3.50 -0.26 -0.14 -1.04 -0.94 0.46 0.44 0.21 0.19 -0.15 -0.22 -0.41 -0.47
4 3.18 -0.33 -0.21 -1.00 -0.90 0.40 0.37 0.18 0.15 -0.35 -0.41 -0.55 -0.61
5 2.98 -0.37 -0.25 -0.97 -0.87 0.38 0.34 0.17 0.13 -0.51 -0.56 -0.65 -0.71
6 2.87 -0.41 -0.30 -0.97 -0.87 0.34 0.30 0.14 0.09 -0.65 -0.71 -0.76 -0.82
7 5.96 -0.28 -0.08 -0.14 -0.01 0.96 1.21 0.56 0.83 0.89 1.11 0.44 0.68
8 4.49 -0.27 -0.04 -1.24 -1.03 0.60 0.91 0.31 0.62 0.16 -0.01 -0.18 0.05
9 3.91 -0.34 -0.11 -1.14 -0.06 0.45 0.76 0.20 0.52 -0.23 -0.05 -0.47 -0.26
10 3.38 -0.33 -0.12 -1.00 -0.81 0.36 0.88 0.16 0.69 -0.64 -0.34 -0.76 -0.43
11 3.25 -0.42 -0.04 -0.58 -0.72 0.24 0.74 0.06 0.56 -0.95 -0.64 -1.01 -0.69
12 5.93 -0.53 -0.39 0.57 0.73 0.73 0.99 0.32 0.59 0.71 0.94 0.23 0.48
13 4.40 -0.33 -0.15 -0.81 -0.60 0.49 0.78 0.18 0.48 0.16 0.34 -0.23 -0.02
14 3.78 -0.42 -0.23 -0.71 -0.49 0.31 0.59 0.06 0.35 -0.20 -0.05 -0.50 -0.32
15 3.43 -0.25 -0.25 -0.63 -0.41 0.24 0.52 0.02 0.30 -0.44 -0.29 -0.66 -0.49
16 4.90 0.52 0.60 0.62 0.75 1.61 2.03 1.26 1.80 0.19 0.33 0.16 0.24
17 3.76 0.12 0.05 -0.87 -0.94 1.04 0.66 0.79 0.39 -0.10 -0.27 -0.26 -0.51
18 3.19 -0.06 0.06 -0.84 -0.74 0.65 0.63 0.41 0.39 -0.22 -0.31 -0.43 -0.51
19 2.96 -0.14 -0.07 -0.81 -0.04 0.60 0.57 0.39 0.35 -0.37 -0.48 -0.52 -0.62
20 3.81 0.43 -0.20 -0.66 -1.22 1.68 0.62 1.43 0.33 -0.04 -0.15 -0.09 -0.44
21 3.23 -0.08 -0.15 -0.89 -0.95 0.92 0.58 0.68 0.33 -0.11 -0.23 -0.27 -0.46
22 2.99 -0.20 -0.20 -0.89 -0.89 0.68 0.48 0.46 0.25 -0.30 -0.42 -0.44 -0.60
23 2.83 -0.14 -0.21 -0.77 -0.83 0.76 0.45 0.56 0.24 -0.37 -0.55 -0.47 -0.68
24 5.58 -0.22 -0.15 -0.35 -0.13 1.25 1.60 0.84 1.87 -0.45 0.13 -0.46 0.03
25 4.96 -0.50 -0.20 -1.50 -1.23 0.46 0.86 0.17 0.60 -0.33 -0.12 -0.57 -0.31
26 4.58 -0.69 -0.36 -1.54 -1.26 0.20 0.61 -0.04 0.38 -0.79 -0.56 -0.95 -0.69
27 4.44 -0.63 -0.21 -1.46 -1.12 0.28 0.79 0.06 0.58 -1.09 -0.76 -1.15 -0.81
28 4.35 -0.91 -0.60 -1.65 -1.39 -0.10 0.26 -0.30 0.07 -1.36 -1.13 -1.45 -0.71
29 4.34 -0.65 -0.49 -1.46 -1.31 0.22 0.37 0.01 0.18 -0.58 -1.25 -0.78 -1.28
30 4.32 -0.59 -0.25 -1.41 -1.13 0.29 0.71 0.09 0.51 -1.15 -0.77 -1.18 -0.80
31 4.82 0.50 0.47 0.66 0.73 1.63 1.91 1.28 1.66 0.27 0.29 0.13 0.07
32 3.87 -0.11 -0.05 -1.12 -1.08 0.90 0.78 0.62 0.49 0.23 0.11 -0.08 -0.23
33 3.10 0.08 0.02 -0.84 -0.79 0.95 0.81 0.70 0.56 0.17 0.05 -0.07 -0.20
34 4.38 0.95 1.06 1.09 1.26 1.55 2.02 1.25 1.81-0.16 -0.15 -0.25 -0.22
35 3.83 0.38 0.33 -0.39 -0.45 1.41 1.22 1.10 0.90 0.38 0.34 0.13 0.05
36 5.58 0.16 0.27 -0.26 -0.15 1.29 1.48 0.89 1.77 -0.32 0.03 -0.32 0.54
37 5.93 -0.20 -0.04 -0.65 -0.52 0.93 1.17 0.52 0.78 -0.47 -0.35 -0.56 -0.44
38 5.90 -0.15 0.02 -0.67 -0.49 0.90 1.19 0.50 0.80 -0.43 0.21 -0.50 -0.34
39 3.45 0.06 0.05 -0.80 -0.80 0.87 0.73 0.62 0.48 0.09 0.09 -0.12 -0.24
40 3.60 0.10 0.30 -0.76 -0.60 0.72 0.90 0.47 0.65 -0.27 -0.26 -0.43 -0.40
41 3.32 -0.20 -0.11 -1.01 -0.92 0.67 0.61 0.42 0.36 -0.09 -0.17 -0.32 -0.41
42 3.43 -0.27 -0.11 -0.84 -0.69 0.57 0.74 0.32 0.50 -0.19 -0.19 -0.42 -0.39
43 3.63 0.22 0.35 -0.65 -0.55 0.76 0.86 0.53 0.62 -0.59 -0.60 -0.67 -0.67
44 3.01 -0.24 -0.14 0.54 -0.84 0.58 0.52 0.35 0.29 -0.26 -0.34 -0.44 -0.52
45 2.89 0.04 0.02 -0.62 -0.65 0.73 0.56 0.51 0.34 -0.14 -0.21 -0.35 -0.46
46 2.73 0.06 -0.05 -0.56 -0.66 0.81 0.51 0.61 0.30 -0.35 -0.43 -0.46 -0.60
47 3.15 0.26 0.24 -0.02 -0.04 0.74 0.65 0.53 0.43 -0.33 -0.40 -0.50 -0.58
48 2.98 -0.22 -0.16 -0.90 -0.85 0.65 0.54 0.43 0.31 -0.16 -0.24 -0.36 -0.46
49 2.69 0.00 -0.07 -0.62 -0.68 0.79 0.54 0.59 0.33 -0.24 -0.31 -0.40 -0.52
50 4.11 0.67 0.99 0.47 -0.37 0.76 1.15 0.52 0.90 -0.60 -0.05 -0.88 -0.15
51 3.46 0.35 0.39 -0.60 -0.59 0.91 0.75 0.68 0.51 -0.48 -0.21 -0.55 -0.55
52 3.21 -0.12 0.08 -0.89 -0.71 0.49 0.57 0.26 0.34 -0.43 -0.51 -0.57 -0.62
53 2.95 -0.13 0.00 -0.80 -0.69 0.56 0.53 0.35 0.31 -0.49 -0.52 -0.59 -0.64
54 4.07 0.74 0.87 0.51 -0.54 1.15 1.15 0.89 0.89 -0.20 -0.29 -0.62 -0.34
55 3.43 0.10 0.19 -0.88 -0.80 0.82 0.76 0.57 0.50 -0.44 -0.19 -0.51 -0.52
56 3.09 -0.13 -0.07 -0.92 -0.88 0.74 0.57 0.50 0.32 -0.27 -0.42 -0.41 -0.57
57 3.09 -0.06 0.03 -0.86 -0.78 0.71 0.62 0.47 0.38 0.14 -0.41 -0.09 -0.55
58 2.71 0.02 0.23 -0.67 -0.48 0.79 0.88 0.79 0.66 0.57 -0.30 -0.33 -0.40
59 3.05 -0.03 0.10 -0.80 -0.69 0.67 0.62 0.44 0.38 -0.28 -0.26 -0.42 -0.51
60 2.88 -0.18 -0.11 -0.84 -0.79 0.59 0.49 0.37 0.27 -0.42 -0.44 -0.55 -0.62

a The first row gives the computational excited-state method, while the second row gives the method for predicting the molecular geometry. All
values are in eV.
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geometries. As with the ZINDO/CIS and ZINDO/RPA methods,
HF/CIS incurs the largest errors for monomeric structures or
for those having high degrees of torsional freedom. The
maximum absolute error in computed excitation energy for AM1
geometries is found for molecule20, which is strongly non-
planar, while the maximum absolute error for DFT geometries
is found for molecule16, suggesting that monomers are treated
less well by HF/CIS in the relatively small basis used here.

D. Hartree-Fock/RPA. Since the RPA method includes the
same terms as CIS but also includes treatment of deexcitation

operators, the method should correct for some of the consistent
over-predictions of the HF/CIS method. Indeed, Table 3 shows
that RPA gaps are smaller than CIS for all geometries and
Hamiltonians (as discussed previously). In the present work,
molecules having extended conjugation show small errors in
the computed excitation energies with HF/RPA even before
empirical correction via linear regression, as seen in Figures
2d and 3d. For AM1-predicted geometries, the method even
gives slight under-predictions for molecules26and28, although
these molecules would be expected to have significant inter-

TABLE 2: Experimental Absorption Energies (in eV), Solvent Used, and References

molecule expt solvent ref expt solvent ref expt solvent ref expt solvent ref

1 5.10 CH2Cl2 37
2 4.11 CH2Cl2 37 4.07 toluene 47 4.09 CH3CN 9 4.11 CHCl3 5
3 3.50 CH2Cl2 37 3.50 toluene 47 3.53 CH3CN 9 3.49 CHCl3 5
4 3.18 CH2Cl2 37 3.16 CH3CN 9 3.18 CHCl3 5
5 2.98 CHCl3 7 3.00 CH3CN 9
6 2.87 CH2Cl2 38 2.88 DMF 48 2.87 CHCl3 5
7 5.96 CH3CN 7
8 4.49 CH3CN 7
9 3.91 CH3CN 7 3.89 MeOH 70
10 3.38 CH3CN 7
11 3.25 CH3CN 7
12 5.93 CH3CN 9
13 4.40 CH3CN 9 4.41 EtOH 9 4.38 dioxane 9
14 3.78 CH3CN 9 3.77 EtOH 9 3.75 dioxane 9 3.71 benzene 9
15 3.43 CH3CN 9 3.44 EtOH 9 3.41 dioxane 9 3.38 benzene 9
16 4.90 CH3CN 39
17 3.76 CHCl3 40
18 3.19 CHCl3 40
19 2.96 CHCl3 40
20 3.81 CHCl3 40
21 3.23 CHCl3 40
22 2.99 CHCl3 40
23 2.83 CHCl3 40
24 5.58 CH3CN 39
25 4.96 CH3CN 7
26 4.58 CH3CN 7
27 4.44 CH3CN 7
28 4.35 CH3CN 7
29 4.34 CH3CN 7
30 4.32 CH3CN 7
31 4.82 CH3CN 3
32 3.87 CHCl3 41 3.89 CH2Cl2 44
33 3.10 CHCl3 42
34 4.38 CHCl3 43
35 3.83 CH2Cl2 44
36 5.58 CH3CN 39 5.64 H2O 45
37 5.93 H2O 45
38 5.90 H2O 45
39 3.45 CHCl3 42
40 3.60 CHCl3 42
41 3.32 CHCl3 42
42 3.43 CHCl3 42
43 3.63 CHCl3 42
44 3.01 CH2Cl2 44,46
45 2.89 CH2Cl2 44
46 2.73 CH2Cl2 46
47 3.15 CH2Cl2 44
48 2.98 CH2Cl2 44,46
49 2.69 CH2Cl2 46
50 4.11 CH2Cl2 37
51 3.46 CH2Cl2 37
52 3.21 CH2Cl2 37
53 2.95 CH2Cl2 37
54 4.07 CH2Cl2 37
55 3.43 CH2Cl2 37
56 3.09 CH2Cl2 37
57 3.09 CH2Cl2 37
58 2.71 CH2Cl2 37
59 3.05 CH2Cl2 37
60 2.88 CH2Cl2 37
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ring dihedral angles which may not be treated well by the AM1
method.64-67 For example, the predicted geometry of molecule

26 shows average dihedral angles of 39.1° and 45.2° for AM1
and DFT optimizations, respectively, and the geometry of
molecule28 shows average dihedral angles of 39.6° and 43.9°
for AM1- and DFT-optimized geometries, respectively. On the
other hand, the maximum absolute error in computed excitation
energy for AM1 geometries (as for HF/CIS) is found for
molecule20, which is also obviously expected to exhibit large
dihedral angles. The largest deviation from the experimental
absorption energies for DFT-predicted geometries occurs with
molecule24, which indicates that small species are described
less well by HF/RPA in the relatively small basis used here.
As with HF/CIS, the HF/RPA method gives overall larger errors
with DFT geometries than with AM1 geometries.

E. TDDFT/CIS. The Tamm-Dancoff approximation can be
applied to TDDFT as well as in a traditional application to
TDHF. In this sense, TDA-TDDFT is akin to Hartree-Fock
CIS.58 The Tamm-Dancoff approximation can improve the speed
of computation considerably, especially for large molecules,
while retaining good accuracy.58,59 As seen in Table 3, the
TDDFT/CIS method gives almost as accurate predictions of

TABLE 3: Summary of Statistics for the Computational
Methodologies Examined, Including Root-Mean-Squared
Error, Average Absolute Error, Maximum Absolute Error,
Average Error as an Indication of Red-Shift or Blue-Shift
Skew, and the Root-Mean-Squared Error after Correction
via the Linear Regressions Indicated in Figures 2 and 3

method

RMS
err.
(eV)

avg.
abs. err.

(eV)

max.
abs. err.

(eV)

avg.
err.
(eV)

corrected
rms err.

(eV)

ZINDO/CIS AM1 0.36 0.29 0.95 -0.09 0.33
DFT 0.31 0.22 1.06 0.01 0.29

ZINDO/RPA AM1 0.89 0.83 1.65 -0.65 0.44
DFT 0.81 0.74 1.39 -0.59 0.37

HF/CIS AM1 0.83 0.74 1.68 0.74 0.30
DFT 0.91 0.81 2.03 0.81 0.24

HF/RPA AM1 0.59 0.49 1.43 0.48 0.31
DFT 0.73 0.58 1.87 0.58 0.26

TDDFT/CIS AM1 0.49 0.40 1.36 -0.23 0.36
DFT 0.47 0.38 1.25 -0.21 0.28

TDDFT/RPA AM1 0.56 0.48 1.45 -0.42 0.31
DFT 0.52 0.47 1.28 -0.37 0.23

Figure 2. Comparisons between experimentalΩmax values and computed optical absorption energies for each single-point computational method
using AM1-predicted molecular geometries. The solid lines are linear regressions with the formula and fit given. The dashed line indicates an ideal
1.0 correlation between experimental and calculated values.
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band gap energies as ZINDO/CIS before the methods are
corrected via linear regression, with RMS errors of 0.49 eV
and 0.47 eV for AM1- and DFT-predicted geometries, respec-
tively.

As with many of the other computational methods, molecules
28 and29 yield the largest absolute errors for AM1- and DFT-
predicted geometries, respectively. This may indicate that the
TDDFT/CIS method has difficulty treating incomplete overlap
in the π-system, although molecules such as20-23 also have
substantial torsions between monomer units, and these do not
exhibit such large errors.

F. TDDFT/RPA. While the full TDDFT/RPA method yields
significant under-prediction of excitation energies, especially
for large molecules with small band gaps, as seen in the bottom
left of Figures 2f and 3f, and in average errors of-0.42 eV
and -0.38 eV for AM1 and DFT geometries, respectively,
TDDFT/RPA has the smallest RMS errors after correction by
linear regression. Thus, Figure 3f shows very little scatter around
the line of best fit.

As with the TDDFT/CIS results, molecules28 and29 show
the greatest deviations from experiment for AM1- and DFT-
predicted geometries, respectively, although again molecules
20-23 do not show these problems and yet have substantial
torsions.

Figure 3. Comparisons between experimentalΩmax values and computed optical absorption energies for each single-point computational method
using DFT-predicted molecular geometries. The solid lines are linear regressions with the formula and fit given. The dashed line indicates an ideal
1.0 correlation between experimental and calculated values.

Figure 4. Overall comparison of RMS errors in computed band gaps
for the 60-compound test set for all six single-point computational
methods using both AM1- and DFT-predicted geometries. Notice that
for all except the Hartree-Fock based methods, the DFT-computed
geometries give the lesser overall errors.
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IV. Discussion

As can be seen in Table 2, experimental band gap data for
several compounds were reported in multiple solvents, which
raises the question as to the need for computational solvent
corrections. For molecules14 and15, a trimer and tetramer of
furan, the shift in optical absorption energies between samples
measured in benzene and ethanol is reported to be 0.05 and
0.07 eV,9 respectivelysthis is the largest solvatochromic shift
found in the experimental measurements considered here, though
the shift from benzene to ethanol represents a change of+23
in the static dielectric constant.68 Molecule14 has a computed
excited-state dipole moment of 0.31 D compared to a 0.89 D
ground-state dipole while molecule15 has both negligible
excited-state and ground-state dipole moments, both found using
HF/CIS (DFT). The relatively small solvatochromism exhibited
by these neutral molecules, even with such a large change in
dielectric between polar and nonpolar solvents, is consistent with
the small difference between ground-state and excited-state
dipole moments in these largely symmetric oligomers and argues
that solvent corrections are not in general necessary for these
neutral species.

The basis set used for the HF/CIS, HF/RPA, TDDFT/CIS,
and TDDFT/RPA calculations intentionally did not include
diffuse functions. Figure 6 shows the effect of a larger basis
set including diffuse functions, with the 6-31+G* basis set for
a selection of the entire data set. The largest change in predicted
absorption energy is found for the monomers and is likely due

to the increased variational freedom as well as the increased
Rydberg-like character in the transitions in these smallπ-sys-
tems. Figure 7 shows the difference in the trends of computed
absorption energies between the two basis sets using the
TDDFT/RPA (DFT) method, but the results for the other
methods are quite similar. In particular, the slope and intercept
of the linear regression change slightly due to the decreased
error in the small molecules, but the effect is small since a
substantial portion of the data set is largely unaffected by the
addition of diffuse functions.

As mentioned previously, certain molecules incur large errors
in calculated absorption energies by several methods. For
example, oligomers ofN-methylpyrrole (e.g.,28and29) exhibit
large errors with ZINDO/RPA and both TDDFT methods using
both AM1 and DFT geometries. Similarly, molecule20, another
molecule with large dihedral angles (average dihedral angles
of 71.7° for the AM1-predicted geometry, although only 0.1°
for the DFT-predicted geometry), has large errors using HF/
CIS (AM1) and HF/RPA (AM1). However, TDDFT/CIS yields
very small errors for this molecule (-0.04 eV and-0.09 eV
for AM1- and DFT-predicted geometries, respectively).

Molecules with compactπ-systems such as1, 7, 12, 16, and
24 also show large errors in absorption energies for most of
the computational methods considered here, although this is not
unexpected since the methods predict vertical excitation energies
from ground-state orbitals. The assumption that vertical pro-
cesses dominate may not be so accurate in small molecules as
for those with large, more expansive, easily polarizedπ-systems.
The difference between the vertical excitation energies and the
adiabatic excitations is likely to be small, but not entirely
negligible and may partly explain the greater errors for small
π-systems. Since the computational treatment yields strictly a
vertical transition, there would be a slight overprediction in band
gaps for small molecules and this should also show up in the
line shapes of the experimental optical absorption spectra with
the largerπ-systems showing narrower 0f0 peak widths.

As discussed earlier, several monomers in the present study
have more than one excitation with a large oscillator strength,
and small errors in the predicted oscillator strength may
potentially lead to incorrect transition assignments by the
criterion used here. For example, molecule1 is predicted to
have two fairly strong absorptions by all computational methods.
In particular, the DFT-predicted geometry shows excitations of
6.33 eV (0.117) and 7.03 eV (0.178) as predicted by HF/CIS,

Figure 5. Comparison of RMS errors in computed absorption energies
after correcting via linear regression for each method. Notice that most
computational approaches give small errors that vary more with the
particular geometry optimization method than with the single-point
method.

Figure 6. Comparison of absorption energies computed using DFT-predicted geometries for molecules1-15 using either a 6-31G* basis set as
used in the bulk of the work here, or the larger 6-31+G* basis set. Note that for the most part, the greatest disparities are observed with smaller,
one-ring molecules such as1, 7, and12.
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although the difference between the two excitations predicted
by TDDFT/RPA is much smaller with excitations of 5.76 eV
(0.064) and 5.81 eV (0.086). In the case of molecule31, two
different states are chosen by TDDFT/CIS and TDDFT/RPA
using the above assignment criterion. The two methods predict
three relatively strong transitions at 4.99 eV (0.044), 5.12 eV
(0.101), and 5.57 eV (0.063) by TDDFT/CIS and at 4.90 eV
(0.105), 5.06 eV (0.023), and 5.29 eV (0.053) by TDDFT/RPA.
Thus, the latter method assigns the strongest absorption to the
lowest of the three transitions, while TDDFT/CIS assigns a
higher-energy transition as the strongest.

For the present HF/CIS calculations, a simple one-parameter
fit would be almost as effective as linear regression since the
regression has a small intercept. The remaining methods appear
to fit well to a single linear fit with the exception of ZINDO/
RPA, but do exhibit significant intercepts. As shown in Figure
4, the smallest errors on average occur with the ZINDO/CIS
method, in particular with DFT-predicted geometries. The
uncorrected RMS error for this methodology is 0.31 eV, but
after the empirical correction, the RMS error decreases to 0.29
eV. Figure 5 illustrates the substantially reduced RMS errors
for all methods, upon correction with these linear regressions,
which fall between 0.22 eV and 0.44 eV.

While a two-parameter fit will yield better results statistically,
it is important to understand whether the parameters have
physical meaning. A nonzeroy-intercept implies finite experi-
mental excitation energy despite a zero-energy computed value.
Several effects may lead to this behavior, including greater
solvatochromism for the larger and more polarizable molecules
as well as (and probably more important) electronic localization
due to torsional reduction of mixing, neither of which is
explicitly treated in the present calculations. As mentioned
earlier, the HF/CIS data do not exhibit a largey-intercept,
although this effect may occur simply from cancellation of
errors.

Of the potential effects which could lead to a finitey-intercept
in the two-parameter linear regressions, several are doubtless
due to the calculation methodologies used. For example, none
of the HF or ZINDO methods treat electron correlation, although
TDDFT/CIS and TDDFT/RPA methods do treat correlation and

also exhibit finite intercepts. Although a finite basis was used
and did not include diffuse functions, this was discussed above.
While addition of diffuse functions changed the slope of the
regressions, as indicated in Figure 7, the effect is not substantial
as only the smallest molecules show pronounced changes in
computed excitation energies. In short, while some of the slope
and y-intercept may be due to these effects, there must be a
physical basis for the effect, not simply a computational one.

Solvatochromism was discussed above and does not represent
a very large effect for the present molecules and, moreover, is
not expected to arise from the symmetric structure of most of
the oligomers and the resulting small dipole moment differences.
Further, if anything, solvatochromism generally stabilizes transi-
tions in polar solvents such as CH2Cl2 which were used in the
bulk of the experimental measurements compiled in Table 2.
Thus, if solvation effects were important, the experimental
absorption energies would be smaller than the computed
absorption energies, rather than vice versa.

In short, the likely cause of the finitey-intercepts and small
slopes for large molecules in the experimental versus computed
band gap energy plots is vibrational and torsional localization.
Although the oligomers in the present spectroscopic data set
are not particularly long, they do likely experience torsional
disorder and vibrational localization effects in solution.69 While
the computations are carried out at the equilibrium geometry,
the experimental data do not necessarily arise from only this
geometry. Localization effects would effectively decrease the
conjugation length in the molecule and indeed result in greater
experimental absorption energies than predicted.

Finally, while the results above compare single-point methods
in detail, it is also useful to consider Figures 4 and 5, regarding
the most reliable and accurate method for predicting geometries.
While the AM1 semiempirical method is undoubtedly less
computationally demanding than a full DFT geometry optimiza-
tion with the 6-31G* basis as used here, it is clear that for all
six single-point methods, especially after empirical correction
via the linear regressions used here, the DFT geometries produce
more consistent predictions of optical band gap energies.

V. Conclusions

Development of accurate, computationally practical methods
for predicting optical band gaps for conjugated oligomers
continues to present a challenge, but current electronic structure
methods are becoming more satisfactory. Empirical corrections
via linear regression can provide accurate predictions of
molecule/oligomer absorption maxima with RMS errors as low
as 0.23 eV. Even for neutral species, geometries predicted by
the popular AM1 semiempirical method are not as consistently
reliable for performing single-point excited-state calculations
as are full DFT geometry optimizations. For both methods,
remarkably, the semiempirical ZINDO/CIS method yields good
agreement between experimental and computed optical absorp-
tion energies, with little need for additional correction for either
solvent effects or systematic skew. On the other hand, TDDFT
methods such as TDDFT/CIS and TDDFT/RPA become quite
accurate after systematic empirical correction via linear regres-
sion.
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Figure 7. Comparison of computed absorption energies for molecules
1-5 with either the 6-31G* basis set used by the bulk of the work
here, and the larger 6-31+G* basis set and the TDDFT/RPA (DFT)
method. The slope and intercept of the linear fit changes slightly due
to the smaller predicted absorption energies, but a significanty-intercept
remains.
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