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The electrostatic potential around a molecule is often used to describe reactions, binding, and catalysis
mechanisms or to serve as a descriptor in struetaoéivity relationships and molecular similarity studies.
Often, very accurate descriptions of this property are needed that traditionally can be obtained, at least for
small molecules, by quantum chemical calculations. The aim of this paper is to extend ab initio-quality quantum
chemical accuracy to larger molecules such as proteins. The additive fuzzy density fragmentation (AFDF)
principle and the adjustable density matrix assembler (ADMA) method are used to divide large molecules
into fuzzy fragments, for which quantum chemical calculations can be done directly using smaller, “custom-
made” parent molecules including all the local interactions within a preset distance limit. In the next step, the
obtained density matrices of electron density fragments are combined to approximate the global density matrix
and the electron density of the whole molecules. These ADMA electron densities are then used to calculate
ab inito-quality electrostatic potentials of the large molecules. The accuracy of the method is analyzed in
detail by two test cases of a penta- and a hexapetide, and the efficiency of the technique is demonstrated by

the calculation of the electrostatic potential of the protein crambin.

I. Introduction with those methods, the number of treatable atoms per system
is limited. Therefore, the development of approximate methods
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therein). It is through this potential that a molecule is first “seen” based u ony’multi ole ex ar)llsibT?JG ?Ee uality of these
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on the fact that the same chemical group has similar properties ,  [1 if AO ¢,(F) is centered on one nuclei of <&t
in different molecular surroundings. In this way, molecular (i) =

fragments can be defined that are transferable between different 0 otherwise 2)
molecules and that are calculated using small molecules and
are recombined to build the larger molecule. Ifrr&aSzabt Using this membership function, the elemerﬁ# of the

group, this is achieved using the fragment self-consistent field density matrix of thekth fragment are calculated according to
(FSCF) method, which relies on strictly localized molecular the Mulliken—Mezey schem@®4112
orbitals (SLMO)% A number of approach&s®>-101yses Bader’s
theory of atoms in molecul&®to define additive, approximately P:lﬁ = 0.5[m(i) + m<(j)] - P; (3)
transferable fragments with fixed boundaries, hence disconti-
nuities at these boundaries. Although a readjustment of fixed Since the fragment density matrices are taken from a direct
boundaries in order to match them without gaps as well as with calculation of the large “target” molecule with standard Har-
equal function values is theoretically possible, this has not beentree—Fock or post-HartreeFock methods, the strictly additive
achieved. Brenemdh®> developed the transferable atom properties of the AFDF scheme guarantee that the original
equivalent (TAE) method, which defines atom fragments density matrix and therefore the original electron density can
according to Bader’s theory with an adjustable parametrization pe restored exactly:
of the molecular electron-density properties such as the elec-
trostatic potential. This method faces the same difficulties of m
discontinuities as the general model of Bader. Py = ZPE (4)

The new approach for the calculation of ab initio-quality k=
electrostatic potentials described in this paper also belongs to L . .
the group of methods using fragmentation, exploiting, however, A good approximation qf the density matrix of the target
a fuzzy-set approach where no boundary readjustment is require(fnoIeCLIIe can be reacheq if the fragment densulty mat”nces are
and no discontinuities occur. It is based on the partitioning of compultoiqlzmdlrectly using a set of small “parent” mol-
the large system into fuzzy subsystems according to the additiveeCUIeS' ' Eac_h_ ofkthe_se parent molecules contains one of
fuzzy-density fragmentation (AFDF) principle and the adjustable the nuclear families * with the same local nuclear. geometry
density-matrix assembler (ADMA) approat¥ 113 The ad- and the same local surroundings as are found in the target
vantage of the method is that the quality of the approximation molecule. Therefore, the accuracy of this approach depends only

can be controlled by the user by applying a simple distance on the reproducibility of the _Iocgl ;urroundings of each

criterion so that it can be adjusted to the accuracy needed inmapromoleculgr fragment density V.V'thm the parent ”.‘O'ecu"?s'
the particular application and to the computer power available. V‘k’]h'ch canf blf improved tol aml/ deTlreﬁI_ accurac;l/) by !ncrea?mg
The very good qualitative as well quantitative agreement of the the size of the parent molecules. In this way, ab initio-quality

method with direct quantum mechanical calculations is dem- elelctrorll der;lsmes ((j:_an tbe catlculatﬁd ¢V(a|n flor Ivtt?ry .Iargei
onstrated using smaller test cases. molecules where a direct quantum chemical calculation is no

practical. This was shown in a number of applicati#fts13

Il. Electrostatic Potential Calculations Using the ADMA The computation can even be speeded up if a database of
Approach fragment density matrices is used according to the ADMA
technique-93.104.118113 Birect quantum chemical calculations are

The additive fuzzy-density fragmentation (AFDF) principle  required only for those molecular fragments not yet available
and the adjustable density-matrix assembler (ADMA) meth- in this database.

od'%%113 provide effective computational tools for the calcula-  on the basis of the earlier approach of quantum crystal-
tion and analysis of macromolecular electron densities. Using |ography, developed by Karle and Mad&&;116 involving a
the conventional HartreeFock—Roothaanr-Hall formalism, transformation of density matrices analogous to thevdio-

avoid artificial fragment boundaries and provide local molecular {ransformations of ADMA-based densiti€$,the application

fragments that are fully analogous to complete molecules. The of the ADMA method has also been proposed for the X-ray
mathematical background and a large number of applications crystallographic structurerefinement process?

are well documented in the literatu®; 104+ 1%nd thus only The possibility of a fast generation of ab initio-quality electron

a short description is given here. ~ densities has motivated the use of these electron densities in
The electron density(r) of a molecule can be expressed in  molecular similarity studies for the elucidation and prediction

terms of a basis set af atomic orbitalspi(F) (i = 1, 2, ...,n) of molecular reactivity and biological activifys-123 Nowadays,

used for the expansion of the molecular wave function and the thjs wide field of study is known as quantitative shapetivity
density matrix®; determined for the given nuclear configuration  ye|ationships (QShAR}L8123As mentioned in the Introduction,
using this basis set: another important aspect often used in reactivity studies is the
- electrostatic potential of a molecugr).1~® It is defined as the
o = - electrostatic force acting on a unit charge caused by the nuclei
p(M) = ZZPW ") - ¢(T) @ and the electrons of the considered molecule and can be
= calculated for one particular point in spacaccording to the

Following the AFDF scheme, the first step in the generation following equation:
of local fuzzy electron-density fragments is to subdivide the

molecules into a set of mutually exclusive families of nuclei o N, ey N2 B p(F) .,
denoted byf kwith k=1, ...,m. A formal membership function P(F) = PnuelF) — PeT) = ;ﬁz — 7 I|T' — r
mK(i), which indicates if a given atomic orbital (AO) basis A (5)

function ¢i(r) belongs to the set of AOs centered on a nucleus
of the familyf, is defined: with
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¢(r): electrostatic potential at poifit
¢nucl(T):  electrostatic potential arising from the nuclei
¢el(T): electrostatic potential arising from the electrons
E&A' position of nucleuA
Za. charge of nucleug\
N: number of nuclei
p(r"): electron density function

Using eq 1 to express the electron density in terms of a
specified basis set and the corresponding density matrix, the
electrostatic potential arising from the electrons is

Pi-oi(F) - ¢(F')

¢Jﬂ=iif T ®

In the same manner as for the electron density, an approxima-
tion of the electrostatic potential of a macromolecule can be
obtained with density matrices of fuzzy molecular fragments
calculated from small parent molecules:

m

o Z%wﬁw%W)

%m=;;fh O

rl

The fragment density matrix can again be taken from the
ADMA database or can be calculated when needed. In addition
to the.tOtal el.eCtrOStatIC potential, t.he fragr_n_ent eIectro_staUc Figure 1. Two representative fragments and their 3.0-A surrounding.
potentials, Wh'Ch_ have the same strictly additive properties as On the left side, one part of the whole molecule including the fragment
the eleCtrOH denSIty fl’agmentS, can alSO be Calculated TherefOI’e,S shown. The green part of the molecule corresponds to the atoms
only the K nuclei defining the fragmenttk are used for the used for the fragment and the surrounding. On the right side, the

calculation of¢';ucl(r); resulting fragment is shown. Fragment a is a CO group, and fragment
b, a CH group; these are shown in green with the atoms of the

K 7 non o Pk (F) - @ (") surroundings color-coded by atom type. It can be seen that atoms that
Kooy A ij " @i % a7 are less than 3.0 A apart but are not bonded covalently to the fragment
¢(r) = ;‘ -F'z I f = _ = r (8 are also included in the surroundings. Also, the hydrogen atoms filling
SR TI =5 T rl the remaining missing valences can be seen.
and target molecule in a predefined radius around the fragment are

considered to be surroundings. This also includes atoms not
m bonded covalently to the fragment. To obtain parent molecules
#(T) = Zqﬁk(_r') 9 that satisfy the targetparent compatiblility conditio%4112only
k= complete nuclear families defining the target fragments are
included in the surroundings. If two nuclear families of the
surroundings are separated by only one atom in the target
In this section, the accuracy of the above-developed ap- molecule not included in the surroundings, then the nuclear
proximation of the electrostatic potential is tested with one family corresponding to this atom is also included in the
hexapetide and one pentapeptide. These test cases are largaurroundings. The remaining missing valences are filled by
enough that the dependence of the approximation on the sizeadding hydrogen atoms in appropriate locations. In Figure 1,
of the surroundings can be examined but small enough to two representative fragments plus their surroundings are shown
compare the results to direct quantum chemical calculations.to illustrate once again the fragmentation scheme used. The
The atomic positions of both peptides are taken from resulting fragments plus surroundings are saved in pdb format
crystallographic structures stored in the Protein Data B&hk, and converted to amatrix file, which is suitable for a Hartree
in which the peptides are bound to the active site of a larger Fock self-consistent-field calculation using the Gaussian 98
protein. The missing coordinates of the hydrogen atoms are program?6 and the 6-31G** basis sét’~13! The quantum
added and optimized using the program CHARMM (version chemical calculations for all fragments are then initiated
24)125 For the definition of the molecular fragments, an automatically. In the present version of the software, no fragment
automated procedure was developed. Each heavy atom with thdrom the ADMA database was used because in this study our
attached hydrogen and double-bonded oxygen atoms constitutesim is to investigate how dependent the approximation is on
a fragment. If the heavy atom belongs to an aromatic system, the accuracy and size of the surroundings of the fragments taken
then the whole aromatic system defines the fragment. Also, theinto account.
NHC(NH,), group of arginine, the C&groups of aspartic and The calculation of the electrostatic potential is performed for
glutamic acid, and the CONHgroups of asparagine and each fragment separately with the program “cubegen” distributed
glutamine are considered to be one fragment. All atoms of the with the Gaussian 98 program packag&This program uses a

lll. Test Calculations on Small Oligopetides
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a) b)

Figure 2. Positive (red) and negative (blue) isosurfaces of the electrostatic potential of the Tgn38 internalization peptide Dyqgrin. Isovalues of
+0.07 and—0.07 au are shown on the left side, and isovalues-0fl4 and—0.14 au, on the right side. Calculated with (a, b) the Gaussian 98
program; (c, d) the ADMA approach without normalization (surroundings of 3.0 A); and (e, ) with normalization (surroundings of 3.0 A).

formatted checkpoint fif#® as input in which the nuclear internalization signal-binding domain of the Ap2 adaptor. The
positions and charges, the parameters of the basis set, and thelectrostatic potential calculated with surroundings of 3.0 A is
density matrix elements are specified. Normally, these formatted shown in Figures 2 and 3 in different representations (all figures
checkpoint files are generated from files produced in a run of in this publication are created using the MOLCAD I
the Gaussian 98 program by a conversion utility. In our case, modulé33-135 of the SYBYL molecular modeling packatjé.
only the fragment density matrix according to the ADMA In Figure 2, isosurfaces are shown that are generated by
approach and the charges of one family of the nuclei should be connecting points with the same value of the electrostatic
used in the calculations. Thus, the density matrix in the potential. Figure 2a and b are the results of direct quantum
formatted checkpoint file is substituted by the fragment density chemical calculations with the Gaussian 98 program, and Figure
matrix, and the charge of every nucleus not included in the 2c and d are the results from the ADMA approach described
fragment is set to zero. The electrostatic potential of the whole here. It can be seen that, even with the relatively small
molecule is finally obtained by adding the fragment electrostatic surroundings employed, a good qualitative and almost quantita-
potentials for all families of nuclei of the target molecule. tive agreement can be achieved. However, the electrostatic
The first molecule used in the studies described here is the potential is somewhat more negative in the approximation than
Tgn38 internalization peptide Dyqrin. This hexapeptide has the in the direct calculation. This is shown especially by the larger
sequence Asp-Tyr-GIn-Arg-Leu-Asn and is composed of 110 space that is surrounded by the negative (blue) isosurface in
atoms. The atomic positions were taken from the pdb entry Figure 2c and d and can be explained partly by the following
1BXX,1%2 in which the peptide forms a complex with the reasons: The integration of the electron density over the total
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part of the molecule, where a negative electrostatic potential is
a) predicted by the ADMA approach, whereas the direct calculation
gives an almost neutral potential. The differences between the
ADMA approach with and without normalization are too small
to be seen in this representation; therefore, the picture of the
ADMA approach without normalization is omitted.

The remaining errors in the approximations generated by the
ADMA approach are caused by the limited size of the fragments.
Thus, the electrons of a fragment are limited to the basis
functions located at the position of the family of nuclei of the
fragment and are therefore more localized as compared to the
case when the whole molecule is considered. This result shows
an accumulation of electrons in negatively polarized regions of
the molecule and a reduction of the electron density in positively
polarized regions, which corresponds to an increase in the
absolute value in the negative as well as in the positive region
of the electrostatic potential. This localization can be reduced
by increasing the size of the surroundings of each fragment. In
Figure 4, the electrostatic potentials for surroundings of 4.0 and
5.0 A are compared to the potentials with surroundings of 3.0
A and the potential calculated directly with the Gaussian 98
program, which have already been shown in Figure 2. It can be
seen that the errors are significantly reduced by the larger
surroundings and that almost no differences can be seen between
the electrostatic potential with 5.0-A surroundings and the
directly calculated potential. (Figure 4a and b and Figure 4 g
and h)

The second oligopeptide is the c-terminal fragment of the

Fi 3. Slicing ol hrouah the el ) ial of the Ton38 chemotaxis receptor in the conformation in the complex with
Figure 3. Slicing plane through the electrostatic potential of the Tgn38 - oo gtaxis receptor methyltransferase taken from the pdb entry
internalization peptide Dyqrin. Positive parts are shown in red, and

137 Thi ;
negative parts, in blue. (a) As calculated by the Gaussian 98 programlBCS' Thls pentapeptide has the sequence Asn—Trp-GIu-Thr-
and (b) with the ADMA approach (surroundings of 3.0 A with Phe and is composed of 90 atoms. The electrostatic potential

normalization). calculated with the Gaussian 98 program as well as with the
ADMA approach with surroundings of 3.0, 4.0, and 5.0 Ais
space should result in the total number of electrons. Becauseshown in Figure 5. This example demonstrates once more that
of the combination of fragment density matrices, this condition the ADMA approach gives reasonable approximations of the
is not always exactly fulfilled. In our test case, a value of electrostatic potential and that the accuracy can be increased
430.014 electrons results from the integration compared to theby using larger surroundings for each fragment.
430 electrons contained in the molecule. This excess of 0.014  Another method beside the visual inspection of isodensity
electrons gives the molecule a partial negative charge, whichsurfaces shown so far is the numerical comparison of electro-
induces the decrease of the electrostatic potential. To removestatic potentials and thus, the verification of the results of the
this random error, each density matrix element can be multiplied various approximations by the calculation of quantum molecular
by the quotient of the real number of electrons and the number similarity measures (see refs 13840 and references therein).
obtained by the integration of the fragment electron density: CarbieDorca and co-worketé~143 proposed a scheme for the
generation of quantum similarity measures based on the electron

prom _ b Ne 10 density distribution. One of these similarity measures, the
i TN ) df (10) Coulomb quantum similarity measure, is strongly related to the
f p(T) dr electrostatic potential and is defined#s!43

The results obtained by this modified electron-density matrix
are shown in Figure 2e and f. Even if the electrostatic potential 2ig= [ [ pa(TD) IT1 = T5l pe(F,) T dF, (1)
is still too negative on the left side of the molecule, a small
refinement of the approximation is achieved by this normaliza-  The well-known Carbsimilarity measur&4-146is produced
tion of the electron-density matrix. This is even more the case by the transformation into a number lying within the interval
when the size of the target molecule increases and thus the(0;1], where zaa and zgg are the quantum self-similarity
number of excess electrons (the difference between the realmeasures of molecule A and B, respectivEfy:143
number of electrons and the number of electrons achieved by

the ADMA approach) is also more likely to increase. Zpg
In Figure 3, the electrostatic potential is shown along a plane - (12)
slicing through the molecule with the direct calculation in the LANYATS

upper part and the ADMA approach with normalization in the

lower part of the Figure. The good qualitative agreement Because we want to compare the approximated electrostatic
between the direct calculations and the ADMA approach is potential to the direct calculations, we use in this paper a related
demonstrated once again by this representation. Only smallsimilarity measure defined with the electronic part of the
differences can be seen in the upper left corner and in the middleelectrostatic potential:
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a)

Figure 4. Positive (red) and negative (blue) isosurfaces of the electrostatic potential of the Tgn38 internalization peptide Dyqgrin. Isovalues of
+0.07 and—0.07 au are shown on the left side, anctied.14 and—0.14 au, on the right side. Calculated by (a, b) the Gaussian 98 program; (c,
d) the ADMA and surroundings of 3.0 A; (e, f) with surroundings of 4.0 A; and (g, h) with surroundings of 5.0 A.

f ot aor o T is on one hand that the nuclear part of the electrostatic potential
— elaTelB is the same for the approximate and the direct calculations;
e 2 w3 heref imilarity of 1 results when th d

( f¢elA¢e|AdT) ( f¢’e|,B¢e|,B dr) therefore, a similarity of 1 results when these parts are compared.

On the other hand, the electrostatic potential is a balance of
The reason for this definition of a quantum similarity measure large positive and large negative contributions of the nuclei and
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a)

@

Figure 5. Positive (red) and negative (blue) isosurface of the
electrostatic potential of the c-terminal fragment of the chemotaxis

receptor. Isovalues 6f0.07 and—0.07 au are shown. Calculated by

(a) the Gaussian 98 program, (b) with the ADMA and surroundings of

3.0 ﬁ (c) with surroundings of 4.0 A, and (d) with surroundings of
5.0

J. Phys. Chem. A, Vol. 106, No. 48, 200R1797

TABLE 1: Quantum Molecular Similarity Measure of the
Approximative Electrostatic Potential for Two Oligopepties
Compared to Direct Quantum Chemical Calculation$

surroundings (A) A Be
3.0 0.999997 0.999998
4.0 0.999999 0.999999
5.0 1.000000 1.000000

aValues corresponding to the Céarbuonilarity index as defined in
eq 13.° Tgn38 internalization peptide Dyqrlfic-Terminal fragment
of chemotaxis receptor.

between the approximation and the direct calculations more

evident. But because of the nondefinite positive nature of the

electrostatic potential, such a measure is not possible using the
Carbosimilarity index.

The values of the similarity measure for both oligopeptides
with different surroundings are summarized in Table 1. It can
be seen that values near 1 result even for the smallest
surroundings taken, which demonstrates once again the useful-
ness of the proposed ADMA approximation. It can also be seen
that the values are getting even better with the increasing size
of the surroundings. Consequently, the quality of the ap-
proximation can be controlled by choosing an appropriate size
of the surroundings so that it can be adjusted to the accuracy
needed in the particular application and to the computer power
available.

IV. Electrostatic Potential of Crambin

To demonstrate that the new approach is able to calculate
the electrostatic potential even for large molecules, whose sizes
have precluded traditional quantum chemical calculations so far,
the protein crambin (pdb entry 1CNR) is chosen as an
example. The results using surroundings of 4.0 A are shown in
Figure 6. In the Figure, an isosurface of the electron density is
also shown. This isosurface roughly describes the shape of the
molecule and hides the electropositive core of the molecules.
Thus, only those parts of the electrostatic potential can be seen
that correspond to highly polarized regions and therefore are
of interest.

With 330 heavy atoms, crambin is a rather small protein, but
it is already close to the limit of standard quantum chemical
calculations. In this paper, quantum chemical calculations are
carried out for every fragment of the target molecule. With the
use of the ADMA database, only fragments not included in the
database would be calculated, and the stored electron-density
matrix would be used otherwise. For the effective use of the
database, not all possible conformations of a fragment can be
stored in the database. This problem can be circumvented by
approximating the electron-density matrix using similar con-
formations stored in the database using different transformation
methods described elsewhéf&!4® The database approach
would result in a large decrease in the computational time to
obtain the electron density matrices. But more than half the time
is spent for the calculation of the electrostatic potential. This is
due to the large grid size that is used to cover the 3D space
around the molecule and the large number of basis functions
for this molecule. On one hand, using a larger spacing between
the grid points and an interpolation algorithm to calculate the
values between the points can circumvent this. A smaller grid
size can also be achieved if one is interested in only a small
part of the protein, such as the active site, and the electrostatic
potential is calculated only for this part. On the other hand, if

the electrons, respectively. A similarity measure for the total a grid point and a nucleus are far apart, then the basis functions
electrostatic potential would therefore make the differences corresponding to this nucleus have almost no influence on the
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calculations are performed on these small subsystems with tailor-
made surroundings, and the fragments are recombined to obtain
the approximate electrostatic potential of the whole system. The
calculations of these approximations require a fraction of the
computational time that would be needed for conventional ab
initio techniques, and because of the linear scaling properties
of the ADMA approach, they are feasible even for very large
systems. An additional large decrease in computational time
can be obtained if an ADMA database of precalculated
fragments is used in the calculations.

In the first part of this paper, the very good qualitative as
well as quantitative agreement of the method with direct
quantum mechanical calculations is demonstrated with smaller
test cases. This is done by visual inspection of isosurfaces and
slicing planes as well as numerically by quantum molecular
similarity measures using the approximative electrostatic po-
tential of two oligopeptides. In these two examples using the
6-31G** basis set2”13! g surrounding of 4.0 to 5.0 A was
sufficient for obtaining these good results. This number should
probably been increased if basis sets with diffuse functions, such
as the 6-3%G!0 or aug-ccpVXZ basis set8!152 are used
because of the increasing influence of basis functions centered
on atoms further away on the electron density of the fragment.
In the second part, it is demonstrated that the new approach is
able to calculate the electrostatic potential even for large
molecules whose sizes have precluded ab initio-quality quantum
chemical calculations so far. This is an important extension to
the existing ADMA method because it is now possible to
calculate not only the electron density but also the electrostatic
potential on the basis of this approach. The ADMA electron
densities are used to describe molecular shape in similarity
studies such as topological shape analysis and quantitative
shape-activity relationships (QShAR). These studies can now
be extended to electrostatic properties so that another important
factor of molecular recognition in addition to shape can be
investigated. The treatment of other properties (e.g., dipole
moment, intermolecular forces) is presently under investigation
in our laboratory.

The other advantage of the method is that the quality of the
approximation can be controlled by the user so that it can be
adjusted to the accuracy needed in the particular application
and to the computer power available. In this sense, very accurate
calculations can be performed in regions of the molecule that
are of special interest, such as an active site in a protein. The
regions that are further away and thus have a smaller influence
on the properties of the active site can be calculated less
Figure 6. Electrostatic potential of crambin in three different orienta- accurately with smaller surroundings. This kind of approach
tions. An isosurface of the electron density (gray, isovalue 0.002 au) can be compared to hybrid quantum mechanical/molecular
and a positive (red, isovalu€0.05 au) and a negative (blue, isovalue mechanical (QM/MM) methods in the sense that in these
—0.05 au) isosurface of the electrostatic potential are shown. methods a part of the molecule is also calculated very accurately

. . _ ) . where the influences of the other regions are regarded only as
electrostgtlc potgntlal at the location of the grid point. Therefore, approximative. But in the ADMA approach, there are no
only basis functions located on nuclei near a grid point may be gjtficulties in combining the two parts because both are treated
considered in the calculation of the electrostatic potential for quantum chemically. In the QM/MM methods, the region
this grid point. This would result in a much smaller number of patween the two subsystems requires special treatment, which

basis functions for each grid point and a noticeable speedup i”represents a major problem connected with the QM/MM
the calculation. approacth??
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