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The electrostatic potential around a molecule is often used to describe reactions, binding, and catalysis
mechanisms or to serve as a descriptor in structure-activity relationships and molecular similarity studies.
Often, very accurate descriptions of this property are needed that traditionally can be obtained, at least for
small molecules, by quantum chemical calculations. The aim of this paper is to extend ab initio-quality quantum
chemical accuracy to larger molecules such as proteins. The additive fuzzy density fragmentation (AFDF)
principle and the adjustable density matrix assembler (ADMA) method are used to divide large molecules
into fuzzy fragments, for which quantum chemical calculations can be done directly using smaller, “custom-
made” parent molecules including all the local interactions within a preset distance limit. In the next step, the
obtained density matrices of electron density fragments are combined to approximate the global density matrix
and the electron density of the whole molecules. These ADMA electron densities are then used to calculate
ab inito-quality electrostatic potentials of the large molecules. The accuracy of the method is analyzed in
detail by two test cases of a penta- and a hexapetide, and the efficiency of the technique is demonstrated by
the calculation of the electrostatic potential of the protein crambin.

I. Introduction

The electrostatic potential that is created in the space around
the molecule by its nuclei and electrons has been proven to be
a useful tool in explaining chemical reactivity and molecular
interactive behavior (see, for example, refs 1-5 and references
therein). It is through this potential that a molecule is first “seen”
or “felt” by another approaching chemical species.1-3 Thus, it
is often used to describe reaction, binding, and catalysis
mechanisms1,4,5 or as a descriptor in many research areas such
as molecular structure,6-8 solvation,9-21 crystalline state,22-27

force-field parametrization,28-37 quantitative structure-activity
relationships (QSAR),38-54 and molecular similarity studies.55-67

It also has a large impact in rational drug design as a tool for
“lead” optimization and pharmacophore searches.44,45,57,59,68-71

Even though it is a physical property and can be determined
experimentally, the electrostatic potential used in these applica-
tions is calculated theoretically most of the time. For small
molecules, calculations are routinely done by standard quantum
chemical methods such as Hartree-Fock and post-Hartree-
Fock methods or, increasingly in the electrostatic potential
context, using density functional theory.1-3 But these methods
are not feasible for larger molecules such as proteins because
of the strong dependence of the computational time and memory
on the number of basis functions and therefore the number of
atoms in the molecule. Semiempirical methods can increase the
range of computations to include larger molecules,72-75 but even

with those methods, the number of treatable atoms per system
is limited. Therefore, the development of approximate methods
to obtain a reasonable accuracy of the electrostatic potential of
these large molecules is extremely important and is a major
field of research.

Historically, the most widely used approximations are those
based upon multipole expansion.1-3,76 The quality of these
approaches depends strongly on the number of terms (i.e.,
quadrupole, octapole, etc.) used in the expansion. One prominent
example is using a set of point charges, which corresponds to
terminating the expansion after the monopole term, which is
used in many empirical force fields34-37,77-79 as well as in
molecular modeling studies of biomolecular processes such as
protein docking80,81or activity relationships.82,83Because of the
simplicity of the method, the advantage of the use of partial
charges is that solvation effects based on the continuum theory
can be included by using the Poisson-Boltzmann equation with
a reasonable amount of computational effort.5,84-89 However,
it is a disadvantage that the parametrization of the atomic partial
charges makes it impossible to include polarization effects due
to intra- or intermolecular interactions with other chemical
groups because the partial charge obtained by calculations on
these molecules is assigned to every atom of the same kind
independently of the chemical surroundings.

Another methodology for computing the electrostatic potential
involves the representation of a large system as a combination
or superposition of contributions from their constituent units
or fragments. One possibility is realized in the hybrid quantum
mechanical/molecular mechanical (QM/MM) methods.90-94

Therein, the region of special interest, such as the active site of
a protein, is treated quantum mechanically, whereas the other
parts playing the role of essentially electrostatic perturbation
are represented as point charges. Another possibility is to rely
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on the fact that the same chemical group has similar properties
in different molecular surroundings. In this way, molecular
fragments can be defined that are transferable between different
molecules and that are calculated using small molecules and
are recombined to build the larger molecule. In Na´ray-Szabo´’s
group, this is achieved using the fragment self-consistent field
(FSCF) method, which relies on strictly localized molecular
orbitals (SLMO).94 A number of approaches48,95-101uses Bader’s
theory of atoms in molecules102 to define additive, approximately
transferable fragments with fixed boundaries, hence disconti-
nuities at these boundaries. Although a readjustment of fixed
boundaries in order to match them without gaps as well as with
equal function values is theoretically possible, this has not been
achieved. Breneman48,95,96 developed the transferable atom
equivalent (TAE) method, which defines atom fragments
according to Bader’s theory with an adjustable parametrization
of the molecular electron-density properties such as the elec-
trostatic potential. This method faces the same difficulties of
discontinuities as the general model of Bader.

The new approach for the calculation of ab initio-quality
electrostatic potentials described in this paper also belongs to
the group of methods using fragmentation, exploiting, however,
a fuzzy-set approach where no boundary readjustment is required
and no discontinuities occur. It is based on the partitioning of
the large system into fuzzy subsystems according to the additive
fuzzy-density fragmentation (AFDF) principle and the adjustable
density-matrix assembler (ADMA) approach.103-113 The ad-
vantage of the method is that the quality of the approximation
can be controlled by the user by applying a simple distance
criterion so that it can be adjusted to the accuracy needed in
the particular application and to the computer power available.
The very good qualitative as well quantitative agreement of the
method with direct quantum mechanical calculations is dem-
onstrated using smaller test cases.

II. Electrostatic Potential Calculations Using the ADMA
Approach

The additive fuzzy-density fragmentation (AFDF) principle
and the adjustable density-matrix assembler (ADMA) meth-
od103-113 provide effective computational tools for the calcula-
tion and analysis of macromolecular electron densities. Using
the conventional Hartree-Fock-Roothaan-Hall formalism,
these MO-based, additive fuzzy-density fragmentation methods
avoid artificial fragment boundaries and provide local molecular
fragments that are fully analogous to complete molecules. The
mathematical background and a large number of applications
are well documented in the literature,103,104,111,112and thus only
a short description is given here.

The electron densityF(rb) of a molecule can be expressed in
terms of a basis set ofn atomic orbitalsæi(rb) (i ) 1, 2, ...,n)
used for the expansion of the molecular wave function and the
density matrixPij determined for the given nuclear configuration
using this basis set:

Following the AFDF scheme, the first step in the generation
of local fuzzy electron-density fragments is to subdivide the
molecules into a set of mutually exclusive families of nuclei
denoted byf k with k ) 1, ...,m. A formal membership function
mk(i), which indicates if a given atomic orbital (AO) basis
functionæi(rb) belongs to the set of AOs centered on a nucleus
of the family f k, is defined:

Using this membership function, the elementsPij
k of the

density matrix of thekth fragment are calculated according to
the Mulliken-Mezey scheme:104,112

Since the fragment density matrices are taken from a direct
calculation of the large “target” molecule with standard Har-
tree-Fock or post-Hartree-Fock methods, the strictly additive
properties of the AFDF scheme guarantee that the original
density matrix and therefore the original electron density can
be restored exactly:

A good approximation of the density matrix of the target
molecule can be reached if the fragment density matrices are
computed indirectly using a set of small “parent” mol-
ecules.104,112 Each of these parent molecules contains one of
the nuclear familiesf k with the same local nuclear geometry
and the same local surroundings as are found in the target
molecule. Therefore, the accuracy of this approach depends only
on the reproducibility of the local surroundings of each
macromolecular fragment density within the parent molecules,
which can be improved to any desired accuracy by increasing
the size of the parent molecules. In this way, ab initio-quality
electron densities can be calculated even for very large
molecules where a direct quantum chemical calculation is not
practical. This was shown in a number of applications.103-113

The computation can even be speeded up if a database of
fragment density matrices is used according to the ADMA
technique.103,104,110-113Direct quantum chemical calculations are
required only for those molecular fragments not yet available
in this database.

On the basis of the earlier approach of quantum crystal-
lography, developed by Karle and Massa,114-116 involving a
transformation of density matrices analogous to the Lo¨wdin-
transform-inverse Löwdin-transform method employed in
transformations of ADMA-based densities,113 the application
of the ADMA method has also been proposed for the X-ray
crystallographic structure-refinement process.117

The possibility of a fast generation of ab initio-quality electron
densities has motivated the use of these electron densities in
molecular similarity studies for the elucidation and prediction
of molecular reactivity and biological activity.118-123Nowadays,
this wide field of study is known as quantitative shape-activity
relationships (QShAR).118,123As mentioned in the Introduction,
another important aspect often used in reactivity studies is the
electrostatic potential of a moleculeφ(rb).1-5 It is defined as the
electrostatic force acting on a unit charge caused by the nuclei
and the electrons of the considered molecule and can be
calculated for one particular point in spacerb according to the
following equation:

with

mk(i) ) {1 if AO æi( rb) is centered on one nuclei of setf k

0 otherwise
(2)

Pij
k ) 0.5[mk(i) + mk(j)] ‚ Pij (3)

Pij ) ∑
k)1

m

Pij
k (4)

φ( rb) ) φnucl( rb) - φel( rb) ) ∑
A)1

N ZA

|RBA - rb|
- ∫ F( rb′)

| rb′ - rb|
drb′

(5)

F( rb) ) ∑
i)1

n

∑
j)1

n

Pij ‚ æi( rb) ‚ æj( rb) (1)
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φ(rb): electrostatic potential at pointrb
φnucl(rb): electrostatic potential arising from the nuclei

φel(rb): electrostatic potential arising from the electrons
RBA: position of nucleusA
ZA: charge of nucleusA
N: number of nuclei

F(r′): electron density function

Using eq 1 to express the electron density in terms of a
specified basis set and the corresponding density matrix, the
electrostatic potential arising from the electrons is

In the same manner as for the electron density, an approxima-
tion of the electrostatic potential of a macromolecule can be
obtained with density matrices of fuzzy molecular fragments
calculated from small parent molecules:

The fragment density matrix can again be taken from the
ADMA database or can be calculated when needed. In addition
to the total electrostatic potential, the fragment electrostatic
potentials, which have the same strictly additive properties as
the electron density fragments, can also be calculated. Therefore,
only the K nuclei defining the fragmentf k are used for the
calculation ofφnucl

k (rb):

and

III. Test Calculations on Small Oligopetides

In this section, the accuracy of the above-developed ap-
proximation of the electrostatic potential is tested with one
hexapetide and one pentapeptide. These test cases are large
enough that the dependence of the approximation on the size
of the surroundings can be examined but small enough to
compare the results to direct quantum chemical calculations.

The atomic positions of both peptides are taken from
crystallographic structures stored in the Protein Data Bank,124

in which the peptides are bound to the active site of a larger
protein. The missing coordinates of the hydrogen atoms are
added and optimized using the program CHARMM (version
24).125 For the definition of the molecular fragments, an
automated procedure was developed. Each heavy atom with the
attached hydrogen and double-bonded oxygen atoms constitutes
a fragment. If the heavy atom belongs to an aromatic system,
then the whole aromatic system defines the fragment. Also, the
NHC(NH2)2 group of arginine, the CO2 groups of aspartic and
glutamic acid, and the CONH2 groups of asparagine and
glutamine are considered to be one fragment. All atoms of the

target molecule in a predefined radius around the fragment are
considered to be surroundings. This also includes atoms not
bonded covalently to the fragment. To obtain parent molecules
that satisfy the target-parent compatiblility condition,104,112only
complete nuclear families defining the target fragments are
included in the surroundings. If two nuclear families of the
surroundings are separated by only one atom in the target
molecule not included in the surroundings, then the nuclear
family corresponding to this atom is also included in the
surroundings. The remaining missing valences are filled by
adding hydrogen atoms in appropriate locations. In Figure 1,
two representative fragments plus their surroundings are shown
to illustrate once again the fragmentation scheme used. The
resulting fragments plus surroundings are saved in pdb format
and converted to az-matrix file, which is suitable for a Hartree-
Fock self-consistent-field calculation using the Gaussian 98
program126 and the 6-31G** basis set.127-131 The quantum
chemical calculations for all fragments are then initiated
automatically. In the present version of the software, no fragment
from the ADMA database was used because in this study our
aim is to investigate how dependent the approximation is on
the accuracy and size of the surroundings of the fragments taken
into account.

The calculation of the electrostatic potential is performed for
each fragment separately with the program “cubegen” distributed
with the Gaussian 98 program package.126 This program uses a

φel( rb) ) ∑
i)1

n

∑
j)1

n ∫Pij ‚ æi( rb′) ‚ æj( rb′)

| rb′ - rb|
drb′ (6)

φel( rb) ) ∑
i)1

n

∑
j)1

n ∫
∑
k)1

m

Pij
k ‚ æi( rb′) ‚ æj( rb′)

| rb′ - rb|
drb′ (7)

φ
k( rb) ) ∑

A)1

K ZA

|RBA - rb|
- ∑

i)1

n

∑
j)1

n ∫Pij
k ‚ æi( rb′) ‚ æj( rb′)

| rb′ - rb|
drb′ (8)

φ( rb) ) ∑
k)1

m

φ
k( rb) (9)

Figure 1. Two representative fragments and their 3.0-Å surrounding.
On the left side, one part of the whole molecule including the fragment
is shown. The green part of the molecule corresponds to the atoms
used for the fragment and the surrounding. On the right side, the
resulting fragment is shown. Fragment a is a CO group, and fragment
b, a CH2 group; these are shown in green with the atoms of the
surroundings color-coded by atom type. It can be seen that atoms that
are less than 3.0 Å apart but are not bonded covalently to the fragment
are also included in the surroundings. Also, the hydrogen atoms filling
the remaining missing valences can be seen.
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formatted checkpoint file126 as input in which the nuclear
positions and charges, the parameters of the basis set, and the
density matrix elements are specified. Normally, these formatted
checkpoint files are generated from files produced in a run of
the Gaussian 98 program by a conversion utility. In our case,
only the fragment density matrix according to the ADMA
approach and the charges of one family of the nuclei should be
used in the calculations. Thus, the density matrix in the
formatted checkpoint file is substituted by the fragment density
matrix, and the charge of every nucleus not included in the
fragment is set to zero. The electrostatic potential of the whole
molecule is finally obtained by adding the fragment electrostatic
potentials for all families of nuclei of the target molecule.

The first molecule used in the studies described here is the
Tgn38 internalization peptide Dyqrln. This hexapeptide has the
sequence Asp-Tyr-Gln-Arg-Leu-Asn and is composed of 110
atoms. The atomic positions were taken from the pdb entry
1BXX,132 in which the peptide forms a complex with the

internalization signal-binding domain of the Ap2 adaptor. The
electrostatic potential calculated with surroundings of 3.0 Å is
shown in Figures 2 and 3 in different representations (all figures
in this publication are created using the MOLCAD II
module133-135 of the SYBYL molecular modeling package136).
In Figure 2, isosurfaces are shown that are generated by
connecting points with the same value of the electrostatic
potential. Figure 2a and b are the results of direct quantum
chemical calculations with the Gaussian 98 program, and Figure
2c and d are the results from the ADMA approach described
here. It can be seen that, even with the relatively small
surroundings employed, a good qualitative and almost quantita-
tive agreement can be achieved. However, the electrostatic
potential is somewhat more negative in the approximation than
in the direct calculation. This is shown especially by the larger
space that is surrounded by the negative (blue) isosurface in
Figure 2c and d and can be explained partly by the following
reasons: The integration of the electron density over the total

Figure 2. Positive (red) and negative (blue) isosurfaces of the electrostatic potential of the Tgn38 internalization peptide Dyqrln. Isovalues of
+0.07 and-0.07 au are shown on the left side, and isovalues of+0.14 and-0.14 au, on the right side. Calculated with (a, b) the Gaussian 98
program; (c, d) the ADMA approach without normalization (surroundings of 3.0 Å); and (e, f) with normalization (surroundings of 3.0 Å).
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space should result in the total number of electrons. Because
of the combination of fragment density matrices, this condition
is not always exactly fulfilled. In our test case, a value of
430.014 electrons results from the integration compared to the
430 electrons contained in the molecule. This excess of 0.014
electrons gives the molecule a partial negative charge, which
induces the decrease of the electrostatic potential. To remove
this random error, each density matrix element can be multiplied
by the quotient of the real number of electrons and the number
obtained by the integration of the fragment electron density:

The results obtained by this modified electron-density matrix
are shown in Figure 2e and f. Even if the electrostatic potential
is still too negative on the left side of the molecule, a small
refinement of the approximation is achieved by this normaliza-
tion of the electron-density matrix. This is even more the case
when the size of the target molecule increases and thus the
number of excess electrons (the difference between the real
number of electrons and the number of electrons achieved by
the ADMA approach) is also more likely to increase.

In Figure 3, the electrostatic potential is shown along a plane
slicing through the molecule with the direct calculation in the
upper part and the ADMA approach with normalization in the
lower part of the Figure. The good qualitative agreement
between the direct calculations and the ADMA approach is
demonstrated once again by this representation. Only small
differences can be seen in the upper left corner and in the middle

part of the molecule, where a negative electrostatic potential is
predicted by the ADMA approach, whereas the direct calculation
gives an almost neutral potential. The differences between the
ADMA approach with and without normalization are too small
to be seen in this representation; therefore, the picture of the
ADMA approach without normalization is omitted.

The remaining errors in the approximations generated by the
ADMA approach are caused by the limited size of the fragments.
Thus, the electrons of a fragment are limited to the basis
functions located at the position of the family of nuclei of the
fragment and are therefore more localized as compared to the
case when the whole molecule is considered. This result shows
an accumulation of electrons in negatively polarized regions of
the molecule and a reduction of the electron density in positively
polarized regions, which corresponds to an increase in the
absolute value in the negative as well as in the positive region
of the electrostatic potential. This localization can be reduced
by increasing the size of the surroundings of each fragment. In
Figure 4, the electrostatic potentials for surroundings of 4.0 and
5.0 Å are compared to the potentials with surroundings of 3.0
Å and the potential calculated directly with the Gaussian 98
program, which have already been shown in Figure 2. It can be
seen that the errors are significantly reduced by the larger
surroundings and that almost no differences can be seen between
the electrostatic potential with 5.0-Å surroundings and the
directly calculated potential. (Figure 4a and b and Figure 4 g
and h)

The second oligopeptide is the c-terminal fragment of the
chemotaxis receptor in the conformation in the complex with
chemotaxis receptor methyltransferase taken from the pdb entry
1BC5.137 This pentapeptide has the sequence Asn-Trp-Glu-Thr-
Phe and is composed of 90 atoms. The electrostatic potential
calculated with the Gaussian 98 program as well as with the
ADMA approach with surroundings of 3.0, 4.0, and 5.0 Å is
shown in Figure 5. This example demonstrates once more that
the ADMA approach gives reasonable approximations of the
electrostatic potential and that the accuracy can be increased
by using larger surroundings for each fragment.

Another method beside the visual inspection of isodensity
surfaces shown so far is the numerical comparison of electro-
static potentials and thus, the verification of the results of the
various approximations by the calculation of quantum molecular
similarity measures (see refs 138-140 and references therein).
Carbó-Dorca and co-workers141-143 proposed a scheme for the
generation of quantum similarity measures based on the electron
density distribution. One of these similarity measures, the
Coulomb quantum similarity measure, is strongly related to the
electrostatic potential and is defined as141-143

The well-known Carbo´ similarity measure144-146 is produced
by the transformation into a number lying within the interval
(0;1], where zAA and zBB are the quantum self-similarity
measures of molecule A and B, respectively:141-143

Because we want to compare the approximated electrostatic
potential to the direct calculations, we use in this paper a related
similarity measure defined with the electronic part of the
electrostatic potential:

Figure 3. Slicing plane through the electrostatic potential of the Tgn38
internalization peptide Dyqrln. Positive parts are shown in red, and
negative parts, in blue. (a) As calculated by the Gaussian 98 program
and (b) with the ADMA approach (surroundings of 3.0 Å with
normalization).

Pij
norm ) Pij

nel

∫ F( rb) drb
(10)

zAB ) ∫∫ FA( rb1) | rb1 - rb2| FB( rb2) drb1 drb2 (11)

rAB )
zAB

xzAAzBB

(12)
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The reason for this definition of a quantum similarity measure

is on one hand that the nuclear part of the electrostatic potential
is the same for the approximate and the direct calculations;
therefore, a similarity of 1 results when these parts are compared.
On the other hand, the electrostatic potential is a balance of
large positive and large negative contributions of the nuclei and

Figure 4. Positive (red) and negative (blue) isosurfaces of the electrostatic potential of the Tgn38 internalization peptide Dyqrln. Isovalues of
+0.07 and-0.07 au are shown on the left side, and of+0.14 and-0.14 au, on the right side. Calculated by (a, b) the Gaussian 98 program; (c,
d) the ADMA and surroundings of 3.0 Å; (e, f) with surroundings of 4.0 Å; and (g, h) with surroundings of 5.0 Å.

rAB )
∫φel,Aφel,B dτ

(∫φel,Aφel,A dτ)1/2(∫φel,Bφel,B dτ)1/2
(13)

11796 J. Phys. Chem. A, Vol. 106, No. 48, 2002 Exner and Mezey



the electrons, respectively. A similarity measure for the total
electrostatic potential would therefore make the differences

between the approximation and the direct calculations more
evident. But because of the nondefinite positive nature of the
electrostatic potential, such a measure is not possible using the
Carbósimilarity index.

The values of the similarity measure for both oligopeptides
with different surroundings are summarized in Table 1. It can
be seen that values near 1 result even for the smallest
surroundings taken, which demonstrates once again the useful-
ness of the proposed ADMA approximation. It can also be seen
that the values are getting even better with the increasing size
of the surroundings. Consequently, the quality of the ap-
proximation can be controlled by choosing an appropriate size
of the surroundings so that it can be adjusted to the accuracy
needed in the particular application and to the computer power
available.

IV. Electrostatic Potential of Crambin

To demonstrate that the new approach is able to calculate
the electrostatic potential even for large molecules, whose sizes
have precluded traditional quantum chemical calculations so far,
the protein crambin (pdb entry 1CNR147) is chosen as an
example. The results using surroundings of 4.0 Å are shown in
Figure 6. In the Figure, an isosurface of the electron density is
also shown. This isosurface roughly describes the shape of the
molecule and hides the electropositive core of the molecules.
Thus, only those parts of the electrostatic potential can be seen
that correspond to highly polarized regions and therefore are
of interest.

With 330 heavy atoms, crambin is a rather small protein, but
it is already close to the limit of standard quantum chemical
calculations. In this paper, quantum chemical calculations are
carried out for every fragment of the target molecule. With the
use of the ADMA database, only fragments not included in the
database would be calculated, and the stored electron-density
matrix would be used otherwise. For the effective use of the
database, not all possible conformations of a fragment can be
stored in the database. This problem can be circumvented by
approximating the electron-density matrix using similar con-
formations stored in the database using different transformation
methods described elsewhere.148,149 The database approach
would result in a large decrease in the computational time to
obtain the electron density matrices. But more than half the time
is spent for the calculation of the electrostatic potential. This is
due to the large grid size that is used to cover the 3D space
around the molecule and the large number of basis functions
for this molecule. On one hand, using a larger spacing between
the grid points and an interpolation algorithm to calculate the
values between the points can circumvent this. A smaller grid
size can also be achieved if one is interested in only a small
part of the protein, such as the active site, and the electrostatic
potential is calculated only for this part. On the other hand, if
a grid point and a nucleus are far apart, then the basis functions
corresponding to this nucleus have almost no influence on the

Figure 5. Positive (red) and negative (blue) isosurface of the
electrostatic potential of the c-terminal fragment of the chemotaxis
receptor. Isovalues of+0.07 and-0.07 au are shown. Calculated by
(a) the Gaussian 98 program, (b) with the ADMA and surroundings of
3.0 Å, (c) with surroundings of 4.0 Å, and (d) with surroundings of
5.0 Å

TABLE 1: Quantum Molecular Similarity Measure of the
Approximative Electrostatic Potential for Two Oligopepties
Compared to Direct Quantum Chemical Calculationsa

surroundings (Å) Ab Bc

3.0 0.999997 0.999998
4.0 0.999999 0.999999
5.0 1.000000 1.000000

a Values corresponding to the Carbo´ similarity index as defined in
eq 13.b Tgn38 internalization peptide Dyqrln.c c-Terminal fragment
of chemotaxis receptor.
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electrostatic potential at the location of the grid point. Therefore,
only basis functions located on nuclei near a grid point may be
considered in the calculation of the electrostatic potential for
this grid point. This would result in a much smaller number of
basis functions for each grid point and a noticeable speedup in
the calculation.

V. Conclusion

In this paper, a method for the calculation of ab initio-quality
electrostatic potentials is introduced. It is based on the additive
fuzzy-density fragmentation (AFDF) and the adjustable density-
matrix assembler (ADMA) approaches in which large systems
are partitioned into fuzzy subsystems. Quantum chemical

calculations are performed on these small subsystems with tailor-
made surroundings, and the fragments are recombined to obtain
the approximate electrostatic potential of the whole system. The
calculations of these approximations require a fraction of the
computational time that would be needed for conventional ab
initio techniques, and because of the linear scaling properties
of the ADMA approach, they are feasible even for very large
systems. An additional large decrease in computational time
can be obtained if an ADMA database of precalculated
fragments is used in the calculations.

In the first part of this paper, the very good qualitative as
well as quantitative agreement of the method with direct
quantum mechanical calculations is demonstrated with smaller
test cases. This is done by visual inspection of isosurfaces and
slicing planes as well as numerically by quantum molecular
similarity measures using the approximative electrostatic po-
tential of two oligopeptides. In these two examples using the
6-31G** basis set,127-131 a surrounding of 4.0 to 5.0 Å was
sufficient for obtaining these good results. This number should
probably been increased if basis sets with diffuse functions, such
as the 6-31+G150 or aug-ccpVXZ basis sets,151,152 are used
because of the increasing influence of basis functions centered
on atoms further away on the electron density of the fragment.
In the second part, it is demonstrated that the new approach is
able to calculate the electrostatic potential even for large
molecules whose sizes have precluded ab initio-quality quantum
chemical calculations so far. This is an important extension to
the existing ADMA method because it is now possible to
calculate not only the electron density but also the electrostatic
potential on the basis of this approach. The ADMA electron
densities are used to describe molecular shape in similarity
studies such as topological shape analysis and quantitative
shape-activity relationships (QShAR). These studies can now
be extended to electrostatic properties so that another important
factor of molecular recognition in addition to shape can be
investigated. The treatment of other properties (e.g., dipole
moment, intermolecular forces) is presently under investigation
in our laboratory.

The other advantage of the method is that the quality of the
approximation can be controlled by the user so that it can be
adjusted to the accuracy needed in the particular application
and to the computer power available. In this sense, very accurate
calculations can be performed in regions of the molecule that
are of special interest, such as an active site in a protein. The
regions that are further away and thus have a smaller influence
on the properties of the active site can be calculated less
accurately with smaller surroundings. This kind of approach
can be compared to hybrid quantum mechanical/molecular
mechanical (QM/MM) methods in the sense that in these
methods a part of the molecule is also calculated very accurately
where the influences of the other regions are regarded only as
approximative. But in the ADMA approach, there are no
difficulties in combining the two parts because both are treated
quantum chemically. In the QM/MM methods, the region
between the two subsystems requires special treatment, which
represents a major problem connected with the QM/MM
approach.94
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Figure 6. Electrostatic potential of crambin in three different orienta-
tions. An isosurface of the electron density (gray, isovalue 0.002 au)
and a positive (red, isovalue+0.05 au) and a negative (blue, isovalue
-0.05 au) isosurface of the electrostatic potential are shown.
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