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A quantum chemical investigation is presented for the determination of accurate kinetic and thermodynamic
parameters for hydrocarbon radical reactions. First, standard enthalpies of formation are calculated at different
levels of theory for a training set of 58 hydrocarbon molecules, ranging froim G, for which experimental

data are available. It is found that the CBS-QB3 method succeeds in predicting standard enthalpies of formation
with a mean absolute deviation of 2.5 kJ/mol, after a systematic correctietd.@® kJ/mol per carbon atom
and—0.28 kJ/mol per hydrogen atom. Even after a systematic correction, B3LYP density functional theory
calculations are not able to reach this accuracy, with mean absolute deviations of 9.2 (B3LYP/6-31G(d)) and
12.9 kJ/mol (B3LYP/6-311G(d,p)), and with increasing deviations for larger hydrocarbons. Second, high-
level transition state geometries are determined for 9 carbon-centered radical additions and 6 hydrogen additions
to alkenes and alkynes and 10 hydrogen abstraction reactions using the IRCMax(CBS-QB3//B3LYP/6-311G-
(d,p)) method. For carbon-centered radical addition reactions, B3LYP/6-311G(d,p) slightly overestimates the
length of the forming €C bond as compared to the IRCMax data. A correlation to improve the agreement

is proposed. For hydrogen addition reactions, MPW1K density functional theory (MPW1K/6-31G(d)) is able
to locate transition states. However, the lengths of the formirgdi®onds are systematically longer than
reference IRCMax data. Here, too, a correlation is proposed to improve the agreement. Transition state
geometries for hydrogen abstraction reactions obtained with B3LYP/6-311G(d,p) show good agreement with
the IRCMax reference data. Third, the improved transition state geometries are used to calculate activation
energies at the CBS-QB3 level. Comparison between both CBS-QB3 and B3LYP density functional theory
predictions shows deviations up to 25 kJ/mol. Although main trends are captured by B3LYP DFT, secondary
trends due to radical nucleophilic effects are not reproduced accurately.

Introduction radical-radical recombinations; (ii) hydrogen abstraction reac-
. . . . tions, both intra- and intermolecular; (iff}scissions of radicals

Hydrocarbon radical reactions play an important role in many and the reverse radical addition to olefins, both intra- and
chemical processes. Atmospheric processes as well as many . rmolecular '
important indusirial processes (e.g., combustion, steam cracking, The first farﬁil of reactions generally proceeds on potential
polymerization, and polymer degradation) proceed via complex ener surfacesythat have no glear mgxliomum (i.e ntl)oclassical
radical chemistry involving sometimes hundreds of kinetically gy o L o e

transition state§.Within variational transition state theory the

significant reaction intermediatés® Kinetic modeling and o for th b b - SO
mechanistic deductions in any chemical process require accuratéctivation energy for the carbeirarbon scission reaction is

kinetic and thermodynamic data. Modeling complex radical nearly equal to the react_ion enthgﬁ)m contrast, most reactior}s.
reactions thus requires a large number of generally unknown from the second and third families do have classical transition

parameters. Estimation of these parameters through the regres§tates'

sion of experimental data puts severe limits on the number of  The increasing capabilities of computational power and the
kinetic parameters that can be included in the kinetic model. development of better algorithms bring the accurate calculation
An alternative approach to obtain quantitative values for the Of kinetic and thermodynamic parameters for industrially
kinetic and thermodynamic parameters is therefore desirable.relevant reactions from first principles within reach. Free radical
In this work, we focus on reactions that occur during the reactivity and thermochemistry have been studied with a variety
steam cracking of hydrocarbons. Steam cracking of oil fractions Of computational methods,lganglng from semiempiri€alver
is the dominant, if not the only, industrial source of light olefins, density f(tir;gl:tlonal theofy*® and ggi—;g\gtreeFock (HF)
Steam cracking of hydrocarbons is known to proceed through Methods:?>* In a series of papety2*26272Radom and co-
a free radical mechanism. Three families of reactions can be Workers have assessed the procedures for calculations on radical
distinguished: (i) carboncarbon bond scissions and the reverse ddition reactions and also on free radical thermochemistry. It
is found that calculations on free radicals often require large
* Author to whom correspondence should be addressed (e-mail D@sis set post-HF methods in order to obtain results with
Guy.Marin@ugent.be; fax+32 9 2644999; telephone+32 9 2644516). chemical accuracy, that is, better than 2 kcal/mol or 8.4 kJ/

10.1021/jp021706d CCC: $25.00 © 2003 American Chemical Society
Published on Web 10/04/2003



9148 J. Phys. Chem. A, Vol. 107, No. 43, 2003 Saeys et al.

mol. On the other hand, computationally less demanding B3LYP thermochemistry and reactivity, we include these results in our
density functional theory (DF?352is sometimes found to  discussion. To test the effect of basis set size, BSLYP/6-31G(d)
predict accurate kinetic and thermodynamic paramétérs314 calculations were also performed.

Recently, several theoretical procedures for the reproduction  Different types of calculations were performed to locate
of experimental thermodynamic data with chemical accuracy transition state structures. The highest level transition state
have been introduced. Three families can be distinguished: geometries were determined using the IRCMax(CBS-QB3//

The complete basis set (CBS) methods of Petersson and coB3LYP/6-311G(d,pf? approach. In many high-accuracy theo-
worker$4-57 use a particular basis set extrapolation scheme. retical procedures, a mixture of different levels of theory is used.
These methods are size consisf&f.0n the basis of a detailed For example, in the CBS-QB3 method, the geometry is
study, Mayer et at® proposed a modification of the CBS optimized with a less expensive computational method (e.g.,
methods, the so-called CBS-RAD methods, for calculations on B3LYP/6-311G(d,p)), whereas the energy for the optimized
free radical species. In the original CBS-RAD methods, QCISD/ geometry is obtained from a single-point high-level calculation
6-31G(d) geometries and frequencies are recommended for(extrapolated CCSD(T)/CBS). The IRCMax(CBS-QB3//B3LYP/
radicals with severe spin contamination. This is, however, a very 6-311G(d,p)) approach extends this idea: the intrinsic reaction
demanding calculation and, if spin contaminatiia moderate, coordinate (IRC) of the less expensive B3LYP method is
B3LYP/6-31G(d) may also be recommendéd. searched for the maximum in the high-level CBS-QB3 energy

The Gaussiax-methods of Pople and co-work&ts53 use a along the less expensive B3LYP reaction path. Malick &2 al.
different approach to approximate the large basis set post-HF state that the IRCMax transition state geometry, and in particular
results. These methods achieve accuracy similar to that of thethe IRC, tends to converge to the optimized high-level geometry,
CBS methods for the thermodynamic data from the G2 te§fset. in this case the fully optimized extrapolated CCSD(T)/CBS
They are, however, not size consistent, which makes them lessgeometry.
appropriate for calculating kinetic parameters. Size consistency Radical addition reactions were found to have a rather flat
is required to obtain continuous potential energy surfaces for potential energy surface around the transition state, which
bimolecular, such as radical addition and hydrogen abstraction,complicates the determination of the transition state. For
reactions. Moreover, Mayer et @ find that for radicals with comparison, the transition states for these reactions were also
important spin contamination, Gaussiamethods become less  optimized at the QCISD/6-31G(d) level. The latter method has
reliable. been recommended by Wong and Raébamd by Truhlar and

Martin and de Oliveirg® have recently proposed the W1 and co-worker4® for transition state geometries.

W2 methods. These methods are developed to achieve calibra- Transition states for hydrogen atom addition reactions were
tion accuracy with a mean average deviatior<dfkJ/mol, but particularly difficult to locate. For this group of reactions,
they are too computationally demanding for reactions involving additional transition state calculations were performed with
more than four symmetrically different first row atoms. unrestricted HartreeFock (UHF/6-311G(d,p)) and with the new

In this paper, we test the CBS-QB37and B3LYP25DFT modified PerdewWang one-parameter model for kinetics
methods for the calculation of standard enthalpies of formation (MPW1K)® in combination with different Pople basis sets
for a set of hydrocarbons, including alkanes, alkenes, alkynes, (6-31G(d), 6-3%G(d), 6-311G(d,p)j? in order to find an
and radicals, for which accurate experimental data are available.inexpensive computational procedure that can yield transition
The size of the molecules ranges from © Cjo. Next, we state structures in agreement with the high-level IRCMax
investigate various strategies to locate the transition state forreference data.
three types of radical reactions: (i) addition of carbon-centered  Activation energies were computed with CBS-QB3 and also
radicals to alkenes and alkynes, (ii) addition of hydrogen radicals with B3LYP/6-311G(d,p) and B3LYP/6-31G(d) for a compara-
to alkenes and alkynes, and (iii) hydrogen abstraction reactions.tive analysis. Rate coefficients can be obtained with égia,
Finally, activation energies are calculated for a set of radical

addition andg-scission reactions and for a set of hydrogen TQ —AE(0 K

abstraction reactions. A comparative study between CBS-QB3 k=«(T) k% ro(T) R(T )) Q)
and B3LYP DFT results is presented. QreaclT)

Computational Methods which «(T) is the tunneling correctionks is the Boltzman

constant, andh is the Planck constanQy(T) stands for the
partition functions evaluated at temperatireand AE(O K) is

the energy difference between the reactants and the transition
state, including the zero-point energy difference. For the
computation of accurate partition functions particular attention
Sto internal rotations is requiréd:*271.72n this paper, we focus

on the activation energy at 0 KWE(O K).

Ab initio molecular orbita®-5°and DF T calculations were
performed with the Gaussian98 computational packa&tan-
dard enthalpies of formation were computed with the complete
basis set CBS-QB3 methdf”and with the popular B3LY#53
density functional approach. The complete basis set method
employ the asymptotic convergence of pair natural orbital
expansions to extrapolate to the second-order Mghdesset
(MP2) limit. Higher order contributions to the correlation energy Results and Discussion
are evaluated with smaller basis sets. The most recent version
of the CBS-QB3 method was used in this papen this method This section is divided into three parts. In the first part,
B3LYP/6-311G(d,p) calculations are performed for geometry standard enthalpies of formation for a test set of hydrocarbons
optimization and frequency calculation, and MP4(SDQ)/6- are calculated and compared to experimental values. In the
31+G(d,p) and CCSD(T)/6-3tG(d) computations are done  second part, transition state geometries are discussed for three
to obtain the higher order contributions. types of reactions: carbon-centered radical addition, hydrogen

Thermodynamic and kinetic data at the B3LYP/6-311G(d,p) radical addition and hydrogen abstraction reactions. In the third
level can be readily obtained from the CBS-QB3 calculations. section, activation energies are determined and their behavior
Because B3LYP calculations are frequently used to study radicalis discussed.
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4 a serious overestimation of the experimental enthalpies is
observed. We find average deviations-680.92 and+49.76
kJ/mol, respectively, MADs of 31.11 and 50.09 kJ/mol, and

m CandnH maximal deviations of-89.77 and+142.34 kJ/mol for 2,2,3,3-
I tetramethylbutane, for which the standard enthalpy of formation
ByonHey (298K) A, H®, (298 K) is accurately known experimentally. These deviations are too

large to recommend the B3LYP method as a suitable tool for
the accurate prediction of standard enthalpies of formation of
AH'(C,H,298K) | ¢, H, hydrocarbon molecules. It is remarkable that the B3LYP/6-31G-
. (d) method performs significantly better than the B3LYP/6-
311G(d,p) method. In general, B3LYP DFT underestimates the
bond energies, yielding atomization energies that are too low
Figure 1. lllustration of the calculation of standard enthalpies of and enthalpies of formation that are too high. Using a smaller
formation from ab initio standard enthalpies of atomization. basis set increases the basis set superposition error (BSSE),
. which artificially stabilizes the molecule and increases the
Standard Enthalpy of Formation for Stable Molecules. calculated bond energies. The MAD between the values of the
Standard enthalpies of formation were calculated for.64 two B3LYP DET methods amounts to 19.86 kJ/mol over the
hydrocarbon molecules -alkanes, alkenes, alkynes and radicalSiogt gt and the deviations between the predicted standard
that are mvolved_ in the steam crackln_g of hydrocarbons and enthalpies of formation increase with the size of the hydrocar-
for which experimental data are available. The CBS-QB3,
B3LYP/6-311G(d,p) and B3LYP/6-31G(d) methods were ap- The accurate calculation of atomization enthalpies is one of

plied. Standard enthalpies of formation are calculated with eq the most challenging tasks for quantum chemistry (e.g., Koch

C graphite and H

T Enthalpy
|

2. and Holthauseff). Especially in DFT with currently available
° . — o . functionals, the calculation of atomic energies is known to be
A (Crfy 2098 K)= ma, expu(C,o298 K)+ problematic$881 Moreover, in the calculation of standard
NA{HE,pi(H; 298 K) — [mHZ,.{C; 298 K) + enthalpies of formation with eq 2, deviations on the computed
NHZ{H; 298 K) — HZ 1 dCHr; 298 K)] (2) atomic energies are multiplied by the number of atoms in the
molecule. The small but non-negligible experimental error on
C,H,—mC+nH 3) the standard enthalpy of formation of the carbon atom, that is,

0.5 kJ/mol, is multiplied with the number of carbon atoms as
The last three terms of eq 2 yield the calculated atomization wel||.

enthalpy for GHn, that is, the reaction enthalpy of eq 3. |n panels a and c of Figure 2, the deviations of the B3LYP

Equation 2 is visualized in Figure 1. It can be seen tht° standard enthalpies of formation with the experimental values
(CrHn; 298 K) is obtained by subtracting the calculated are plotted versus the number of carbon atoms in the molecule.
atomization energy for €Hn from the experimentahH° (298 As already noted, the deviations increase with the size of the

K) for the constituting atoms. Table 1 lists the experimental molecule. The increase is less pronounced for the small basis
values for the standard enthalpies of formation for the test set set method. A similar, although less explicit, increase is found
of hydrocarbons and the deviations with the theoretical prediC- with the number of hydrogen atoms in the molecule. This
tions from the computational methods under consideration. Most hehavior of the B3LYP method has been reported in other work
experimental values were obtained from a recent compilation a5 well7582 Note that also for the CBS-QB3 method a small
by Cioslowski et al*and from the NIST Chemistry WebBodk.  and systematic increase of the experimental deviations with the
For some molecules, two or more significantly different sjze of the molecule can be observed (Figure 2e).
experimental values were found in the literature. Of these, one T remove these systematic deviations, we replaced the
experimental value was selected for comparison with the ab experimental standard enthalpy of formation of the carbon atom
initio predictions and set in boldface in Table 1. The choice jn ¢q 2 byX and that of the hydrogen atom by

was based on the compilation by Cioslowski eteabr on the

value in the G3/99 test sét.For the ethynyl radical, the AH°(C.H
experimental value of Tsaffgwas preferred over the JANAF f m
value/” because the experimental error on the standard enthalpy

of formation was reported in the former study. For 2,3-dimethyl-

2-butene, the most recent experimental value was selected. Th& he parameterX andY were determined by a linear regression
deviations of the theoretical predictions are given in columns of eq 4 against the experimental enthalpies of formation. This
4, 6, and 8 of Table 1. For both B3LYP methods a systematic fitting procedure should not be interpreted as if the experimental
increase of the deviation with the number of carbon atoms is enthalpies of formation of the carbon and the hydrogen atom
noticed. This systematic increase of the deviations is not sowere estimated, but rather as the elimination of systematic
obvious for the CBS-QB3 method. The statistics of the deviations that occur per hydrogen and per carbon atom. Only
deviations over the complete test set are summarized in Tableenthalpies of formation with an experimental error<.1 kJ/

2 for the different levels of theory. The CBS-QB3 method mol were used in the regression procedure, that is, 58 values.
overestimates the experimental enthalpies of formation with an A value of 710.05 kJ/mol was detemined & for the
average deviation of 8.89 kJ/mol. With a mean absolute B3LYP/6-31G(d) calculations, and 707.35 kJ/mol was deter-
deviation (MAD) of 9.04 kJ/mol, this method does not achieve mined for X for the B3LYP/6-311G(d,p) calculations. These
the required chemical accuracy over the test set. The maximumvalues should be compared with the experimental standard
deviation of+26.3 kJ/mol was found foo-benzyne, but the  enthalpy of formation of the carbon atom, that is, 716.7 (0.5)
experimental error for this molecule amounts to 13.8 kJ/mol. kJ/mol’# For Y, values of 217.83 kJ/mol (B3LYP/6-31G(d))
For the B3LYP/6-31G(d) and the B3LYP/6-311G(d,p) methods and 216.62 kJ/mol (B3LYP/6-311G(d,p)) were found, which

298 K) =
mX+nY— A, H°(C,H

n

298 K) (4)

n
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TABLE 1: Deviations between ab Initio and Experimental Standard Enthalpies of Formation for Various Computational

Methods (kJ/mol)

deviation (theory-exptl)

B3LYP/ B3LYP* B3LYP/ B3LYP*/
molecule AH; °(exptl) sourcé CBS-QB3 CBS-QB3* 6-31G(d) 6-31G(d) 6-311G(d,p) 6-311G(d,p)
H 218.0 NIST 0 -0.3 0 -0.2 0 -1.4
H 0.0 NIST —-4.7 —-5.3 -0.4 —-0.7 —-1.4 —4.2
C 716.7 (0.5)  NIST 0 -1.3 0 —6.6 0 -9.3
CHjs (methyl radical) 146.6(0.4)  CIOSL 2.3 0.2 -1.3 -85 —2.4 -15.9
145.7 (NN)  NIST
CH, (methane) —74.9(0.4) CIOSL 0.8 -1.6 -0.4 -7.7 2.8 -12.0
C;H (ethynyl radical) 556.0(8.0) NIST 175 14.6 42.4 29.0 34.2 14.1
477.0(NN)  NIST
C,H, (ethyne) 226.9(0.8)  NIST 7.6 4.6 335 19.9 22.2 0.8
228.3(NN) PED
C,Hs (vinyl radical) 299.7 (3.3)  CIOSL 1.0 -2.3 5.3 —-8.4 2.3 —20.5
C;H4 (ethene) 52.3(0.4) CIOSL 3.7 0.0 14.2 0.3 14.2 —10.0
C,Hs (ethyl radical) 120.9(1.7)  CIOSL 4.7 0.7 -2.3 -16.3 4.1 —21.5
119.0(2.0)  NIST
C:Hs (ethane) —83.7(0.4) CIOSL 1.8 —2.4 15 —12.8 12.0 —14.9
—84.7(0.5)  NIST
C3H; (propargyl radical) 339.0 (4.0) NIST 17.7 13.1 24.1 3.8 203  -11.8
CsH4 (propyne) 184.9(0.8) ClOoSL 7.1 2.2 29.9 9.4 27.0 -6.5
185.4(0.9)  NIST
CsHg4 (allene) 190.4 (1.3) CIOSL 4.9 0.0 11.6 -8.9 131 —20.4
CsHs (allyl radical) 171.0(3.0)  NIST 1.6 —3.6 2.7 —-18.0 8.6 —26.3
CsHs (propene) 20.1(0.8) ClOSL 5.6 0.1 163 —46 24.7 —-11.6
CsH- (1-propyl radical) 100.0 (2.0)  NIST 7.7 1.9 77 -133 19.4 -18.3
CsH7 (2-propyl radical) 90.0 (2.0) NIST 5.0 -0.8 -1.2 —-22.3 12.6 —-25.0
CsHg (propane) —104.7 (0.4) CIOSL 3.8 —-2.3 8.9 -12.3 26.5 —12.6
C4H4 (3-buten-1-yne) 296.2 (2.1) CIOSL 2.9 -3.3 29.7 2.6 27.4 —15.4
C4He (1,3-butadiene) 110.1(0.8)  CIOSL 9.7 3.0 26.8 -0.7 34.9 —10.7
111.9(1.0) NIST
108.8(0.8)  NIST
C4Hs (1,2-butadiene) 162.4(0.4)  CIOSL 7.2 0.4 157 —11.8 25.5 —20.1
165.4 (1.2)  NIST
C,Hg (1-butyne) 165.2(0.9)  NIST 10.0 33 37.6 10.1 41.8 —3.8
C4Hg (1-butene) 0.0(0.8) ClOSL 7.6 0.3 24.3 -35 39.7 -8.7
C4Hg (isobutene) —16.7(0.8) CIOSL 7.2 -0.1 234 —4.4 40.6 7.7
—-17.9(1.1) NIST
C4Hs (2-butyl radical) 69.0(2.0) NIST 7.4 -0.2 7.4 —20.6 28.2 -215
C4Hyg (1-isobutyl radical) 70.0(2.0) NIST 115 4.0 20.8 -7.1 40.7 -9.0
C4Hy (ter-isobutyl radical) 51.5(1.7) CIlOoSL 8.6 1.0 7.1 —20.9 29.2 —20.5
48.0(3.0)  NIST
C4H1o (isobutane) —134.4(0.8)  CIOSL 5.9 -2.0 21.9 —6.2 46.2 -49
—135.6 (0.5)  NIST
CsHs (3-methyl-3-buten-1-yne) 259 (NN) NIST 6.0 -2.0 44.0 9.9 45.2 -9.7
CsHsg (3-methyl-1-butyne) 136.4 (2.1) NIST 13.2 4.6 50.9 16.5 62.4 4.7
CsHsg (1,3-pentadiene) 76.2(0.8) CIOSL 12.4 3.9 303 —41 47.2 —10.5
CsHs (1,4-pentadiene) 106.3 (1.3) NIST 10.0 15 40.8 6.4 51.7 -5.9
CsHg (2-methyl-1,3-butadiene) 75.7(1.0) NIST 10.5 1.9 47.8 134 53.0 —-4.7
CsHsg (3-methyl-1,2-butadiene) 129.1 (0.6) NIST 8.4 -0.1 23.1 -11.3 41.5 -16.2
CsHs (cyclopentene) 33.9(1.3) CIOSL 11.3 2.7 38.9 4.5 63.7 6.1
36.0(NN)  NIST
CsHao (3-methyl-1-butene) —27.4(0.9) NIST 8.0 -1.1 38.8 4.0 58.0 —2.4
CsHio (2-methyl-2-butene) —41.5(0.9) NIST 9.1 0.0 28.2 —6.5 54.5 -5.9
CsHao (cyclopentane) —76.4(0.8) NIST 9.7 0.6 35.3 0.6 67.4 7.0
CsH11 (2-methyl-2-butyl radical) 28.0(3.0) NIST 15.1 5.7 216 —133 51.0 —10.8
CsHa1 (neopentyl radical) 37.3(4.0) COHEN 141 4.7 39.9 4.9 65.9 4.1
CsHa2 (neopentane) —168.7 (1.3) CIOSL 8.1 -1.6 39.6 45 71.6 8.4
CsH4 (0-benzyne) 443.3(13.8) CIOSL 26.3 17.6 71.1 30.8 86.6 25.2
490.0 (20.0) NIST
CgHs (phenyl radical) 339.9(2.5) NIST 13.3 4.3 216 -—18.9 45.1 -17.7
CsHe (benzene) 82.5(0.8) CIOSL 8.5 -0.8 34.1 —6.6 57.9 —6.3
CsHs (1,3-cyclohexadiene) 106.3(0.8) G3 13.9 4.1 48.3 7.2 74.4 7.4
104.6 (0.6)  NIST
CsHs (1,4-cyclohexadiene) 104.7(0.4) G3 16.1 6.3 50.5 9.5 76.5 9.5
100.4 (3.1)  NIST
109.0 (NN)  NIST
CsHao (cyclohexene) —4.3(1.0) NIST 11.6 1.2 45.9 4.5 79.3 9.6
CeHao (3,3-dimethyl-1-butyn) 107.0(1.3)  NIST 10.8 0.5 64.7 233 83.3 135
CgHa2 (cyclohexane) —123.5(0.8) CIOSL 105 -0.4 44.8 3.1 85.8 13.3
CsH12 (2,3-dimethyl-2-butene) 70.3(1.5)  NIST 16.6 5.6 44.8 3.1 80.1 7.6
—68.4 (1.5) NIST
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TABLE 1 (Continued)

deviation (theory-exptl)
B3LYP/  B3LYP* B3LYP/ B3LYP*/

molecule AH°(exptl)  sourceé CBS-QB3 CBS-QB3* 6-31G(d) 6-31G(d) 6-311G(d,p) 6-311G(d,p)

CeH12 (3,3-dimethyl-1-butene) —59.8 (1.5) NIST 9.8 -1.1 56.0 14.3 85.4 12.9

CgHa4 (2,3-dimethylbutane) —177.8(1.0) NIST 9.8 -17 48.3 6.2 87.2 11.9

C7H7 (benzyl radical) 207.0 (4.0) NIST 13.8 3.0 325 —14.9 63.0 -11.9

CiHs (toluene) 50.2 (0.4) CIOSL 9.5 -1.6 40.6 -7.1 73.9 -24

C7H14 (methylcyclohexane) —154.8 (1.0) NIST 11.6 -1.1 57.7 9.0 106.0 21.4

CgHs (styrene) 147.8(1.7) CIOSL 11.7 —-0.6 51.2 -3.0 85.1 —-0.6

146.9 (1.0) NIST

CgHao (ethylbenzene) 29.8 (0.8) NIST 9.6 —-3.3 48.8 —-5.8 89.3 0.9

CgHag (2,2,3,3-tetramethylbutane) —225.9 (1.9)  NIST 9.3 -5.8 89.8 33.8 142.3 42.9

CyHio (0-methylstyrene) 118.3(1.4) NIST 10.4 -3.8 60.8 -0.4 103.5 5.8

CqH1, (cumene) 3.9(1.1) NIST 10.1 —4.7 62.4 0.9 110.3 9.8

CioH14 (tert-butylbenzene) 3.9(1.1) NIST 10.5 —6.0 56.8 —-11.7 138.6 26.0

aNIST, ref 74; CIOSL= ref 73; G3= ref 75, COHEN= ref 78; PED= ref 79.

TABLE 2: Summary of the Deviations for ab Initio number. The solid lines in Figure 2f indicate the rms error of

gtandard _Entr}a’\l/pl)leﬁ %f F(_)I_rkr]natloiléor \I/arllflys | the CBS-QB3* method, which is a measure for the standard
omputational Methods (Theory—Expt)) (kd/mol) deviation of the method. Large deviations are found for the

method av MAD  RMS max ethynyl radical §-14.6 kJ/mol), for the propargyl radicat-(3.1

CBS-QB3 8.89 9.04 10.21 26.30 kJ/mol), and foro-benzyne ¢17.6 kJ/mol). However, the
CBs-QB3* 0.19 2.48 2.89 6.25 experimental enthalpies of formation of these molecules have
B3LYP/6-31G(d) 30.92 3111 3735  89.77  |grge error bars, and a re-examination of the experimental values

B3LYP/6-31G(d)* —1.40 9.17 11.50 33.84 L .
B3LYP/6-311G(d,p) 49.76 50.09 60.07 14234 ~ Seemsto be warranted. Significant deviations are also observed

B3LYP/6-311G(d,p)* —3.82 12.94 13.79 42.90 for the alkynes: ethynet4.6 kJ/mol), propyne+2.2 kJ/mol),
1-butyne (3.3 kJ/mol), and 3-methyl-1-butyne-4.6 kJ/mol).
should be compared with 218.0 kJ/nf6IThe deviation ofX Part of the deviation could be related to the underestimation of
andY from the experimental values indicates that an important the triple G-C bond length by the B3LYP method (119.8 vs
systematic error in B3LYP calculations takes place, in particular 120.3 pnf), which is used for the geometry optimization in
for the carbon atom. Also, the systematic corrections are smallerCBS_QB;;. Recently, Feller and Dix&tperformed very detailed
for B3LYP/6-31G(d) than for B3LYP/6-311G(d,p). Removing  quantum chemical calculations including relativistic and eore
the systematic errors significantly improves the calculated yjence correlation effects for a set of model hydrocarbons. The
enthalpies of formation. The combination of the B3LYP results |3rgest deviation with experiment was found for ethyne. Their
with the systematic corrections is indicated by B3LYP*. The cgjculated value of 229.8 kd/mol is in better agreement with
latter results are listed in colums 7 and 9 of Table 1. The g, CBS-QB3* value. On the other hand, on the basis of W2
statistics of the deviations are reported in Table 2. The heqry, Parthiban et &t reported an enthalpy of formation of
systematic corrections reduce the MAD over the test set almostyag 1 k 3/mol, which is closer to the reported experimental value.
4-fold, from 31.11 to 9.17 kJ/mol for B3LYP/6-31G(d) and from - .
Important deviations are also observed for some radical

50.09 to 12.94 kJ/mol for B3LYP/6-311G(d,p). However, species, but these deviations should be compared with the

maximum deviations of+33.8 and+42.9 kJ/mol are still . . )
observed for 2,2,3,3-tetramethylbutane. In Figure 2b,d the sub;tgnual error bars on the experlmen_tal enthalpies, and the
deviations of the B3LYP* values with the experimental data deV|at|o_ns are there_fore not very S|gn|f|cant. The calculated
are plotted versus the number of carbon atoms. All data were enthalpies of format_|on of 1,3-cyclohexadiene (.110'4 kJ/mol)
plotted, also those for which the experimental error is large. anld %,é(lj-cyclohexacilelne |(111._(I)_th/m0I) are ?llghelr thfan ;h:
These plots indicate that still large deviations are to be expectedse elche ec>j<_per|men a vg UI:S.R E expazlrlrrg)egnoa kY]? uel or L4
for the larger hydrocarbon molecules, in particular, for the cyclohexadiene reported by Roth et '1. mol, 1S
however in better agreement with our ab initio value. These

B3LYP*/6-311G(d,p) method. . . :
Applying a similar approach for the CBS-QB3 method leads authors did not determine a value for 1,3-cyclohexadiene.

to anX value of 715.41 kJ/mol and‘avalue of 217.72 kJ/mol. However, on the basis of the experimental enthalpy difference
The difference with the experimental atomic enthalpies of Petween 1,3-and 1,4-cyclohexadiene, an enthalpy closer to the
formation is small, resulting in systematic corrections of only a0 initio value can also be expected for 1,3-cyclohexadiene.
—1.29 kJ/mol per carbon atom ard.28 kd/mol per hydrogen One of the largest deviations in the test set was found for
atom. Part of the corrections can be attributed to eerence dihydrogen ¢-5.3 kJ/mol). In this molecule the hydrogen atom
correlation and also to scalar relativistic effects, which are both 1S N0t bonded to a carbon atom. Dihydrogen therefore has a
neglected in CBS-QB3. Scalar relativistic effects are known to different bonding pattern and, in principle, does not belong in
reduce atomization energies in most cééédwhereas core the hydrocarbon test set. Also, the systematic correction for the
valence correlation often increases the calculated atomizationhydrogen atom can be partly related to a bond additivity
energieg®#3 The resulting standard enthalpies of formation are correction for the €H bond. For this reason the calculated
reported in Table 1 under CBS-QB3*. The statistics of the Standard enthalpy of formation of dihydrogen does not improve
deviations for this method give an average deviation of 0.19 after the systematic correction.

kJ/mol and a MAD of only 2.48 kJ/mol, which is again almost All previous approaches use the theoretical atomization
4 times better than without the systematic corrections, despiteenergies as the central quantity. An alternative would be to
the small value of the corrections. Figure 2f shows an overview replace the atomization reaction (eq 3) by, for example, the
of the deviations with the experimental values versus the carbonfollowing reaction:
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Figure 2. Deviations of different computational methods from experimental standard enthalpies of formation (kJ/mol) as a function of the number
of carbon atoms. * indicates methods applying the systematic corrections as described in the text. The horizontal solid lines in (f) indicate the rms
error of the CBS-QB3* method.

C,H,— mCH, + Y/,(n — 4m)H, (5) by regression of the experimental data using eq 4. Indeed, in
the latter case the position of the top level in Figure | is
This changes the top level in Figure 1 and thus will yield optimized to yield the smallest possible deviations.
different calculated enthalpies of formation. For the CBS-QB3  £10m this paragraph it can be concluded that the CBS-QB3*

method, this new approach increases the MAD significantly, o0 can be regarded as a reliable tool to compute accurate

frolm Ig'?tto fr? '?0 ka/ ;nol. 'I:[_his :(S d;.ﬁ tg the deyﬁtﬁn cgége standard enthalpies of formation for hydrocarbon molecules with
calculated enthaipy otformation for dinydrogen wi € " a MAD of 2.48 kJ/mol. Similar MADs have been reported in

gEBM?th%i}eFa%re;hﬁoﬁggFgg}ilglf éds% /r:qiﬁh(\)/\(/ji’thh?tm er\]/:\:\,, assessment calculations for the Gaussianethods over a
: ) ; smaller test set of the 38 hydrocarbon molecules from the G3/

app.roa.c_h, atomic calculations qre_cwcumvented, which causesgg_test sef5 For G3, the reported MAD amounts to 2.89 kJ/
a significant improvement. This is probably related to the 175 for G3S | 331 kJ/mBl.and for G3X. 2.3
problems of atomic DFT calculations with currently available mol, g it amounts to 3.31 kJ/mBiand for G3X, 2.34
functionals®®8! Caution is however required, because for the kd/mol:
B3LYP/6-31G(d) method, the MAD is nearly unaffected, The MAD of 9.17 kJ/mol reported in this study for the
decreasing from 31.11 to 31.01 kJ/mol. B3LYP*/6-31G(d) method is far better than the MAD of 24.06
More alternative reactions could be envisaged, thereby kJ/mol reported for the B3LYP/6-3#G(3df,2p) method for
changing the top level in Figure 1. However, the standard the 38 hydrocarbon molecules of the G3/99 test’sédthe
enthalpies of formation that can be obtained by using different increase of the deviations with the size of the molecule, even
reactions of this type cannot be better than the values obtainedafter a systematic correction, limits the reliability of B3LYP
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TABLE 3: Transition State Geometries for Carbon-Centered Radical Addition Reactions from Various Computational
Methods and Potential Energy Barriers at the CBS-QB3 Level for Corresponding Geometries

IRCMax B3LYP/6-311G(d,p) QCISD/6-31G(d)

reaction distance E, distancé E, distancé
CH,=CHCH,* + CH,=CH, 213.3 45.90 214.3 45.86 214.2
CH=CCH," + CH~=CH; 216.9 34.57 217.8 34.54 217.4
CHgz* + CH,=CH, 229.2 21.57 233.2 21.12 227.2
CHsCHy + CH,=CH, 227.7 18.66 230.1 18.51 228.5
(CHs3).CH* + CH,=CH. 226.8 13.82 227.6 13.80 225.1
CH=CH + CH,=CH, 235.7 8.62 238.7 8.46 229.9
CHz* + CH3CH=CH® 228.0 26.30 230.5 26.09 not calcd
CHz + CH=CH 226.8 29.82 230.3 29.42 224.8
CHz* + CH;=CHCH=CH,® 239.6 9.23 246.5 8.45 238.0

2| ength (pm) of the forming €C bond between the radical and the alkeéhgS with Cs symmetry¢ Methyl radical attacks the carbon atom
printed in italics.

250

DFT for larger molecules. Indeed, a MAD of 9.17 kJ/mol and
a maximum deviation of-33.84 kJ/mol are too large to apply
B3LYP* with confidence to calculate accurate standard enthal- 240 -
pies of formation for hydrocarbons.

Transition State Geometry.Calculations on transition states
of radical reactions are particularly difficff. The sources of
the difficulties are the increase of dynamical electron correlation
in proceeding from the reactants to the transition state and the 220
problem of spin contamination of the unrestricted HF wave
function, in particular at the transition state. Chuang e€al.
conclude that UQCISD and UCCSD with sufficiently flexible 210 : *
basis sets are required to predict accurate transition state 210 stzfvp/s-sﬁg( ) (2::1) 250
geometries. Unfortunately, such optimizations and frequency

: . : : Figure 3. Bond lengths (pm) of the forming-&C bond in the transition
calculations are too demanding to use routinely for the radical state of the carbon-centered radical addition to alkenes: IRCMax(CBS-

reactions we want to study. ~ QB3//B3LYP/6-311G(d,p)) values versus B3LYP/6-311G(d,p) values
In the CBS-QB3 approach B3LYP/6-311G(d,p) geometries (Table 3).

and frequencies are used. It is therefore important to assess the
accuracy of this method for locating the transition state along for the forming C-C bond. Bond lengths were calculated with
the reaction path. From the literature, it is found that B3LYP both the IRCMax and B3LYP methods. Table 3 also gives the
DFT tends to overestimate the lengths of the weak3Cand CBS-QB3 potential energy barriers for both the IRCMax and
C—H bonds in the transition state of radical addition reac- B3LYP geometries. For comparison, some expensive QCISD/
tions?29.66.69 Because no experimental data on transition state 6-31G(d) optimized bond lengths are reported as well. As
geometries exist, B3LYP can only be benchmarked againstdiscussed, this method has been recommended for geometry
results from high-level calculations. optimizations for radical reactio?4#® At first sight, the
Recently, Malick et af8 introduced the IRCMax method. In  optimized C-C distances from the B3LYP calculation are close
this section we use this approach to locate high-level transition to the IRCMax reference values. This results in very similar
states for three types of reactions: (i) the addition of carbon- potential energy barriers, with the IRCMax values of course
centered radicals to alkenes and alkynes, (ii) the addition of being slightly higher. A closer look, however, reveals that
hydrogen atoms to alkenes and alkynes, and (iii) the abstractionB3LYP always overestimates the length of the forming@©
of hydrogen atoms by radicals. In our approach, single-point bond as compared to the IRCMax value and that for the longer
CBS-QB3 energies were calculated at different points along the bonds the overestimation is largest, specifically, methyl radical
B3LYP/6-311G(d,p) intrinsic reaction path in steps of 5 pm addition to butadiene. Although the difference in potential
amu 12, Steps were taken until three consecutive points were energy barrier is small, for reactions with an early transition
found of which the middle one is higher in CBS-QB3 energy state, that is, a long forming-€C bond, and a low potential
than the other two. Then a parabola was fit through those threeenergy barrier, the difference can amount to 1 kJ/mol, which is
points to locate the transition state. In the following, we will a deviation of 10% of the barrier. The-«C bond lengths from
abbreviate this procedure as IRCMax. Characteristic bond the QCISD/6-31G(d) method are always within 2 pm of the
lengths of this reference transition state geometry were comparedRCMax values.
with values from other theoretical methods. In Figure 3 the B3LYP-optimized €C distance is plotted
Carbon-Centered Radical Addition to Alken&be addition versus the corresponding IRCMax value. The overestimation
of carbon-centered radicals to alkenes and to substituted alkene®y B3LYP is fairly systematic, and the agreement can be
has received considerable attention. Fischer and Radom recentljmproved by a linear correlation. For B3LYP-C bond lengths
reviewed the experimental and theoretical literature and dis- longer than 225 pm the correlation between the IRCMax and
cussed the factors controlling the rates of these reactfoins. ~ B3LYP/6-311G(d,p) bond lengths can be expressed as
this paper we studied nine reactions, four in which a methyl

IRCMax (pm)
N
w
S

radical adds to different alkenes and five in which different types C—Ciremax = 0.7381C-Cggyp +58.03 pm  (6)
of radicals add to ethene. The reactions were chosen to cover a
wide range of activation energies and transition stat€®ond For shorter distances, the difference between the B3LYP/6-

lengths. Table 3 lists the calculated transition state bond lengths311G(d,p) and IRCMax lengths becomes very small. For the
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TABLE 4: Transition State Geometries for Hydrogen Radical Addition Reactions from Various ab Initio Methods and
Potential Energy Barriers at the CBS-QB3 Level for the IRCMax and B3LYP/6-311G(d,p) Geometries

IRCMax B3LYP/6-311G(d,p) UHF QCISD MPW1K
reaction distance = distancé E, distancé distancé distancé
H* + CH,=CH, 200.2 5.87 223.7 3.53 198.3 190.3 215.3
H*+ CH=CH 190.9 14.02 202.1 12.74 188.3 184.5 197.9
H* + CHsCH=CH," 192.3 9.70 203.1 8.43 194.1 186.9 201.6
H* 4+ CH,=CHCH=CH® 211.9 —-0.93 noTS 221.8 202.7 239.1
H* + CH,=C=CH,> 191.3 14.41 197.6 13.72 199.5 187.6 195.4
H* + CH,=C(CHy),® 204.0 1.01 noTS 198.0 192.2 224.9

2 Length (pm) of the forming €H bond between the hydrogen atom and the alkehi/drogen attacks the carbon atom printed in italficSee
text.

propargyl and allyl radical addition to ethene, bond lengths are T acIs06316@)
larger by 0.97 and 0.94 pm. We propose to use a shift®957 A UHF/6-311G(d,p)
pm for bond lengths shorter than 225 pm. The corresponding O MPVW1K/E-31G(d)
correlation is shown in Figure 3 by the solid line. 220 |

Next, we reoptimized the transition state geometry at the
B3LYP/6-311G(d,p) level of the CBS-QB3 method, keeping
the forming C-C bond length constrained at the value obtained
from eq 6. The other (nonconstrained) internal coordinates of 200 1
the reoptimized transition state geometries were compared with
geometries obtained at the QCISD/6-31G(d) level. It is found
that the nonconstrained internal coordinates are in better 180 ‘
agreement with the high-level QCISD values when theCC 180 200 220 240
bond is contrained at the value obtained from eq 6 than the C-H Distance (pm)

values obtained for the fully optimized B3LYP/6-311G(d,p) Figure 4. Bond lengths (pm) of the forming-€H bond in the transition
transition state. state of the hydrogen radical addition to alkenes: values from various

Hydrogen Radical Addition to AlkeneThe addition of levels of theory versus IRCMax(CBS-QB3//B3LYP/6-31G(d,p)) values.

hydrogen atoms to ethene has been studied theoretically byenergy of—8.5 kJ/mol. Together with the CCSD(T) gap, this
different groups222.29:39t is found that DFT approaches have leads to a discontinuity 6f4.5 kJ/mol in the CBS-QB3 energy.
considerable problems in finding and optimizing the transition As a consequence, the CBS-QB3 energy suddenly dropsiby
state structure for this reaction. In general, DFT overestimateskJ/mol at a C-H bond length of 225 pm, that is, before the
the forming C-H bond length and underestimates the potential transition state, causing the negative value for the potential
energy barrier for the hydrogen radical addition reaction; that energy barrier in this study. For a correct description of the
is, DFT locates the transition state for the addition reaction too reaction path, multireference (MR) methods would be required.
early. However, MR equivalents of the CBS-QB3 method are still
Here, we studied the reaction path on the potential energy under developmerif and MRCI calculations for molecules of
surface for six hydrogen atom addition reactions. The reactionsthe size we want to study are too demanding. Fortunately, the
were selected to cover a wide range in transition statédC ~ CCSD(T) method removes most of this discontinuity, reducing
bond lengths and activation energies. The optimized transition it to <4 kJ/mol.
state C-H bond lengths for the B3LYP/6-311G(d,p) and the All B3LYP calculations show a significant overestimation
IRCMax method as well as the corresponding CBS-QB3 of the forming C-H distance at the transition state as compared
potential energy barrier are listed in Table 4. The barriers for to the IRCMax reference value. This leads to an underestimation
hydrogen addition reactions are quite lowl5 kJ/mol lower of the activation energy. For two reactions, that is, hydrogen
than barriers for similar methyl radical addition reactions. For addition to isobutene forming the ter-isobutyl radical and to
the addition of H to butadiene, forming a secondary allylic butadiene forming the 1-buten-3-yl radical, no transition state
radical, the calculated energy of the transition state lies lower could be located. These reactions have a very flat potential
in energy than the separated reactants, leading to a negativeenergy surface going from the reactant to the transition state
potential energy barrier. Calculation of the CBS-QB3 energy and, therefore, require a very accurate description of the potential
for several points along the reaction path near the transition energy. Because B3LYP is unsuccessful in locating the transition
state confirmed that the obtained geometry is indeed a transitionstructure for some hydrogen addition reactions, another approach
state. The energies for those points are all lower than the energyis required to optimize the transition state geometry. UHF/6-
of the transition state’s geometry. The negative barrier is caused311G(d,p) optimizations were able to find transition states for
by a discontinuity in the CBS-QB3 energy along the reaction all six reactions. Although most UHF-H bond lengths are
path at a G-H distance o~225 pm. Along the reaction path, fairly close to the IRCMax value, deviations frorn6.0 to+9.8
there is a sudden switch from the reactant configuration to the pm are found (Table 4). As can be seen in Figure 4, general
product configuration. As a result, the UHF energy shows a trends are not in agreement with the IRCMax results. QCISD/
discontinuity of about-30 kJ/mol at this point. Atthe CCSD(T)  6-31G(d) performs much better, as expected. In particular, trends
level, the discontinuity in the energy is reducedtd kJ/mol. are in agreement (Figure 4). The low value of the bond length
Also, the spin contamination of the wave function changes for the QCISD/6-31G(d) geometry is partly due to the small
discontinuously: A($) changes from 0.11 at the reactant side basis set. For the hydrogen addition to ethene, Villa &€ al.
to 0.45 at the product side for a difference ir-B distance of reported a €H bond length of 197.6 pm at the QCISD/6-311G-
2 pm. Because the CBS-QB3 method includes a spin contami-(d,p) level. This value is closer to the IRCMax value. The
nation correction, this leads to a discontinuity in the CBS-QB3 correlation between the QCISD/6-31G(d) bond lengths and the

IRCMax (pm)
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reference values would make it possible to use the QCISD/6- TABLE 5: Transition State Geometries for Hydrogen
31G(d) values to obtain high-level bond lengths. Unfortunately, Abstraction Reactions from Various ab Initio Methods and
QCISD optimizations are too computationally demanding for Egﬁg;'géfé}ﬁégéggggfegt the CBS-QBS3 Level for the
the reactions that we want to study, even with the small 6-31G-

(d) basis set. To determine a procedure that can accurately locate scan PES  B3LYP/6-311G(d,p)
the transition state structure at an acceptable computational cost, reaction distance E, distancé E,

we next tested the recent MPW1K metHf8drhis hybrid HF- Symmetric

DFT model was optimized to calculate potential energy barriers H* + H, 92.8 4256 93.1 4258
and transition state geometries. Although the MPW1K method CHs" + CH, 134.0 7258 1347 72.65
was optimized for 20 hydrogen abstraction reactions, we CH:CH + CH;=CH, 132.4 5182 1334  51.97
obtained a very good correlation for the hydrogen addition CH=CHCHy" + CH,CH=CH, 1350 86.08 136.3 86.27

reactions. Results of the MPW1K/6-31G(d) calculations are IRCMax B3LYP/6-311G(d,p)
given in Table 4. Transition states could be located for all six

reactions. Although all €H bond lengths are seriously reaction d'Stance_ E.  distance E

overestimatedrwhich is partly due to the small basis s¢he CHe 4 H AS{?&”;”"? 5139 1418 5120
correlation with the IRCMax values is striking (Figure 4): a H.iCHf 910 6147 890 61.28
multiple correlation coefficient of 0.9921 was obtained. The use cp.» + CH,CH;, 137.5 62.42 1383 62.38
of larger basis sets, that is, 6-8G(d,p) and 6-311G(d,p), did  CH;CH, + CH, 1329 7770 1321 77.66
decrease the difference with the reference values but did notCHs" + CHsCH=CH, 1451 4567 1472 45.47
improve the correlation. We therefore propose to use the lessCH-=CHCH; + CH, 128.7 12443 1267  124.23
demanding MPW1K/6-31G(d) method in combination with the g:ﬂt&"j_:CCHHZ ig%g ;ggg igé'g ;ggg

. = 4 . . . .

correlation between the MPWlK/G-SlG(d)—H bond Iength CHg" + CH(CHg)s 142.3 43.56 143.8 43.45
and the IRCMax value that is given in eq 7. (CHg)sC* + CH,4 130.2 79.06 128.7 78.96

CH,=CH* + CHsCH=CH, 149.0 27.89 1508  27.76
C—Hpremax = 0-4904C-Hy o1 + 94.27 pm  (7)  CH=CHCH; + CH,~CH, 122.4 127.42 1239  127.29

. . . ) aLength (pm) of the forming €H bond between the radical and
This correlation can be applied only for-Clvpwik distances  the abstracted hydrogen atom (shown in boldfag€prward and
>185 pm. However, we optimized transition structures for over reverse reaction.

40 hydrogen addition reactions, and the shortestHgpwik
bond length found was 190 pm.

Hydrogen Abstraction ReactionSeveral groups have per-
formed ab initio calculations for hydrogen abstraction reactions.
Among the most theoretically studied reactions are the reaction
of a hydrogen atom with (e.g., refs 45, 87, 88, and references
cited therein) and with Cld(e.g., refs 36-38 and references
cited therein). Sumathi et al. performed CBS-Q calculations for
a large set of abstraction reactidfis?** Truong applied reaction
class transition state theory to study hydrogen abstraction
reactionst®1” and Blowers and Mas#l applied different ap-
proaches to unravel the factors governing the activation energy
of hydrogen abstraction reactions.
¢ In F?'S setctlon, we atgsesfs t?ﬁ quJaIIFI)/ O]; BSLIP/G CfrZLlG(S,p) Figure 5. Bond lengths (pm) of the forming-€H bond between the
ransition state geometries for this tramily of reactions. 1nerelore, ,qica| and the abstracted hydrogen atom in the transition state of
the potential energy surfaces in the transition state region werepygrogen abstraction reactions. Results from IRCMax(CBS-QB3//
again mapped at the CBS-QB3 level. B3LYP/6-311G(d,p)) and from PES scanning (both indicated by scan

Two types of reactions can be distinguished. Identity hydro- PES in the figure) are plotted versus B3LYP/6-311G(d,p) values.
gen abstraction reactions, that isyR + R*, have a symmetric
transition state. CBS-QB3 energies were computed for sym- barriers. The largest deviation on the barriers for the B3LYP
metric R—-H—R geometries at different RH distances. This and the IRCMax geometry is0.2 kJ/mol.
corresponds to searching the potential energy surface in a In Figure 5 the optimized and the B3LYP/6-311G(d,pyl&
direction orthogonal to the intrinsic reaction path at the transition bond lengths are plotted for both types of hydrogen abstraction
state. A parabolic fit through the points around the minimum reactions. No systematic deviation is observed. Therefore, for
energy gave the optimal-€H distance at the transition state as the hydrogen abstraction reactions, B3LYP/6-311G(d,p) geom-
well as the potential energy barrier. In Table 5 optimized and etries can be used without any correlation.

B3LYP distances are listed. The largest deviation on the CBS-  Activation Energies. Activation energies at 0 KAE(O K)
QB3 potential energy barrier introduced by using the B3LYP in eq 1, were calculated for the reactions discussed under
instead of the optimized geometry is as smalt&s19 kJ/mol. Transition State Geometry and for two additional carbon-

Next, the reaction paths for six nonsymmetric hydrogen centered radical addition reactions. The forward and reverse
abstraction reactions were investigated. The reactions wereactivation energies were computed with CBS-QB3, applying
selected to cover a wide range of activation energies andthe transition state geometry correlations given in the previous
transition state €H—C distances. A similar strategy as for the section. The systematic corrections for standard enthalpies of
radical addition reactions was followed. Table 5 lists the formation, proposed under Standard Enthalpy of Formation for
IRCMax and B3LYP/6-311G(d,p) optimized-H distances and  Stable Molecules, were not used here. Indeed, the number of
the corresponding CBS-QB3 potential energy barriers. The 6 atoms does not change in going from the reactants to the
reactions result in 12 €H distances and 12 potential energy transition state, and the systematic corrections do not have any
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TABLE 6: Calculated and Experimental Activation Energies (kJ/mol) at 0 K, AE(0 K), for Three Families of Radical Reactions
from Various Levels of Theory

CBS-QB? B3LYP/6-31G(d) B3LYP/6-311G(d,p) exptl
reaction AEor(0K)  AEe(0K) AE;p(0K) AEef0K) AEi(0K) AEe(0K) AEor(0 K) AEel(0 K)
Radical Additionf-Scission
1 CHs* + CH~=CH, 311 122.7 27.7 126.2 31.9 117.6 28.1/30.8/30.4  123.7/135.9/123%7
2 CHCHy + CH~=CH, 27.3 116.3 29.2 115.3 34.4 108.3 26.6/30.0 113.7/117.4/118.1
3 CH;CH.CH;y + CH,=CH; 26.4 117.8 28.3 118.0 34.5 109.5 24.1/29.6
4 (CHg),CH* + CH,=CH, 21.6 107.3 30.8 104.3 36.1 96.2 27.9
5 (CHg)sC* + CH,=CH, 14.7 96.7 32.7 89.1 37.2 81.4 28.5
6 CH,=CHCH; + CH,=CH, 52.6 82.3 55.1 80.5 61.7 74.6 93.4
7 CH=CCHy + CH,~=CH, 43.1 87.3 46.8 81.1 52.2 76.5
8 CH,CH* + CH=CH, 13.7 149.5 12.8 153.5 17.6 144.1
9 CHg + CH=CH 36.9 139.9 34.6 153.2 36.3 139.2 134.5/175.3
10 CHy + CHsCH=CH, 35.2 122.9 38.1 123.6 42.4 115.3 33.0/29.0 106.7/122.0/133.5/12152
11 CH + CH,=CHCH=CH, 171 156.9 17.0 158.2 20.3 151.1 155.4
1 H + CH=CH, 10.1 154.8 1.7 163.7 3.4 159.2 9.1
2 H+ CH=CH 16.4 162.8 11.0 177.9 8.4 168.1 10.5
3  H + CH;CH=CH, 15.4 147.4 7.8 150.6 9.0 148.4 14.3
4  H + CH;~CHCH=CH, 2.8 194.6 0.0 207.2 0.0 200.9
5 H' + CH~=C=CH, 18.9 253.5 14.7 255.0 15.3 251.0 8.4/10.9
6 H+ CH,=C(CHs), 4.6 149.5 0.0 162.8 0.0 157.8 2.6/6.5
H Abstraction
1 H+H 39.8 17.2 15.0 16.7/33.7
2  CHg +CHy 71.0 59.2 60.7 55.4/60.7/61.9
3 CH,CH* + CH~=CH, 445 39.0 41.0
4  CH~=CHCH, + CH3CH=CH, 79.3 78.1 79.6
5 CHs +H; 56.0 58.8 39.6 38.7 41.6 35.4 40.6/56.7/64.8/45.237.0/51.9/68.3/45%
6  CHg + CH3CH3 58.9 75.2 48.6 69.0 50.5 70.9 47.0/55.1/90.6
7  CHg + CH3CH=CH, 42.9 117.7 33.9 116.0 36.0 116.2 32.3/35.5 91.0
8 CHg + CHy=CH, 69.3 47.2 58.7 40.2 61.2 41.6 45.2/61.6/70.1 24.2
9  CHg + CH(CHg)s3 38.3 73.9 33.8 84.5 35.1 83.7 31.0/44.9/51.2
10 CH=CH*+ CH3CH=CH, 21.2 118.2 16.5 117.0 18.6 118.4 17.6/22.6

a Derived from experimental Arrhenius activation enerifiesing unscaled B3LYP/6-311G(d,p) thermochemistiysing the optimized transition
state geometries as described in the teReference 30¢ Reference 19.

influence on the calculated activation energies. For comparison, Influence of Basis Set Size on Predicted #atton Energies
B3LYP/6-31G(d) and B3LYP/6-311G(d,p) activation energies for DFT Methods.Under Standard Enthalpy of Formation for
were computed as well. Unscaled zero-point energies were usedStable Molecules, a significant influence of the basis set size
in the B3LYP DFT calculations. Use of a scaling factor of on the calculated standard enthalpies of formation in B3LYP
0.9806° changes the activation energies in a systematic way DFT was observed. Here, we want to investigate if the same is
by <0.5 kJ/mol. Table 6 lists the results as well as experimental trye for activation energies. Activation energies from B3LYP/
data where available._The gxpgrimental values were obtained6_3lG(d) and B3LYP/6-311G(d,p) calculations are given in
from the NIST Chemical Kinetics Datab&8eand from ad-  tapje 6. For the carbon-centered radical addition reactions, the

it i 9,30 i i va- . . . . . .
ditional I|tgratl;re da;[]é. Nl-gjl'e dexpErlmentaI Arrhenlus&éaé:tlva activation energies increase byl kJ/mol when the basis set is
tion energies from the atabase were convertelE(® enlarged. A similar effect is seen for hydrogen addition

K) by using the thermochemistry from the B3LYP/6-311G(d,p) reactions, although the effect is smaller. All activation energies

calculations in eq 8?in which Ex amnenu{T) is the experimental for the reversegs-scission reactions decrease by on average 8
_ + + _ kJ/mol when the basis set is enlarged. An important fraction of
Bz amenudT) = AHY(T) + (1 — Am)RT= these effects is caused by a change in the basis set superposition
AE(0 K) + AE,j yransof0— T) + (1 — AN)RT (8) error® (BSSE) for the forming bond. The large BSSE for the
6-31G(d) basis artificially lowers the electronic energy of the
Arrhenius activation energy at temperatliteAn* is the change transition state relative to the energy of the reactants and lowers
in the number of molecules in going from the reactants to the the product energy even more. Enlarging the basis set size
transition state, andE,ip,irans (0 — T) is the change ininternal  decreases the BSSE and thus shifts up the relative energies,
energy due to translation, vibrational motion, and rotational thereby increasing the radical addition barrier and decreasing
motion. The harmonic oscillator approximation was used here; the g-scission barrier. For the methyl radical addition to ethene
that is, internal rotations were not treated separately. In a using the 6-31G(d) basis set counterpoise B$5&k7.1 and
previous publicatioft it was shown that internal rotations have 13 7'k 3/mol are calculated for the transition state and for the
only a minor mflue_nce on the calcglated activation energies. product, respectively. For the larger 6-311G(d,p) basis set lower
They are however important to obtain accurate pre-exponential BSSEs are computed, that is, 3.6 and 6.9 kd/mol. Although the
factors. The large variation in the experimental values makes 8hasis set size has a’n influénce on the computed activation

thorough comparison with the theoretical predictions difficult. - . . . . ) L
. " : energies, the change in barrier height with basis set size is highly
Moreover, for hydrogen radical addition reactions and hydrogen . . : -
systematic and does not influence the relative reactivity.

abstraction reactions, tunneling is an important effect at tem-
peratures at which the experimental data were obtained. This For the hydrogen abstraction reactions, the barrier usually
effect lowers the apparent activation energy. In the following increases with the size of the basis set. The increments are
we will therefore focus on the theoretical values and discuss smaller and less systematic than for the radical addition

their behavior. reactions. During the hydrogen abstraction reaction or¢iC
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Figure 6. Influence of the basis set size on the activation energy (kJ/ Figure 8. CBS-QB3 activation energies (kJ/mol) versus B3LYP/6-
mol) of hydrogen abstraction and radical addition reactions in B3LYP 311G(d,p) activation energies for carbon-centered radical addition
DFT calculations.

reactions. The reactions are labeled according to the numbering in Table
6.

70
60 CBS-QB3
o6 enthalpy. The main trend follows an EvariBolanyi relation;
_ 901 that is, the activation energy is lower for more exothermic
g 40 1 o7 reaction§. However, the addition of methyl, ethyl, iso_propyl,
3 om0 o° and ter-lspbutyl radlcals to etheqe does not follow this f[rend
X 30 1 203 (see reactions-15 in Table 6 and Figure 7). For these reactions,
20 | o4 on thg CBS-QB3 activation energy is higher for thg more exother-
104 05 08 mic reactions. The low activation energy for ter-isobutyl radical
additions has been reported previodsR?on the basis of high-
0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ level ab initio calculations. It is believed to be caused by polar
0 20 40 60 80 100 120 140 160 effects, which lead to a relatively strong nucleophilic character
-AH, (kJ/mol) of the ter-isobutyl radical, which stabilizes the transition state.
70 Indeed, a Mulliken population analysis for the transition states
B3LYP/6-311G(d,p) at the UHI_: I(_avel show; that the charge transfer fro_m the radical
60 | ©° to the olefin increases in the same order as the activation energy
50 | o7 decreases. Summarizing, from the CBS-QB3 results we find
5 010 that the reactivity of the addition reactions studied is governed
§40 1 05 04 404 09 by a combination of enthalpic and polar factors. This is in
E30 | o1 agreement with the conclusions from a recent review by Fisher
uf and Radon®?
20 o8 In contrast to the behavior observed in the CBS-QB3 results,
10 | the B3LYP DFT activation energies are mainly determined by
0 ‘ [ ‘ ‘ ‘ ‘ ‘ the reaction enthalpy, and polar effects are found to be of minor

0 20 40 60 80 100 120 140 160 importance (Figure 7b). The B3LYP activation energies for the
-AH, (kJ/mol) addition reaction actually increase in the following order:
Figure 7. Activation energies of carbon-centered radical addition Methyl, ethyl, 1-propyl, isopropyl to ter-isobutyl radical addition
reactions versus the standard reaction enthalpy. The reactions are labeletp ethene. The B3LYP DFT calculations seem to neglect the
according to the numbering in Table 6. polar effect. This deficiency might be related to the problems
observed in reproducing correct ionization energies (IE). None
bond is broken and another is formed. This mechanism masksof the current exchange correlation potentials succeed in
the effect of the BSSE. accurately reproducing the experimental IE of the hydrogen
In Figure 6 both of the DFT activation energies are plotted. atom. Rather, errors of5 eV are found® This is believed to
As can be concluded from this parapraph, the effect of basis be related to deficiencies in the long-range behavior of the
set size on the computed B3LYP DFT activation energy is rather exchange correlation potentials generated by current function-
small and highly systematic for the reactions discussed in this als¢ Because the magnitude of the nucleophilic effect is related
paper. In the following, we will therefore compare the CBS- to the difference between the IE of the radical and the electron
QB3 results only with the B3LYP/6-311G(d,p) values. affinity of the alkene®® we believe these deficiencies are at the
CBS-QB3 and B3LYP DFT Acttion Energies.Unfortu- origin of the observed behavior of the B3LYP DFT barriers.
nately, the discrepancies between the various experimental To illustrate the previous discussion, B3LYP activation
activation energies are too large to quantitatively assess theenergies were plotted versus CBS-QB3 values in Figure 8.
accuracy of the CBS-QB3 results, as we did under StandardExcept for the isopropyl and the ter-isobutyl radical addition
Enthalpy of Formation for Stable Molecules. In view of the reactions (labeled 4 and 5), where nucleophilic effects are
highly accurate reproduction of the standard enthalpies of important, a rather good correlation is observed, with a tendency
formation, we expect the CBS-QB3 activation energies to have of the B3LYP DFT method to overestimate the radical addition
similar quantitative accuracy. barrier. A rather good correlation is also observed for the reverse
In Figure 7a the CBS-QB3 activation energies for the carbon- -scission barrier (Table 6), although deviations of up to 15
centered radical addition reactions are plotted versus the reactiorkd/mol can still be seen when nucleophilic effects are important.
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are better accounted for by the CBS-QB3 method than by
B3LYP density functional theory. Although better agreement
between the DFT and CBS-QB3 activation energies is found
for hydrogen abstraction reactions, deviations still range from
—10 to+10 kJ/mol.
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