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Coming to Grips with N—H---N Bonds. 2. Homocorrelations between Parameters Deriving
from the Electron Density at the Bond Critical Point!

Osvald Knop,* Kathryn N. Rankin, " and Russell J. Boyd
Department of Chemistry, Dalhousie Warsity, Halifax NS, Canada B3H 4J3

Receied: September 24, 2002; In Final Form: Bamber 5, 2002

The equilibrium geometries of 54 small molecules containing linear or near-line&t-NN bonds (sample
M) have been optimized at the MP2/6-31G(d,p) level and the valugsasfdp’’ of the parameterp; at the
bond-critical points§' in the N—H, p" in the H--N bond) have been computed from the results of these
optimizations. Because the-NH and the H:-N part of an N-H---N bond system have different character,
the trends op' and ofp” in M are described by different functions. With theas descriptors (the electron
density p., the curvatures.;, the Laplacianv?, the kinetic energy densitieS, and K., and the potential
energy density/.), we have searched for correlationspfandp” (homocorrelationsin M. A high degree

of correlation has been found for all the parameters. With the exception of the fih)garcorrelation the
homocorrelations of the otheg are nonlinear and some of them nonmonotonic. The homocorrelations permit
estimates of the. values ps, in symmetricN—H—N bonds, where estimates from experiment are not without
problems. They also answer some of the questions concerning limiting valuesmf Wéh the exception

of G, correlations betweeanlike p’s (heterocorrelationgy',q andp’,q") will be reported in a subsequent
paper, now in preparation. The heterocorrelations involgagre included here because of the prominence
of G¢ in recent discussion of hydrogen bonds in the literature.

Introduction not when optimized in HF/6-31G(d,p); instead, an asymmetric
N—H---N bond results. The bond-critical parameters in these
asymmetric bonds have values that fit in well with those
obtained from all the other asymmetric, nonprosymmetric
N—H--+N bonds similarly optimized.

In part 2 we now examine homoparametric relationships
(homocorrelationgor short) betweemp', p, wherep' refers to
the N—H andp” to the H--N bond in a linear or near-linear
N—H---N system, ang stands for one of the parameters at the
BCP: the electron density., the curvatured, candis . (see

In part 2we examined correlations between the internuclear
distances NH = d', H--*N = d”, and NN = D in linear or
near-linear N-H---N hydrogen bonds present in 67 small
molecular species the geometries of which had been optimized
at the RHF/6-31G(d,p) level (the HF S8, and in 19 of these
species with the geometries optimized at the MP2/6-31G(d,p)
level (the MP2 set). Also examined were the distances'
between the N and H atoms and the positions of the bond critical

points (BCP) in these bonds, and the correlations of the eIeCtronNotation below), the LaplaciaiZ, and the potential\(,) and

density p. at the BCP withd', d’, and D. The resulting L o . . "
correlations appeared to be supported by experiment whereverkmetlc (e, Ko) energy densities. With the exception afd

MDArSOn W ible. The main conclusions of the examin _correlationsl,&8 these relationships, for NH---N or for that
comparison was possile. The ma .co clusions otthe examina-, atter any X-H---X hydrogen-bonded systems, do not appear
tion can be summarized as follows:

- o ) to have been investigated previously, either by theoretical
The position of the proton in linear or near-lineafNH+--N, calculation or by experiment.

bonds can be estimated from a single parameter, the\NN
distance, as can the positions of the critical points in tge
and H--N, component bonds.

The Ny—H and H--N, component bonds in a linear or near- Notation. The notation follows that of part 1. For symmetric
linear Ny—H-+-N, system do not have the same character. The N—H—N bonds,p' = p" = ps. As in part 1, the symbol¥'Z,
d,oc correlation curve for the system is continuous but not V2', andV2'" are shorthand fo¥%(oc), V %(p') (at the BCP X

Housekeeping

smooth: thed”,o" part of the curve is separated from ttiigo’ in the Ny—H bond), andv?(p.") (at the BCP X in the H-*N

part by a shallow cusp ak,ps, i.€., at the point of intersection ~ bond), respectively. For convenience we recall fhat= ¥/2(1;

corresponding tdhe symmetric N-H—N bond. + A2) and V? = 34 = 241, + As. Definitions of the bond-
Linear or near-linear prosymmetric-NH---N bonds with critical parameters and descriptions of their formal properties

short N---N separations, expected to optimize to yield symmetric Will be found in refs _9 and 10. _ o
N—H—N bonds, do so when optimized in MP2/6-31G(d,p) but ~ The goodness of fit of a regressigr= R(X) is judged, apart
from the (generalized}, by the standard deviatian = (ZA%
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TABLE 1: MP2/6-31G(d,p) Optimized Equilibrium Molecular Geometries?

configuration PG NHNa —-E —E¢ €(Ng) e(H) €(Na)
5 [OCNH:--NCO]~ Cs 179.5 335.938523 0.04872 —0.762 0.541 —0.776
6 [HCNH:---NCFJ* Cov (180) 285.645702 0.04645 —0.481 0.601 —0.487
15 [FCNH---NCCNT* Cs 180.0 377.619743 0.03683 —0.311 0.519 —0.448
9a [NCCNH:-+-NF3] " Csy (180) 538.661028 0.01660 —0.460 0.530 0.605
9b [FsNH---NCCNJ" Cs, (180) 538.661032 0.04533 —0.624 0.525 —0.466
13 [CNH---NCO]~ Cov (180) 260.849193 0.05593 —0.581 0.514 —0.761
16 [HCNH---NCCNJ" Cov (180) 278.641419 0.03534 —0.309 0.503 —0.449
18 [OCNH:--NNN]~ Cs 177.4 332.064737 0.04413 —0.733 0.487 —0.668
14 [HsNH---NCLi]* Cs, (180) 156.868280 0.07460 —0.703 0.436 —0.428
1 [FCNH---NF3]* Ca, (180) 545.668289 0.01611 —0.303 0.512 0.577
22 [CNH---NCS]” Cos (180) 583.454071 0.04335 —0.562 0.487 —0.641
39 NNNH:--NCS Cs 178.5 654.663214 0.03568 —0.565 0.474 —0.644
25 [OCNH:---NCSJ Cs 179.6 658.543491 0.03623 —0.569 0.402 —0.481
37 [HCNH:-*NF3]* Cs, (180) 446.690182 0.01484 —0.302 0.491 0.577
27 [LICNH-+-NCH]* Cs 179.9 193.628849 0.03063 —0.335 0.433 —0.352
29 [LICNH---NCFT* Cov (180) 292.610593 0.02786 —0.334 0.432 —0.350
26 SCNH---NCLi Cs 179.5 590.893752 0.02314 —0.480 0.379 —0.372
33 [HsNH---NCH]*" Cs, (180) 149.935394 0.03554 —0.671 0.426 —0.379
34 [HaNH---NCFJ* Csy (180) 248.916891 0.03252 —0.669 0.428 —0.380
38 [LICNH--NCCN]* Cos (180) 285.609731 0.02018 —0.332 0.424 —0.408
36 CNH-+-NH3 Cs, (180) 149.539466 0.02206 —0.389 0.391 —0.788
35 CNH---NCLi Cov (180) 193.218218 0.02403 —0.558 0.440 —0.502
40 [HsNH---NCCNJ* Csy (180) 241.914489 0.02330 —0.666 0.423 —0.434
43 OCNH:--NCLi Cs 179.4 268.309813 0.01909 —-0.711 0.423 —0.501
49 NNNH---NCLi Cs 177.2 264.429630 0.01863 —0.523 0.405 —0.501
a7 CNH---NCH Cov (180) 186.312984 0.01262 —0.372 0.365 —0.319
45 SCNH--NCH Cs 179.3 583.988170 0.01138 —0.497 0.363 —0.319
48 CNH---NCF Cos (180) 285.296451 0.01157 —0.372 0.365 —0.317
56 [LICNH-+-NF5]* Ca, (180) 453.666145 0.00733 —0.330 0.401 0.618
46 SCNH--NCF Cs 179.6 682.971710 0.01040 —0.650 0.413 —0.406
54 CNH-:NCCN Cov (180) 278.300357 0.00865 —0.372 0.360 —0.356
50 SCNH---NCCN Cs 178.7 675.975906 0.00777 —0.501 0.355 —0.355
55 OCNH:+NCF Cs 179.5 360.390306 0.00889 —0.574 0.353 —0.318
58 NNNH---NCH Cs 179.1 257.526500 0.00933 —0.507 0.375 —0.420
60 NNNH:---NCF Cs 177.6 356.510275 0.00858 —0.505 0.373 —0.403
57 OCNH:---NCCN Cs 178.2 353.394855 0.00662 —0.701 0.385 —0.451
63 CNH--NF; Cs, (180) 446.364308 0.00334 —0.559 0.381 0.825
62 SCNH--NF; Cs 179.3 844.040536 0.00314 —0.502 0.331 0.655

aThis table contains MP2/6-31G(d,p) optimized species added to those of Table 3 of ref 1; the species listed there and those in the above table
constitute sampl®1. The numbering is as in ref 1; some species listed there do not appear in the above table as they could not be successfully
optimized in MP2/6-31G(d,p). Numbeg&a and9b correspond t® of ref 1:

they differ in the mode of protonation 4NN, bond angle (deg), total

electronic energ¥ (au), energy of formatior; from component parts (au), and net atom chargéslulliken, e) are arranged in the order of

increasingD.

31G(d,p) optimizations in part 1 has been augmented by 35 Bond-Critical Parameter Correlations: General

additional optimizations (Tables 1 and 2). This brings the MP2
set to a total of 54 optimizations that constitute sanijleThe
numbering of these additional MP2-optimized species follows
that of Table 1 in part 1. The point groups PG correspond to
the lowest energy HF conformations in part 1.

In the following, all the correlations are based on the
augmented MP2 s@l . Whereas the number of chemical species
in the HF set of part 1 matchéd, the homocorrelations for

Information

The degree of association of the three atoms in a complete
Ng—H--N4 bond (i.e., in a quasi-isolated4NH---N, system)
can be assessed by the strength of the correlation of a BCP
parameterp’ in the N,—H bond with the corresponding
parametep” in the H--N4 bond, i.e., by the strength of thpe,
p"" homocorrelationFor the bond lengthd,d”" and the distances

that set, although examined, are not described here, as optimizaX X" to the BCPs the homocorrelations have been investigated

tion at the HF/6-31G(d,p) level does not lead to symmetric
N—H—N bonds from prosymmetric NH--*N bonds (cf.
Introduction) and the HF set is thus deficient in a data domain
of crucial importance in the present investigation.

The dimensions of all the bond parameters are indaangd
D in A) and are self-consistent. To obtain an idea of the
magnitude of the combined error due to rounding off, to merging
A1andZ; to A1», and to other, unspecified or unidentified sources,
we tested the equatiohg — G; + (Y4)VZ. = 6 and 21> + A3
— V% = 9, for which 6 = 0 by definition. In the first case,
—0.0010< ¢ < 0.007 and—0.0006< ¢ < 0.004 forp' and
p", respectively; in the second cas€).0002< ¢ < 0.005 and
—0.0002 < 6 < 0.003, i.e., in both cases values that can be
neglected for our purposes except fr= K" (for which see
below).

previously}2 utilizing an extension of Pauling’s bond-order
equation to linear or near-linear 3c4e systems. Fordtt¥
relationship the applicability of this model has been verified
by comparison with bond lengths obtained from standard crystal-
structure determinations by neutron diffraction or careful X-ray
diffraction. For other BCP parameters, however, appropriate
theory-based (or at least semiempirical) model functions appear
to be lacking, and empirical homocorrelations of our ab initio
results are more difficult to verify because of the paucity of
detailed and reliable experimental electron-density distributions
in suitable N-H--*N containing species. The MPg, p"
dependences described in the following have therefore been
treated statistically, exploring phenomenological model functions
with properties compatible with the physical characteristics of
p' andp” (boundary conditions etc.).
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TABLE 2: Internuclear and Atom ---BCP Distances (A), Electron Densitiep(r), Laplacians V2p.(r), Eigenvaluesi; of the
Laplacians, Ellipticities 5, and Kinetic Energy DensitiesG(r) and K(r) at the Bond-Critical Points (All in au) in the MP2/
6-31G(d,p) Optimized Species of Table 1 (Arranged in the Order of Increasingp)?

D d;d” X' X" esp” 212 A12" A3 3" Ui vz v G ;G” K" ;K"
5 2.516 1.208 0.954 0.1712  —0.5960 0.5859 0.000 —0.6062 0.0632 0.2147
1.308 0.991 0.1286 —0.3712 0.5161 0.001 —0.2263 0.0658 0.1224
6 2.540 1.162 0.944 0.1974  —-0.8272 0.7932 0 —0.8611 0.0544 0.2700
1.378 1.028 0.1041 —0.2881 0.5116 0 —0.0646 0.0615 0.0777
15 2.546 1.157 0.918 0.2012  —0.7747 0.7064 0.000 —0.8430 0.0612 0.2720
1.389 1.018 0.1068 —0.2850 0.5140 0.000 —0.0561 0.0598 0.0738
9a 2.548 1.258 0.951 0.1606  —0.5272 0.5950 0 —0.4593 0.0642 0.1791
1.290 0.985 0.1578 —0.4975 0.5870 0 —0.4080 0.0695 0.1715
9b 2.549 1.232 0.961 0.1884  —0.6766 0.6448 0 —0.7085 0.0636 0.2407
1.317 0.974 0.1344 —0.3883 0.5763 0 —0.2003 0.0681 0.1182
13 2.569 1.123 0.916 0.2252  —0.9811 0.8707 0 —1.0915 0.0501 0.3229
1.446 1.051 0.0863 —0.2032 0.4703 0 0.0639 0.0582 0.0423
16 2.580 1.124 0.902 0.2248  —0.9329 0.8209 0 —1.0449 0.0559 0.3171
1.456 1.048 0.0888 —0.2160 0.4712 0 0.0391 0.0538 0.0440
18 2.609 1.103 0.890 0.2380  —0.9946 0.8307 0.001 —1.1584 0.0518 0.3414
1.507 1.077 0.0779 —0.1659 0.4174 0.031 0.0856 0.0496 0.0282
14 2.612 1.122 0.892 0.2455  —0.9739 0.7776 0 —1.1702 0.0576 0.3501
1.490 1.055 0.0858 —0.1921 0.4626 0 0.0784 0.0537 0.0341
1 2.630 1111 0.886 0.2329  —0.9553 0.8242 0 —1.0865 0.0584 0.3300
1.519 1.092 0.0846 —0.2058 0.4514 0 0.0398 0.0473 0.0374
22 2.664 1.068 0.872 0.2688  —1.2535 1.0082 0 —1.4987 0.0408 0.4147
1.596 1.124 0.0580 —0.1121 0.3586 0 0.1344 0.0427 0.0091
39 2.666 1.088 0.874 0.2685  —1.1307 0.8385 0.019 —1.4229 0.0434 0.3991
1578 1.105 0.0623 —0.1212 0.3847 0.010 0.1423 0.0461 0.0105
25 2.673 1.067 0.850 0.2675  —1.1119 0.8661 0.004 —1.3578 0.0554 0.3948
1.606 1.115 0.0601 —0.1120 0.3452 0.003 0.1213 0.0406 0.0103
37 2.686 1.088 0.873 0.2534  —1.0954 0.9150 0 —1.2759 0.0520 0.3710
1.598 1.130 0.0680 —0.1494 0.3801 0 0.0813 0.0394 0.0191
27 2.743 1.046 0.840 0.2884  —1.2968 1.0128 0.000 —1.5808 0.0458 0.4410
1.697 1.165 0.0464 —0.0809 0.2774 0.000 0.1156 0.0317 0.0028
29 2.755 1.041 0.836 0.2926  —1.3195 1.0220 0 —1.6170 0.0449 0.4491
1.714 1.170 0.0431 —0.0725 0.2601 0 0.1150 0.0302 0.0014
26 2.795 1.033 0.820 0.2977  —1.2740 0.9493 0.002 —1.5985 0.0522 0.4519
1.762 1.195 0.0406 —0.0636 0.2361 0.002 0.1088 0.0279 0.0007
33 2.809 1.052 0.835 0.3035  —1.2900 0.9166 0 —1.6639 0.0458 0.4616
1.757 1.187 0.0417 —0.0666 0.2434 0 0.1102 0.0285 0.0010
34 2.814 1.049 0.832 0.3062  —1.3018 0.9193 0 —1.6844 0.0453 0.4664
1.765 1.187 0.0398 —0.0620 0.2338 0 0.1098 0.0278 0.0004
38 2.816 1.034 0.828 0.3001  —1.3528 1.0305 0 —1.6751 0.0439 0.4626
1.782 1.207 0.0368 —0.0577 0.2185 0 0.1031 0.0255 —0.0003
36 2.835 1.033 0.822 0.3020  —1.3067 0.9717 0 —1.6417 0.0501 0.4605
1.801 1.233 0.0423 —0.0646 0.2274 0 0.0982 0.0275 0.0030
35 2.842 1.026 0.828 0.3097  —1.4367 1.0626 0 —1.8109 0.0358 0.4885
1.816 1.235 0.0331 —0.0490 0.2063 0 0.1083 0.0250 —0.0021
40 2.876 1.044 0.826 0.3115 —1.3193 0.9149 0 —1.7236 0.0447 0.4756
1.832 1.224 0.0344 —0.0504 0.1972 0 0.0963 0.0237  —0.0004
43 2.904 1.024 0.816 0.3122  —1.3562 0.9510 0.003 —1.7613 0.0414 0.4817
1.880 1.263 0.0290 —0.0396 0.1743 0.006 0.0951 0.0217 —0.0020
49 2.932 1.036 0.814 0.3215  —1.3200 0.8386 0.026 —1.8015 0.0428 0.4932
1.896 1.260 0.0292 —0.0394 0.1725 0.020 0.0937 0.0220 —0.0014
a7 3.002 1.009 0.795 0.3262  —1.4013 0.9901 0 —1.8125 0.0490 0.5021
1.993 1.307 0.0229 —0.0291 0.1274 0 0.0692 0.0166  —0.0007
45 3.012 1.013 0.793 0.3203  —1.3263 0.9148 0.003 —1.7380 0.0539 0.4884
1.999 1.309 0.0228 —0.0287 0.1253 0.004 0.0681 0.0163 —0.0007
48 3.013 1.008 0.793 0.3275  —1.4032 0.9870 0 —1.8193 0.0491 0.5040
2.005 1.308 0.0217 —0.0269 0.1210 0 0.0672 0.0160 —0.0008
56 3.016 1.020 0.812 0.3144  —1.3990 1.0297 0 —1.7683 0.0438 0.4858
1.996 1.329 0.0242 —0.0334 0.1321 0 0.0654 0.0157  —0.0007
46 3.025 1.011 0.801 0.3249  —1.4041 0.9638 0.002 —1.8443 0.0412 0.5023
2.014 1.322 0.0199 —0.0242 0.1171 0.004 0.0686 0.0155 —0.0016
54 3.073 1.005 0.789 0.3303  —1.4058 0.9789 0 —1.8327 0.0499 0.5080
2.068 1.341 0.0191 —0.0231 0.1046 0 0.0584 0.0140 —0.0006
50 3.093 1.009 0.786 0.3247  —1.3229 0.8905 0.004 —1.7553 0.0556 0.4944
2.085 1.347 0.0187 —0.0222 0.1008 0.004 0.0564 0.0136 —0.0005
55 3.097 1.010 0.784 0.3249  —1.2999 0.8559 0.008 —1.7440 0.0578 0.4938
2.087 1.342 0.0186 —0.0217 0.1003 0.006 0.0568 0.0137  —0.0005
58 3.128 1.024 0.791 0.3355  —1.3229 0.7744 0.032 —1.8713 0.0469 0.5147
2.104 1.352 0.0181 —0.0212 0.1013 0.020 0.0588 0.0139 —0.0008
60 3.141 1.023 0.790 0.3364  —1.3207 0.7669 0.032 —1.8744 0.0474 0.5160
2.118 1.353 0.0172 —0.0198 0.0965 0.020 0.0569 0.0134 —0.0008
57 3.163 1.009 0.788 0.3319  —-1.3601 0.8708 0.005 —1.8494 0.0464 0.5087
2.155 1.386 0.0150 —0.0171 0.0851 0.008 0.0508 0.0118 —0.0010
63 3.284 1.000 0.789 0.3382  —1.4711 1.0000 0 —1.9422 0.0395 0.5250
2.284 1.469 0.0116 —0.0135 0.0659 0 0.0389 0.0088 —0.0009
62 3.320 1.006 0.776 0.3293  —1.3085 0.8497 0.004 —1.7672 0.0585 0.5003
2.314 1.470 0.0122 —0.0138 0.0646 0.004 0.0369 0.0086 —0.0006

a See footnote of Table 1.
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TABLE 3: Summary of Bond-Critical Parameters psin
Symmetric N—H—N Bonds

ps from ps meart
parameter regression eq —W—NP unweighted weighted
Ps 0.152(7) 1 0.152(4) 0.152 0.152
A2s —0.502(36) 2c —0.493(8) —0.497 —0.493
Ass 0.571(44) 3b 0.560(10) 0.565 0.560
V2 —0.423(16) 4 —0.425(9) —0.424  —0.425
Gs 0.060(3) 5a 0.066(2) 0.063 0.065
Ks 0.173(4) 6a 0.172(2) 0.172 0.172
Vs —-0.241(11) 7 —0.238(3) —0.239 —0.238

aMean ofps from columns 2 and 4 Meanps from the symmetric
N—H—N bonds2—4, 10, and11 (Table 4 in part 1).

TABLE 4: Position of the Transition from Closed-Shell to
Shared Bond Interactions in Diatomic XH Hydrides?

fromP X from 1st row? X from 2nd row? figure
Evaluation from Trends in Ref 9
sign ofe(H) LiBeBCNOF NaMgAISiPSClI 6.2
pe contours LiBeBCNOF NaMgAISiPSClI 6.3
V2. contours LiBEBCNOF NaMgAISiPSCl 7.19
Evaluation from This Work
Ge, In(—Vo) LiBe?CNOF NaMgAISiP?? 16A
0e,Go/ Ve LiBe?CNOF NaMgAISiPSClI 17B
Po [(de—x)/d] LiBeBCNOF NaMgAISIiPSClI 17A
P Ve LiBeBCNOF NaMgAISiPSCI
pc, Golpe LiBeBCNOF NaMgAISi?SCl 11

aBased on bond-critical parameters of ref 9; see tektaluation
from a plot (plots) or from a correlatior(H), atom charge on HJ; =
d(X—H), x. = d(H---BCP).°¢ Bold type, closed-shell interaction; italic,
shared interaction; ?, attribution not obviot@Reference 9.

In heterocorrelationsthe bond-critical parameters being
correlated are different in kind, as, for exampulgp’ andd”,p"
in part 1. Here again, verification for N\H---N bonds from
experiment is possible only exceptionally at present and one
has to rely on the internal consistency of the correlation results.
With the exception op. = G, andV,, heterocorrelations will
be dealt with in a subsequent paper.

Homocorrelations

Electron Densitiesp’ and p''. A p",p' plot strongly suggests
that the correlation is high and linear. Indeed,
p' = 0.3506— 1.302" 1)
r2 = 0.983,05, = 0.0082-4.3% (when referred t@" (0" —
p'), 12 = 0.994, o5, ~ 2.5%), with a reasonably uniform
distributions of the residualsps = 0.152. Transforming the
variables as (J/'),(0'/p'"") resulted in a linear regression
p'lp" = —1.1985+ 0.3467p" (1a)
r2 = 0.999,0s5; = 0.244-0.8%, confirming the validity of (1)
but with the residuals increasing withpl/ Other monotonic
model functions tried did not improve on the linear regression.

The ps = 0.152(8) value from (1) agrees well with the
estimateps = 0.150 obtained via a,p. regression (eq 8f in
part 1) and with the mean 0.152(4) of the fige= p" values
for the symmetric bonds2¢-4, 10, and11 in Table 4 of part
1).

Curvatures 417 and 417". These are both negative over the
entire data range. The plot efi;7 vs —4;7" (Figure 1) does
not give a clear indication of what model function might be
appropriate. The main problem is posed by the ill-defined cluster
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Figure 1. Correlation of theliz curvatures. (A) Fitted curves from
the exponential regression (2) (broken line) and as obtained via
regressions (2b) (thin line) and (2a) (thick line). (B) Fitted curve as
obtained via regression (2c). The thick-line curves pass through the
origin (see text).
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Figure 2. Correlation of theli, curvatures. Fitted curves from
regression (2a) (B, broken line) and as obtained via regression (2c)
(A, solid line). Inset: expansion close ;" = 0. The minimum of
(A) falls at1:2' = —0.0009 andi;2'/A12 = 0.0046-0.4%, i.e., beyond
the data points for the weakestiWi+:-N bonds. Regression (2c) thus
represents the data set adequately.

of points at low|1,7"| values. Thegrosstrend of|1,7'| beyond
~0.03 can be rendered by

—A, = 1.4472 expt2.121161,,")] (2)
r2 ~ 1.0,05, = 0.068-6.8%,11, s= —0.501 (Figure 1A, broken
line).

To get a better indication of what the “true” model function
might be, the behavior of the ratid;'/A12; was examined
(Figure 2, curve B):

A"y, = 0.0111-0.2936.,," + 3.40654,,")> (2a)

r2 = 0.997,05; = 0.018-1.8%, with al.2'/A12 minimum of
0.005 atl;2' = 0.043 andlizs = —0.497. Constraining the
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Figure 3. Correlation of theAd;,. curvatures. Fitted curve from
regression (2c).

0

regression line to pass through the origin gave essentially the
same result:

"

Azl = — 0.4064,;" +3.2135¢,,")°  (2b)

Figure 4. Correlation of thelsc curvatures. (A) Fitted curve from the

_ _ quadratic regression (3) (broken line) and as obtained via regressions

r?2 ~ 1.0, 050 = 0.019-1.9%, 115 = —0.498. ~(3a) (thin line) and (3b) (thick line). (B) Fitted curve from regression
Clearly, (2a) and (2b) both appear to be good approximations (3a).

to the data set. Whenl17' is expressed from (2a) and plotted
in Figure 1A (thick line), the resulting curve accommodates the
data points in principle satisfactorily even though its maximum
is not well placed, whereas a similar curve from (2b) is an
unacceptable fit (Figure 1A, thin line). It thus seems that
improving theds2'/117 fit from (2a) (but not from (2b)) would
result in a more faithful representation of the data points in
Figure 1. To this end, Figure 2 was replotted logarithmically
and quadratic regression was applied (Figure 3):

logarithmic plots. Quadratic regression (Figure 4A, broken line)
gave

Ad =0.729+ 1.937%;" — 3.877(13”)2 3)
(r2=0.772,05; = 0.070-13%) with a very uniform distribution
of the residuals. Th&s' maximum was located @t = 0.250;
A3’ =0 atls’ = —0.251 and 0.750, i.e., outside thg' range,
andiss= 0.571.

The variation of theratio A3'/A3 or A3'/A3" with 13" is
monotonic, the ratio increasing withs' in the first and
decreasing with increasings”” in the second case. Thgross
trend in theds",(13"/13") plot (Figure 4B) could be represented
by an exponential regression,

In(A,,/4,,") = —1.237— 1.939 InE-4,,") —
0.1389 [In1,,")]° (2¢)

r2=0.998,05; = 0.060-1.3%,112s= —0.512; the fit obtained
from (2c) is shown as curve A in Figure 2. Expressing;,
from (2c) in terms ofliy" gave os; = 0.064-6.5%, with
(—212)max = 1.418 at—117"' = 0.034 (Figure 1B). Given the
natural variance of the data set, further improvements in the

A3"134 = 0.0709 exp(4.658,") (3a)

—A12",—A17 fit are likely to be largely cosmetic.
The—117',— 17 fits obtained from (2) and (2c), respectively,
have almost the same, also as percent of range. The

(052 = 0.050-5.4%,13 s= 0.568); note that the regression curve
does not pass through the origin.
Expressingls from (3a) results in the thin solid curve in

distribution of the residuals is reasonably uniform and not greatly Figure 4A, which does not pass through the origims, =
more so in Figure 1B than that from regression (2). However, 0.110-21%, with a less uniform distribution of the residuals
there is a fundamental difference between the two fits. The and with als’ maximum of 1.113 afl" = 0.215 andizs =
exponential curve from (2) is monotonic and does not pass 0.568. A further improvement was achieved by logarithmic
through the origin (its-112 at —112" = 0 is the largest in the fitting (Figure 5S):
data domain), whereas the curve from (2c) passes through the
origin (inflection at—4;7" = 0.0004,—1:2 = 0.095) anchas a
maximum at —115" = 0.341. Which of the two is the more
appropriate is difficult to decide on the present evidence, but it r2 = 0.988, 05, = 0.094-3.5%, 135 = 0.573. Expressings’
should be noted that regression curves with local extrema insidefrom this regression yielded the thick solid curve in Figure 4A,
the data rage, similar to that from (2c), are encountered also,for which o5, = 0.056-15%, with ails’ maximum of 1.030 at
for example, withG; and may correspond to the real variation 13" = 0.214 and a very uniform distribution of the residuals,
of the parameters. though perhaps less so than for (3). This regression curve
Curvatures A3’ and 43". Plotting A3 againstis’ results, appears to have the correct functional form; the large natural
unexpectedly, in a confused, quasi-parabolic trend with con- variation in the sample seems unlikely to be conducive to
siderable scatter (Figure 4A). The trend is not improved in significant further improvements in the fit.

In(A;/45") = 0.9033+ 1.5434 Inc-InA;")  (3b)
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Figure 6. Correlation of the Laplacian¥?. Fitted curve from the
guadratic regression (4).

Laplacians V? and V?'. An excellent quadratic fit was
obtained for thev?,v?" plot (Figure 6):

V2" = —0.9451— 1.440v* — 0.4884F%)*  (4)
r2 = 0.982,05; = 0.023-3.9%, V?')max = —1.475 atV? =
0.117,V?' =0 atVv? = —0.985 and-1.964, andv?; = —0.423.
In the VZ,(V2" — V?) plot this translates into? = 0.999,05;
~ 1.2% of theVv?' — V? range. A perhaps more natural
logarithmic plot V2" — V2 = 1.073+ 1.3233 In(-V?) gives
r2 = 0.996, 05, = 0.041-2.1%, V% = —0.445, a result not
much different for the data range. There is thus no doubt about
the continuity of the two Laplacians over the entire data range
and of their high degree of correlation. Furthermore, in
N—H---N bonds approaching symmetris<7, 9g, 9b, 15), i.e.,
for [VZ| < 0.985 (Figure 6)V?' assumesegatie values. This
must be kept in mind when using?’ > 0 as a rule-of-thumb
criterion of hydrogen bonds as closed-shell interactions (see
below).

The kinetic energy densitiesG' and G" are both positive,
as required:'1 The considerable scatter in t&,G' plot (Figure
7A) made the choice of model function uncertain, although the

plot suggested a concave trend. However, a remarkable reduction

of the scatter and a clear trend resulted whenréti® G'/G"
was plotted againgg” (Figure 7B). Although a simple power
regression

G'/G" = 0.0700G") >’ (5)
(r2=0.623,05; = 0.651-7.7%) rendered the trend reasonably
well for G > 0.01 (Figure 7B, thin line), a more satisfactory
fit was obtained with the function

G'/G" = exp[0.9100+ 1.0933 InG” + 0.2733(InG")7
(5a)

r? = 0.957,05; = 0.338-4.0% (Figure 7B, thick line). This
function has G'/G"")min = 0.832 atG"’ = 0.135, i.e., well outside
the data range. Expressitig from (5a) makes it possible to
draw the regression line in Figure 7A, for which= 0.654,
os1 = 0.005-15%, Gs = 0.0596. The distribution of the
residuals is quite uniform.

Kinetic Energy DensitiesK' and K". Theory admits both
positive and negative valuéd! In our caseK' > 0, butK"
can be positive or negative. Whéfi' < 0, the |K"”| are very
small (i.e., corresponding to very weak-HN bonds) and their

J. Phys. Chem. A, Vol. 107, No. 2, 200377
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Figure 7. Correlation of the kinetic energy densiti€. (A) Fitted
curve as obtained via regression (5a). (B) Fitted curve from regression
(5) (thin line) and as obtained via regression (5a) (thick line).
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Figure 8. Correlation of the kinetic energy densiti&s. (A) Fitted
curve as obtained via regression (6a). (B) Fitted curve from the quadratic
regression (6).

trend is uncertain (Figure 8A). Because of their smallness we
could not exclude the possibility that theé' in fact are always
positive, and that the negati€" values are an artifact of
computation. However, we have proceeded, at least initially,
on the assumption that th€' < 0 values are legitimate (see
below).

The change of sign iiK"" causes problems in the choice of
model function. However, thdifferenceAK = K' — K" is
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always positive. Quadratic regression gave

AK = —0.417+ 2.724&K' — 1.7778K’)? (6)

r2=0.999,05; = 0.0042-0.8%;AK = 0 atK’ = 0.1725 EKy)
and 1.360, and\Knax = 0.627 atk’ = 0.766, i.e., well beyond
theK' range (Figure 8B).

Expressingk" from (6) gave

K" =0.417-1.724K' + 1.778K')? (6a)

r2 = 0.995, 05, = 0.0042-2.4%; K" min = —0.0013 atK’
0.485, andK" = 0 atK' = 0.460 and 0.510 (Figure 8A). The
residuals, though small, were not distributed uniformly. The
small values, at larg’, are associated with weak and the large
ones, at smalK’, with strong H--N bonds.
Potential Energy DensitiesV' and V"' (Figure 9S). Using

the relationV, = (1/4)V%. — 2G. (eq 6.31 of ref 9) to calculate

V' andV", the two local potential energy densities can be related

by

V' = —exp[-0.541+ 4.76 V" + 4587  (7)

r2=0.986,05; = 0.011-3.3%,V = —0.582 atV"' = 0; V' nax
= —0.169 atV"' = 0.520, i.e., well below/s = —0.241. This
Vs value compares well witNWg = —0.238(4) calculated from
the V& and G values in Table 3.

More about G¢

Although the correlation betwee@'/p’ and G"/p'"" is not a
proper homocorrelation, it merits being included here because
of its particular and timely interest. The rat@/p; has been
propose&'?13 as a classificatory criterion for distinguishing
betweentypes of chemical bonds:GJ/p. < 1 for covalent
(shared-interaction) bonds, for whici, < 0; Gy/p. > 1 for
closed-shell interactions (ionic, hydrogen, van der Waals bonds),
for which V2, > 0. (However, see above for the variation of
V2" with V2 in N—H-++N bonds close to symmetric.) It was of
interest to find out to what extent tt@&,/p. criterion applies to
the two types of bonds in the-N\H---N systems inMl.

The G'/p"),(G"/p") correlation is approximated by an almost
purely quadratic fit

Gr/pr — 0.08186”/‘)”)72'011 (8)

r? = 0.915,05, = 0.028-8.7%, GJps ~ 0.435 (Figure 10A);
the differenceis approximated by

G'lp" — Glp' = 0.9227+ 1.099 InG"/p")  (8a)

r? = 0.981,05, = 0.028-4.1%, and is zero &''/p" ~ 0.432
(Figure 10B). For the bonds M, 0.116< G'/p' < 0.441, 0.429
< G"lp" < 0.804%* Thus, approximately, & G"/p" = G'/p’;
i.e., neither ratio attains unity and, wi@i'/p" < 1, the proposed
criterion fails for the linear or near-linear-\H---N systems.
This would indicate that the +tN bond has a substantial shared-
interaction component.

A synoptic picture of the variation @g/pc in N—H-+-N bonds
is provided by Figure 11, wher&'/p' and G"/p"" are plotted
againstp’ andp'’, respectively. The variation can be represented

by

G'/p' = 0.0306p") 4% (8b)
r2 = 0.931,05, = 0.0224-6.9%, and
G'lp" =0.7578— 1.175%" — 5.9527p")>  (8c)

Knop et al.
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Figure 10. Variation of the ratioG'/p' (A) and of the difference&’/

" — G'lp" (B) with G"/p" in N—H-+-N bonds ofM. Fitted curve in A
is from regression (8) and in B from regression (8a).

Figure 11. Complete course oBd/p. with pc for N—H---N bonds of

M (filled circles). Fitted curve forp',(G'/p') is from regression (8b)
and that forp",(G"/p'") from regression (8c). Open circles, data points
for diatomic XH hydrides and other bonds in ref 9 (see tex)7 1~

X = Li—F, 1-7 — X = Na—Cl, 8 — Ar-:-HF, 9— Ne---HF.

r2 = 0.872,05, = 0.039-10.4%, with (8b) and (8c) intersecting
at p"" ~ 0.145. The plot is continuous though probably not
smooth;G"/p" = 1 cannot be reached for positiy&.

Abramov’'s Estimate of G.. This discussion ofG. also
provides an opportunity to investigate the extent of validity of
Abramov’s31516estimate

G, = (3/10)(31) 0> + (1I6)V7, 9)
of the local kinetic energy density at the BCPs of bonds between
closed-shell atoms, i.e., nominally for the-HN bonds ofM,
G'a = 2.871p")1 667+ 0.16 V",

As shown in Figure 12G" 5 approximatess'" very well for
G' < 0.02, i.e., for very weak H-N bonds, longer than ca.
1.9 A (cf. Figure 13). For the 18 data points in this interval, the
perpendicular deviation from the #bne is only 0.00076.4%
of the G" range. BeyondG" = 0.02 eq 9 progressively
overestimate§' until for G" > 0.06 (i.e., for H-N---N bonds
approaching symmetric) the data points scatter and the trend
becomes intractable. The two most striking outliers in Figure
12A arel and 2, for the symmetric bonds [FCNH—NCF]*"
(2) and [CN-H—NC] (11), respectively; the two point3and
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Figure 12. Comparison of Abramov’s estimate 6" of G (eq 9)
with G" for H---N bonds ofM. (A) Direct comparison. (B) Deviation
of Ga"/G" from unity. The data points in (B) can be approximated by
Gp'IG" — 1= —0.266+ 22.755" — 307.2G")? (r> = 0.74,05. =
0.060-12%,G,"/G" = 1 atG" ~ 0.015 and 0.060. For the identity of
points 1—4 see text.
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Figure 13. Correlation of G" and d' in N—H--*N (set M) and
O—H---O (ref 15) bonds. Fitted curve for-HN is from regression

(10a) (solid line) and that for +-O from ref 15 (broken line). The
d’(H---O) data set starts only at' ~ 1.55 A.

4, approximately on the 48ine, correspond to [flNH---NCCNJ"
(9b) and [FNCH--NCCNJ" (15). Although the progressive
divergence ofG"a and G" in Figure 12 may be due to
inadequacy of the MP2/6-31G(d,p) model, it seems thah &
cause is attributable to the limitations inherent in approximation
(9).

Other Heterocorrelations Involving G. In their analysis
of experimentally determined bond-critical parameters in
X—H---O (X = C, N, O) bonds, Espinosa et%=}>16consider,
among other relationships, three high correlations involGag
(in our notation extended to -HO bonds, in au):d",G"a,
A3",G"a, and G'"a,V"'a, and further, by extensiomt;2’,V''a.
These correlations have now been examined fetH\-N bonds
in M.

Thed',G" data set can be satisfactorily fitted by

G' = 1.017 exp{-2.041") (10)
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Figure 14. Complete course db. with 13 .for N—H--+N bonds of\
(solid lines, expressions (10b) and (10c)) and comparison with the
13",G" regression line for H-O bonds (broken line, converted from
ref 16).

052 = 0.0042-6.7%, which corresponds @ = 4.65 exp{
2.73d") for the H--O bonds (Figure 1 of ref 15, converted to
au) (Figure 13). However, a significantly closer and visually
plausible fit is obtained, via d",In G" regression, from

G" = exp[-8.556+ 12.21d" — 7.695@")* + 1.350€")]
(10a)

r2 = 0.987,050 = 0.017-2.7%, WithG"nax at d’ = 1.13 A,
i.e., below thed” limit of ds ~ 1.26 A. In thed',G' plot (not
shown)G' increases withd', but the large scatter prevents the
data points from being meaningfully fitted. However, the
composite ¢,G') U (d",G") plot has a maximumin the
distribution of the data points ak ~ 1.26 A,

The A3",G" points fall on a straight line almost passing
through the origin. On constraining the regression line to pass
through (0,0),
r’~0.99

G’ =0.118" 05, = 0.0023~ 3.7%

(10b)

(Figure 14). The less smooth set of points fa,G' can be
fitted by

G' =0.080— 0.0105,; — 0.251¢.,)° r’=0.71
05, = 0.005~ 14% (10c)

The regression lines from (10b) and (10c) intersectsat~
0.562, in excellent agreement with thes values in Table 3.
The direct proportionality of3" andG'" is consistent with the
similar findings for experimental +-O bonds!®

The G",V" set of data points (Figure 15) is difficult to fit
sufficiently closely to a simple function. The line for the
regression

V' = —exp[-5.687+ 115.8G" — 1755.7G")> +
14144G")?] (10d)

for whichr? = 0.957,050 = 0.018-7.6%, does not pass through
the origin, but thev"” value atG" = 0 is within 1o of the fit.
This regression line practically coincides with the corresponding
line for the H--O bonds (converted from ref 15) @t' < 0.035,

but it diverges increasingly from the latter at larg&r values.

It seems that the origin of the divergence is to be looked for
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Figure 15. Variation of V"' with G" in H+++N (solid line) and H:-O

(broken line) bonds. The fitted curve for-+N is from eq 10d and
that for H--O from ref 15; the latter ends &' ~ 0.075.

In (-Ve)

mainly in the limitations of approximation (9), which was used /

in ref 15 in the calculation o¥/". B
Closed-Shell vs Shared Interactionlt is of interest to see

how theG",V" correlation (10d) compares with that for other '60 504

nominally closed-shell interactions, specifically for the van der G

Waals bonds in Ne-H—F and Ar--H—F and in the three . ) ' . .

. . Figure 16. Correlation ofV; andG.. (A) The data points for diatomic
hydrogen bonds (H-O in (H:0), and H--N in HCN---H—F hydrides XH of the first and second rows (see text) are fitted by the
and NN--H—F), for which the bond-critical parameters are straight linesR1 (X = C—F, eq 10e) andR2 (X = Li, Be, Na—P, eq

listed in Table 7.5 of ref 9; and also with ti&',VV'' and related 10f). The points for BH, SH, and CIH fall betwe&1 andR2. Bader’s
correlations for the diatomic XH (% Li—F, Na—Cl) hydride points for the van der Waals bonds in-AHF and Ne--HF, and those
molecules in their ground states (Tables 7.7 and A3 of ref 9). for the three H-bonds (see text) fall beld ~ 0.3 (open circles). (B)

In the XH molecules Bad@considers the bonding interactions  F0sition of the kN bonds ofM (solid line) and of the H-O bonds

f T | d-shell (i | d (broken line, Figure 3 of ref 15) in plot A. The point of intersection of
or X = Li,Na as closed-shell (i.e., analogous te-l5) an the H-+N regression line an®2 practically coincide with the point
those for X= C—F,S,Cl as typical shared (i.e., analogous to for NaH (the “most ionic? of the XH considered here).

Ng—H) interactions; the transition from closed-shell to shared

interactions occurs earlier in the second than in the third row shared interactions, with BH, SH, and CIH as representatives
elements. The differences in thypeof interaction and in the  of the intermediate bond character.

sharpnessf the transition are manifested in his Figures 6.2,  The division is presented in Figure 17 in terms of two other
6.3, and 7.19; they depend to some extent on the nature of thegorrelations, both wittp, as the independent parameter. The
bond-critical parameter considered. In these figures the division gependent parameter is the relative distance of the BCP from
coincides fairly clearly with (i) the change of the sign of the the H atom, @xy — Xo)/dxn, in Figure 17A, wheraly = d(X—
chargee(H) on the H atom¢(H) < 0 for X = Li—C, Na—S, H), X. = d(X+--BCP); andG,/\V in Figure 17B. The position of
€(H) > 0 for X = N—F,Cl), (i) the coalescence of thg = 0.2 the transition in the correlation plots of Figures 16A and 17A,B
au contours on X and H, and (iii) a similar coalescence of the yaries somewhat with the particular choice of the two bond-

VZ contours (Table 4). critical parameters (Table 4); i.e., each combination is its own

A semilogarithmic presentation of the correspond®BgVc estimator of the dividing line between the two types of
data points (Figure 16A) immediately reveals the difference jnteraction.

between these categories of bonds. The points for the diatomic  The BCP in the X-H bond is closer to the X nucleus for X

1 i
008 o2

c

hydrides separate into three groups. Those for XH wit"X = | j—B and close to the midpoint of the bond for=XNa—P.
C—F (shared interaction), and those with=XLi, Be, Na—P | gjther case its position is not greatly influenced by the
(closed-shell interaction), each fall on an excellent straight line increasing nuclear charge on X as manifestegt fFigure 17A).

of their own: However, for X= C—F and X= S, Cl the sharp discontinuity

— ~_P) N — associated with the transition is accompanied by a large sudden
RIX=C=F):  In(=V) = ~1.731+19.945.  (10e) change in the relative position of the BCP, which is now
12 = 0.999,0, = 0.0277-2.0% significantly closer to the proton, witld(H---BCP)Hd(XH)
' ' o decreasing dramatically with the increasing nuclear charge on
R2 (X = Li, Be, Na—P): In(-V,) = —4.078+ 22.91G, X. These changes in the position of the BCP in thekXbond

(10f) are clearly seen in the electron-density plots of Figure 6.3 of
ref 9.
r2 = 0.993,05 = 0.072-1.6%, whereas the points for % B, The |G/V,| ratio for XH (Figure 17B) decreases monotoni-

S, and Cl fall between these two nearly parallel regression lines. cally with increasingoc, the values for X= C—F converging
The points for the two van der Waals bonds and those for the slowly toward zero. For NaHG/V¢| = 1, pc = 0.0337, i.e.,
three H-bonds all fall belowiR2. They are close together and at nonzero; thus|V¢| > G; >0. These trends are discussed in more
low G¢ values, as expected, and without obvious separation detail below.

between the two groups. Figure 16A thus again reflects, though N—H---N Bonds: Closed-Shell or Shared Interactions?
less sharply, the difference between the closed-shell and theOf more immediate concern for the present investigation is the
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Figure 17. Separation, witlp, of the bond interactions in the diatomic
XH hydrides of ref 9 into shared and closed-shell, usidg; (— x.)/
dxn (A) andG/V, (B) as the classifying parameters. Filled circles,71
— X = Li—F; open circles, 7" — X = Na—Cl; dxy = d(X—H), X

= d(X---BCP). See also Table 4.

position of the H--N bonds in the scheme of Figure 16A. In
Figure 16B the H-N data are reasonably well accommodated
by expressing IntV'") from (10d): r2 = 0.991,050 = 0.112-
3.0%. At smallG'"' values the fitted curve coincides with Bader’s
five points (the two van der Waals and the three hydrogen
bonds), but subsequently it crosses liR@ for closed-shell
interactions in XH aG"" = 0.031,V" = 0.035, and continues
towardR1 until it ends atGs ~ 0.067,Vs ~ —0.218, i.e., in the
mixed-regime domain somewhere betw&xrfor BH and CIH.

In other words, the amount of covalent character in-N
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Figure 18. Correlation ofl;7" andV'" (eq 10h).V" is plotted against
2147 to match the corresponding line for-+0 bonds (dashed, see
text).
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Figure 19. Correlation ofl12candV; in a larger context (cf. Figure
16). Regression linR1 (solid thin, eq 10i), XH (X= C—F); R2 (solid
thin, eq 10j), XH (X= Li, Na—P). The points for BH, SH, and CIH

increases steadily until it reaches a maximum in the symmetric fall betweenR1 andR2; BeH is omitted (see text). Inset: Enlargement

N—H—N bond. A similar behavior in principle is observed for
the H--O bonds of refs 5 and 15. The broken line (converted
from Figure 3 of ref 15) starts out more or less parallel to and
somewhat below the ++N line, but with increasingG" it
practically coincides wittR2. The lack of a sharper increase
with G" again may be due to the use of Abramov’s approxima-
tion in the calculation of5" andV'" in ref 15.

The @1 + 42'"),V" correlation for H--O bonds (Figure 2 of
ref 16),V"' = 0.34¢," + 12"") (converted), is matched by the
unconstrained linear correlation

r>=0.996
05, = 0.0051~ 2.2%

V' = 0.0007+ 0.2405(2,,")

which is practically indistinguishable from the constrained
correlation

(10g)

A slightly better visual fit at largei;2”| is obtained with the
quadratic

V' =0.2394(2,,"

V' = —0.0027+ 0.2077(2,,") — 0.0341(2,,")*> (10h)
(r2 = 0.997,05; = 0.0043-1.8%), which generates the solid

regression line in Figure 18, but as all three fits are within the

of the main plot near the origifR3 (solid thick, eq 10h), H-N of M;
R4 (dashed), H-O of Figure 2, ref 16 (converted).

same statistics, the constrained linear correlation (10 g) is taken
to represent theA(" + 1,""),V" correlation for the N-H---N
bonds ofM adequately; i.ey" is directly proportional tdl;5",

as concluded for the ++O bonds in ref 16.

For H:--N the correlation is definitely nonlinear, whereas in
Figure 2 of ref 16 the H-O data points are fitted by a straight
line. Keeping in mind that thé," + 1" range of the latter
may not be sufficiently wide to permit recognition of the
regression function (the line ends at’' + 1, ~ —0.3), the
two regressions are in principle compatible.

A large-scale picture of thé, Ve correlation emerges from
Figure 19. The XH data again fall in three groups:

R1(X=C—F): V,=-0.1972¢21,,)"%"% (10i)
r2 = 0.943,0, = 0.0264-2.7% (quadratic regression gives a
better fit even though not through the origin);

R2 (X =Li,Na—P):  V,=—0.7166(21,,)"**" (10j)

r2 = 0.897,04 = 0.0087-3.6%. The remaining three points
(BeH, SH, CIH) fall betweerR1 and R2; the point for BeH
was not included in regression (10j), as it is an unexpected and
striking visual outlier that clearly does not belongl@a. Unlike
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TABLE 5: Bond-Critical Parameters in NH 4~ (66), RNH™
(67), and NHEZ")

parameter 662 672 NH(EZ")b NH(EZ")e
de, A 1.023 1.042 1.0355 [1.0379]
Pc 0.3331 0.3317 0.3379 0.3395
A12,c —1.3629 —1.5195 —1.1983 —1.2399
Asc 0.8594 1.0831 0.6523 0.8765
V2 —1.8665 —1.9559 —1.7444 —1.6034
Ge 0.0453 0.0308 0.0648 [0.053]
Ke 0.5119 0.5198 0.5009 [0.454]
Ve —0.5566 —0.5510 —0.5656 0.508]
Gdpc 0.1351 0.0935 0.1918 0.157
GdV: —0.0808 —0.0563 —0.1145 [0.105]

a66, HaN—H™ (Tg); 67, FsN—H™ (C3,); Table 4 of ref 1> MP2/6-
31G(d,p) optimized, this worlé.Near HF values, ref 9. Values in
brackets converted from those listed.

weak H--N bonds. (In this connection, note the disposition of

bonds ofM. For the solid line see (13a) and text. The points for the open-circle data poirftat p. < 0.05 in thep,Go/Vc plot of
NH(®Z") optimized in MP2/6-31G(d,p) (Table 5) are shown as filled Figure 11).

squares. This plot is to be compared with Figure 17B.

in Figure 16, where the +N points fall belowR1 but are
disposed on both sides &2, in Figure 19 (inset) they fall
betweerR1 andR2. The locusR3 of the H--N points is closer
to R1 than toR2, indicating that thel;, c curvatures of H-N

are significantly steeper than those for the hydrides of the second
row. On the scale of Figure 19 the points for the van der Waals

bonds (on theR2 line) practically coincide with the origin.
Figure 16B shows the insertion of theHN data points into

the pc,In(—V,) plot of Figure 16A, the object of which is to

display the gradual change of the character of theN{bond

from closed-shell to partially (though appreciably) covalent.
Although shown as a separate figure, Figure 20 shows a parallel

insertion of H-N---N data into thep.,G./V. plot of Figure 17B.

This figure is interesting in several aspects. The data points can

be fitted as follows (only thec,G./V, regression line is shown
for clarity):

G' =0.0306p') %% (r?=0.465,05, = 0.0065-19%)

(11a)

significant scatter with increasing;

G' = —0.0011+ 0.84Q" — 2.554¢p")>  (11b)

r2=0.990,05; = 0.0022-3.5%,G" max= 0.068 atp’ = 0.164,
lines from (11a) and (11b) intersect @t~ 0.145;

V' = 0.0304— 1.782%'
(r*=0.998,05, = 0.0044-1.3%) (12a)

V' = —0.0031— 0.343p" — 7.8600")>  (12b)

r2 = 0.996,0s; = 0.0049-2.1%; lines from (12a) and (12b)
intersect afo. = 0.156;

G/V = —0.01635p) 14942
(r* =0.921,05, = 0.0135-6.3%) (13)

The p",G"/V" set is difficult to fit because of the visually ill-
defined cluster of data points at logV/ values. TakingG"/V"'

Figure 20 shows more clearly than Figure 17B that with
increasingp. the |G/\,| ratio converges steadily to zero. For
the H--N bonds the decrease [|&''/V'"'| is substantial. Th&"
range is about 10 times that Gf. Furthermore, the increase of
[V'| with p' is linear, with very small scatter (cf. eq 12a). The
G' values decrease with increasipgalmost linearly but with
a significant scatter, which increases wjith The MP2/6-31G-
(d,p) values ofo., G, Ve, andGy/V, in the diatomic NHEZ")
(Table 5) provide satisfactory terminating points for the three
data sets, fully consistent with the respective data-point se-
qguences of Figure 20. This confirms that the' N bond in the
N—H---N system is not different in character from other
covalent N-H bonds.

The plots of Figure 20 are a good illustration of the correlated
behavior of the potential and kinetic energy densities in théiN
bonds. With increasing' the potential energy densiy/ at the
BCP increases, consistent with the increasing number of
electrons coexisting in a unit space element at the BCP and
with the Pauli principle; fop',V' this increase is linear. At the
same time the increaset! (and thusv') progressively restricts
the kinetic freedom of these electrons, which is reflected in a
decrease is'. However, with increasing', G' decreases more
slowly than|V'| increases, resulting in the convergence@f
V'| toward zerd-” Analogous behavior is observed for the
part of Figure 20 except that the variation®f and V" with
o' is not linear; that ofV"' with p" seems to merit further
examinations when additional (or improved) data become
available.

Last we add that the homocorrelati¢@'/V'|,(G"/V'") (not
shown) can be represented BY/V' = —0.0698(&G'/V')~1.1065
r?=0.998,05; = 0.123-13.8%,G"/V' = —G'/V' at|Gs,Vs| =
0.284. There is increasing scatter of the data point$GoN'|
< 0.1

Discussion

Ideally, one would wish for acceptable expressions for
optimum homocorrelations that can be obtained directly in an
explicit form, p' = f(p'") or p" = f ~}(p’). Although such a
description may occasionally be found, in the absence of theory,
one generally has to settle for the best analytical approximation
to the data set that can be found empirically. No effort was
made to discover such direct functions beyond the attempts

as the ratio of (11b) and (12b) generates the solid line in Figure described above. As for the results of these attempts, it is striking

20, for which o4 = 0.058-6.5%, i.e., acceptable. However,

the unexpected appearance in this curve of a minimupi at

to encounter such a diversity @f,p"" andp”,p' variation as
that in the preceding section, ranging as it does from a linear

0.02 leaves some doubt about the appropriateness of this ratiaelationship betweep' and p” to nonmonotonic variation in

to represent the data set with confidence at smigli.e., very

other cases.



Coming to Grips with N-H---N Bonds

The p",p" homocorrelation (1) is the only one of those
examined that is linear over the-NH---N data range, d/dp"
= —1.3. From (1) it follows that the sum of the electron densities
at the two BCPsp' + p"" = 0.3506-0.302", is not constant
but decreases linearly with increasipi$j It is a minimum afos
= 0.152 and a maximum at t& = 0 limit, in good numerical
agreement wittp. in the MP2-optimized NH{E ™) (cf. Figure
20).

Attempts to find satisfactory explicit regression functions were
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atoms of course imparts to the-X and H--Y bonds different
characterspso facto

Conclusions

The geometries of 54 small molecular species containing
linear or near-linear NH---N bond systems have been opti-
mized at the MP2/6-31G(d,p) level and the values of the bond-
critical parameterg. = pe, dic, V, G, K¢, andV; at the BCP
computed (sampl®l). In each N-H---N system the parameters

at times frustrated by the considerable scatter in the correlationp, refer to the N-H and thep” to the H--N bond. Detailed

plot (cf. Figures 1A, 4A, and especially 7A). Theparameters

in general scatter more than the correspondifig possibly
because MP2/6-31G(d,p) describes the--N part of the
N—H---N bond more adequately than it describes the covalent
N—H part, the higher electron density in the latter requiring a
more complete account of the inter-electron interactions than
MP2/6-31G(d,p) can provide. It was often correlations involving
p'/p" or p"/p' ratios or|p’ — p"| differences, rather thapi, p"

as such, that were monotonic and represented the data set wit

indirect correlations that are the most useful in uncovering trends
and tend to be statistically more satisfactory: cf. for example,
Figures 4 and 7.

From egs 5.49 and 6.31 of ref 9 it follows th&t + G; + Ve
=0,G; = 0, V. < 0, which implies thaK; is negative when
Vel > Gc. The closeness of approximation (7) (and of other

examination of these parameters demonstrates that in each such
system the conjugate’ and p"’ are highly correlated, and
furnishes a consolidated picture of the parameter trends as well
as a self-consistent set of numeripalvalues at the symmetric
N—H—N limit.

The p' parameters in general scatter more than the corre-
pondingp” parameters, possibly because the MP2/6-31G(d,p)
ptimization scheme describes the-#ll part of the N-H---N

S

o
i S SO ly than i i HN , th
a high degree of fidelity. It therefore seems that it is those :%ystem more accurately than it describes thekNbond, the

atter being essentially covalent and thus having higher electron
density, which imparts greater importance to electron-correlation
interactions. Ifp’ andp” each show significant scatter bjgt

— p"| or p"/p’ do not, this is proof that the computations for
the individual entries itM are correct, and that the scatteipin
andp" is due to “chemical” variation in the data set.

The N—H and the H:-N bond in an N-H---N system do

approximations not reported here) to the data set would suggest, st have the same character, so that, for example, the variation

that theK' < 0 values are in fact legitimate and not artifacts of
computation; i.e., ad" larger than~1.77 A (N---N = D larger
than~2.8 A) K" can assume small negative values that, with
increasingd’, converge to zero from below (Figure 8A).

Because of the internal self-consistency of the homocorre-
lations the bond-critical parameter valups in symmetric
N—H—N bonds can be estimated by utilizing thietire p. data
set rather than only the information from individual symmetric
N—H—N bonds. This is particularly useful, as extractionpgf
values from experimental electron densities in symmetric
X—H—X bonds is not without difficulties and confirmation from
calculation is desirable (cf. part 1 for a discussion of this point).
In Table 3 theps values obtained from the homocorrelations
are compared with the means computed fromghealues in
the five symmetric bond2(-4, 10, and11) in Table 4 of part
1.

Inferences from statistics (i.e., from high degree of correla-
tion) almost certainly imply the existence fafnctionaldepen-
dence, the formal expression of which must be looked for not
merely in phenomenology but in more developed theory. In ref
16 it is specifically suggested that (in our notation) the curvatures

i"', G", andV" in X—H---O bonds described from experiment
are quantities intrinsically related. In this paper and in part 1
we show, on numerous examples of-N---N bonds, that
relationships of this kind exist not only between disparate bond-
critical parameterp”,g" in the H--N portion of a complete
bond, but, more globally, between the conjugate parampters
andp’, i.e., in the N-H---N systemsand that, generally, in
Pe,gc plots correlatingy’,g and g',q" in the N—H---N bonds

of a parametep’ with p' and that ofp” with p" cannot, in
principle, be represented by the same regression function. The
parameter values develop steadily from very weakHN:-N

to symmetric N-H—N bonds. In the latter the character of the
bond interaction is appreciably covalent, wi#. < 0 (Figure

6) andGy/p. < 1 (Figure 11). Thus neither the sign ¥ nor
that of G/p. — 1 is a reliable criterion of the type of bond
interaction (closed-shell or shared) in medium and strongiN

--N bonds. Comparison of the bond-critical parameter values
in M with Bader'$ HF values for diatomic XH molecules makes

it possible to position the range of strength of the-ik--N
bonds in the overall scheme of5H bond interactions (Figures
11, 16, 19, and 20). This calibration of the-IN---N strength
would undoubtedly improve if thg; values for the XH hydrides
were recalculated at the MP2 level.

Abramov’'s? approximation (9), designed to estimade in
bonds between closed-shell atoms from experimental values of
pc and VZ, is shown to represent th®" values in the F-N
bonds inM very well up toG" < 0.02 au, i.e., for very weak
H---N bonds withd" = d(H--*N) > 1.9 A.

The extreme paucity of reliable experimental valuep' @ind
p" precludes extensive direct comparison with However,
such experimental values of and VZ; as exist®1? indicate
better than semiquantitative agreement witteven in severely
bent N—-H---N bonds or when the underlying position of the
proton is not accurately known. It is, however, noted that the
distancerelationships in the NH--*N bonds of M, when
confronted with values obtained from neutron diffraction, are
in good agreement (cf. part 1). It is also reassuring to find that

the two sets of data points cannot be represented by a singleG" in the ab initio setM is directly proportional tols" (eq

smooth p. = p' U p"'), (. = g U ") global regression line
but require separate regression lines, onepf@’, another for
p'.g'. These regression lines intersect at fhgs point for
symmetric N-H—N bonds, reflecting the different character of
the N—H and the H:-N bonds. It is likely that this finding
applies to X-H---X bonds in general. In the case of mixed
X—H---Y bonds, the nonequivalence of the donor and acceptor

10b) andV'"' to 112" (eq 10 g): this parallels the corresponding
findings reported in refs 15 and 16 for thexperimentally
determined parameters in-+O bondsZ°
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