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In this paper, we present theory and implementation of the first method which combines coupled cluster and
molecular mechanics (CC/MM) theory. By introducing the interactions between the solute (QM) and the
solvent (MM) molecules into a coupled cluster Lagrangian, we calculate interaction and solvation energies of
condensed phase molecules. Also, we derive a hierarchy in the coupling between the two subsystems and
thereby study the importance of including the solvent polarization directly into the optimization conditions of
the solute wave function for calculation of energies. The method is tested on the water dimer. Furthermore,
calculations of the interaction and solvation energies of liquid water are presented.

. Introduction reference interaction site model (RISM) for the liquid sta#é

In recent years, the use of combined quantum mechanics anaanOI th? effective potential method by D‘.”‘y efal .
In this paper, we present theory and implementation of the

molecular mechanics force fields (QM/MMY has been shown . - .
to be very successful for the description of condensed phasef'rSt QM/MM method Wh'Ch combines coupled cluster (CC)
problems in chemistry. The success of this method is due to @"d molecular mechanics, the CC/MM model.
the fact that the QM/MM method allows for a detailed The coupled cluster method has previously been shown to
description of the interesting part of the system (QM), whereas be among _the most successful electronic structure methods for
the solvent or surrounding medium (MM) may be described Molecules in avacuuﬁ‘i".v_?’_GF_or example, very accurate calcula-
using a much coarser method. In this way we may describe iONS of molecular equilibrium structures have been reported
large systems in an effective manner. This is important becauseUSing the coupled cluster methdd-urthermore, the CC method
of the increasing interest in calculation of properties in biological allows for a systematic increase in accuracy using a hierarchy
systems. Another reason for the importance of such methods is?f CC methods, CCS, CC2, CCSD, C&8Petc. (or SCF, MP2,
the fact that most chemistry takes place in condensed phase$CSD, CCSD(T) if only ground-state static properties are
and the QM/MM method matches conceptually our way of studied). Thus, the_ combination of coupled plugter theory and
thinking of the system as a solute embedded in a solvent. molecular mechanics allows us to extend this hierarchy of CC
In the QM/MM approach, the interactions between the two Methods from vacuum towards the condensed phase.
subsystems are usually modeled using classical expressions for Recently, theory and implementation of the CC method
the interactions between charges and induced charges or inducegoupled to a dielectric continuum has been repoftéd.
dipole moments. Furthermore, to account for dispersion and However, in this model, the short-range interactions are poorly
short-range exchange-repulsion effects, a van der Waals terndescribed and the discrete nature of the surrounding medium is
is included in the interaction operator. The interactions between completely neglected. The incorporation of short-range effects
the two subsystems may be treated using the commonly usednay be obtained using a semi-continuum mdéet? in which
mean-field approach, but direct-field interaction approaches havesome of the surrounding molecules are included in the quantum
also been consideréd10 system. However, the computational complexity is greatly
Many of the presented QM/MM models combine semiem- increased compared to the continuum model.
pirical electronic structure methods and molecular mechan- By using the CC/MM model we may, at relatively low
ics#51L.12hyt the use of ab initio correlated and uncorrelated additional computational cost, introduce an improved molecular
descriptions of the QM system has also been pres&nféd coupling between the two subsystems and thereby avoid the
together with density functional theory (DF3)28 Also, quan- great computational expense associated with a semi-continuum
tum mechanics have been combined with interatomic potential calculation. Thereby, we also avoid the difficulty of splitting
functions2®-31 Other hybrid methods include the use of ab initio  the total wave function into a solute and a solvent part in order
quantum chemical calculations combined with the extended to calculate nonlocalized properties such as the polarizability
and hyperpolarizability tensof$.
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function, we introduce a hierarchy of four QM/MM models. In quantum mechanics. Thud¢'is modeled as a simple Coulomb

each model, we describe the QM system using a correlated CCinteraction

wave function but the coupling to the MM environment is

treated at different_levgls of theory. To extract the importance ~el S elnuc

of electron correlation in the QM system, we also perform HF/ H™ = _Z N+ Eg 3)

MM 17 calculations of the interaction and solvation energies. =

Therefore, we can combine the different hierarchies; a hierarchy

of CC models for the correlated description of the QM system,

a hierarchy for the one-electron basis set, and another hierarchy

concerning the coupling between the two subsystems. We note NS - ZQP
pq

where the electronic contribution is written as
s 2
that a hierarchy concerning the coupling between the two %qu_ ;npquq @
subsystems has been proposed before but at the semiempirical
level of theory?? Furthermore, the hierarchy described in this and the energy due to the interaction of the MM partial charges
work differs from the one in ref 50 because we are more and the QM nuclei is written as
interested in the description of the perturbation of the wave
function due to a polarizable MM region. S N qZ,
The general aspects of the theory for CC/MM mean-field and BN = Z - 5)
direct-field methods in relation to derivation of energies and &M~ R
response functions has been discussed in ref 10. The focus of
the present manuscript is on the implementation and significance The indexs runs over all of the sites in the MM system which
of a Lagrangian approach when developing a coupled clusteris usually all of the MM atoms ands is the charge at site.
molecular mechanics method. We report theory and the first The vectorR, is the position vector for theth (QM) nucleus,
implementation and test calculations of ground-state energies@ndZn is the corresponding nuclear charge. The position vector
for liquid water at the CCSD level of theory. Knowing the for site sis labeledRs, and the position vectors for the (QM)
present performance of coupled cluster methods, it is clear thatelectrons are denot&(d The sef{|¢([} represents the molecular
the numerical results obtained from a coupled cluster molecular Orbitals. The quantit,q is a one-electron excitation operator
mechanics method are benchmark results at the present stagevritten in terms of creationd(,) and annihilation &) opera-
In section I, we present theory for the QM/MM model, and tors
the equations for the calculation of the polarization and .
interaction energies are considered. Furthermore, we introduce qu = Zé;gaéqo (6)
coupled cluster theory, and the optimization conditions for the o
CC/MM wave function are derived. In section I, we outline
the computational details concerning the implementation of the
CCSD/MM model. Section IV contains results for a study of
the water dimer, and in section V, we present calculations o
liquid water. Finally, section VI contains a summary and a
discussion of future work using the CCSD/MM model.

Os
|§s_ ?i|

whereo refers to the projected spin.

To model dispersion and short-range exchange repulsion
f effects, a van der Waals terid¥® is included in the interaction
operator. Here, we choose to make use ofd®type Lennard-
Jones potential

A Ama Bma

;\m:;tea — R R.—R|®
This section presents the theoretical background for the CC/ IR~ Rl R~ R
MM method and is divided into three parts. In section A, we |, eq 7 the indexa (m) refers to the center of mass of each
present the QM/MM model including polarization effects, in B 11 (QM) molecule. These sums may easily be extended to
the theory of the coupled cluster wave function in a vacuum, g,mmations over sites in the MM and QM molecules. However,
and in C the the.ory of th? C,C/MM method. usually when describing solvation processes the quantum system
A. QM/MM with Polarization Effects. In the QM/MM only consists of one QM molecule and in this case the sum
approach, the total Hamiltonian is decomposed into three over m drops out of eq 7.
contributions™*! Finally, to model the MM polarization of the QM system
H=0. +H +H 1) and vice versa, we use asgmicl_as_sical desc_ription_of pola(ization
QM T T IQMMM MM where a polarization terntP°!, is included in the interaction
Hamiltonian

Il. Theory Qydw — (7)

where HQM is the usual many-body vacuum Hamiltonian,
Howmm represents the interaction Hamiltonian, ahfi 1A
_descrlbes the classically treated part of the total system, which Qrol = — = Z”g\d.(ﬁra +E"(R)) 8)
is represented by moleculr mechanics (MM). In this paper, we 2L

are mainly interested in the representation and calculation of

the interaction term. Employing a mean-field descriptfonf In eq 8 the operatoﬁra is the QM electronic electric field
this interaction, we may decompose the interaction Hamiltonian operator

into the following contributions:

. ~el Sjvdw - ypol Sr — _ri B Ra
Hommm = A + A" + A @) Rro=% p‘q —
= T — Ry

— ag
‘/’quqz ztpquq ©)
pq
The first term, A, represents the electrostatic interactions _
between the electrons and the nuclei in the QM system and theand E"(R;) is the electric field, due to the QM nuclei, at the
partial charges in the MM system. This term is described using center of mass of each MM molecule
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N Z,(R,~ R)
IR, RS’

ind

The vectoru, ", is the induced dipole moment at the center of
massa of each MM molecule. In a linear approximation, the
induced dipole moment is related to the total electric field,
Eg)tal

E"R) = (10)

ind __

Ha

= q-E°? (11)

wherea, is the polarizability tensor at the center of mass of
each MM molecule. The total electric field has four contributions
E? = Rr 3+ E"R) + EXR) + E™(R) (12)

WhereE%ﬁa) is the electric field due to the MM partial charges

and the last term represents the electric field due to the other

induced dipole moments. Note that eq 8 is slightly different
from the corresponding equation in our previous wirhis

is due to the fact that we have chosen to include the interaction

energy between the MM induced dipoles and the MM partial
charges in the MM energy. Hence, the MM energy may be
decomposed into a intramolecular ter&f:, and an intermo-
lecular contributionEvmmm - The intermolecular MM Hamil-
tonian is written as

Hyuwvwm [P =
1 S qsqs’ 1 A . —
ind—s vdw
- ———=——= Y H#a E(R) + Eyymu (13)
2, f=9R—R| 24 °

where the tern)ow, . is the van der Waals MM/MM energy.
Note that the dependenceldfiimm on the QM system through
the induced dipole is illustrated by writinglymmm as a
functional of the wave functionf W[l Even though this energy
contribution is included in the MM energy, we explicit consider
the effect of the last term in eq 13 in the optimization of the
wave function. The important point to note here is that if the

interaction energy between the MM induced dipoles and the

MM partial charges is included in the MM energy we do not

need to consider the induced dipole moments in the situation
where the QM system is replaced by a classical molecule (called

piand in ref 10) in order to decompose the interaction energy
into physical recognizable energy contributions.
In a mean-field approximation, the induced dipole moment

is, in each iteration of the optimization of the wave function,

calculated according to egs 11 and 12. This means, that the
induced dipole moment becomes independent of the electronic
degrees of freedom. Therefore, the induced dipole moment

entering eq 8 becomes an ordinary vector antla vector of
electronic operators.

By taking the expectation value of eq 2 and making use of
eq 11, we obtain the following expression for the total interaction
energy

— d | I __ d I,
Equmm = E'™ + E¥ + B = E'™ 4+ EgR°—

S R 1A . R —
ZENSD_ 5 Z[Rraﬂaa{ [Rra[H_ Ogs(Ra)} + Olnnsd (14)
= a=

ns

where the vectoEgs(ﬁa) and the energy terri,, are calcu-

lated according to

OXYR) =2E"(R) + EXR) + E™(R,)  (15)
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and

ns __
Oind

1A _ _ _ L
-=52@mwﬂw@+ﬂ@+wﬁm
(16)

Here,ES(ﬁa) represents the electric field at the center of mass
a of each MM molecule due to the partial MM charges

. WR-R)
"V iR

and the field due to the induced dipole momer&8§Y(Ry), is
written in terms of the dipole tensoF,aa

Emd(ﬁa) = ZTaa{I‘ia?d

az=a

17)

(18)

where
o 5 o DT
_ 1 [BRRIR.-R)
R—R|  R—RP
The summation restrictios 0 a used in eq 17 is due to the
fact that only sites notfound in the molecule with center of

massa is to be included in the summation. The polarization
contribution to the total interaction energy is given as

-1

(19)

ad

l A n ~ —
=35 2 Rrla{ RO+ OXR,)} + Oy (20)

a=

Eno

We note that the total induction energy of the system consists
of Epol in eq 20 together with interaction between the induced
moments and the field due to the MM partial charges (last term
in eq 13), whereas the dispersion energy is included in the van
der Waals term.

In this paper, we set up two hierarchies of QM/MM models;
one concerning the electronic description of the QM system
and one concerning the coupling between the QM and MM
system. For the hierarchy concerning the coupling of the two
subsystems, we introduce the following four models:

In model A, we neglect the MM polarization; that is, we keep
only He and HYd in the expression for the interaction
Hamiltonian,Hommm.

In model B, we neglect the MM polarization in the optimiza-
tion of the QM/MM wave function, but we calculate, using this
wave function, the polarization energy as thepectatiorvalue
of eq 8; that is, we use the wave function obtained without the
MM polarization to calculate the polarization energy as well as
the induction contribution to the MM energy, eq 13. In this
approach, we also neglect the contribution to the electric field
from the induced dipole moments (the last term in eq 12).
Therefore, the induced dipole moments are determined in a
noniterative manner.

In model C, we proceed as in model B and use the wave
function obtained without MM polarization, but in this case,
we include the full solution to the set of equations for the
induced dipole moments; that is, we use an iterative procedure
to calculate the induced dipole moments and obtain for the
polarization energy

A
PR O E'(RY)

a=

(21)
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Again we note that there is an additional induction energy that in CC theory an expectation value for a real operator is
contribution because of the MM system through eq 13. Finally, evaluated according to the asymmetric expression
in model D, we introduce the solvent polarization in the . N
optimization of the CC/MM wave function. XC= A|X] CCl (30)
Using these four models, we derive a hierarchy of CC/MM
models, and we may study the importance of including the MM
polarization in the calculation of interaction energies.
B. Coupled Cluster Theory for States in a Vacuum.In
this subsection, CC theory for the vacuum case is described.
The CC wave function ansatz is given>b$?

C. Coupled Cluster/Molecular Mechanics Wave-Function.
In the previous subsections, we have described QM/MM energy
contributions and the CC theory for molecules in a vacuum.
The problem is how to combine these equations. This is
complicated by the fact that the CC methodology is not
variational. For a variational method one would straightfor-
|CC= exp()|HFO (22) wardly optimize the energy with the additional QM/MM energy
contributions. We solve this nontrivial problem by using the
with concept of a variational Lagrangian. This has the advantage of
ensuring the correct limit when the cluster expansion is not
truncated. This limit is for example not guaranteed if simply
an additional effective QM/MM one electron operator is
introduced into the CC equations.
To derive the optimization conditions for the CC/MM wave

n

'T':ﬁ'l+-i_2+-i—3+"'+-i—n: Zztﬂi%#i (23)
=1

Thet, parameters are the excitation amplitudes npdre the

corresponding-electron excitation operators. The statFL) function, we extend the vacuum CC Lagrangian by augmenting
is the Hartree-Fock reference wave function. The CC energy It With the interaction term in a way similar to the approach
where the CC method is coupled to a dielectric contind®ifA.
may be calculated as N . .
This is simply done by adding the vacuum Lagrangian and the
Ecc = [HF| H exp()|HFO (24) CC/MM interaction energy but in a form where we have
introduced the CC expectation values (eq 30). The CC/MM
and the amplitude equations are given as Lagrangian becomé¥
e, = (| expt—T)H exp(T)|HFC= 0 25  Leowm(t )=
N S . 12 . R
where (| = HHF|z} , [ilvi0= 0,0, [A| HomlCCO- ZDNSD— =Y Rr Do [Rr [H
This parametrization of the CC wave function possesses the - = 242 ~
flexibility to represent the full configuration interaction (FCI) ON(R)] + E™ + EZN°+ O + Eyu(t, 1) (31)

wave function when the cluster expansion in eq 23 includes all ~
possible electronic excitations in the molecular system. Truncat- Note, that this Lagrangian is nonlinear in both thand t
ing the expansion leads to a series of approximate CC models.parameters.

Truncating the cluster expansion after the second termTi.e., As in the vacuum case, we require that this Lagrangian is
= T; + T,, defines the coupled cluster singles and doubles stationary with respect to both theandt parameters and by
(CCSD¥2 model. introducing the one-electron interaction operafcr,

Because the energy and wave function parameters are

determined by projection, the CC method is nonvariational. ., S A N 1 -1 .
However, it is possible to introduce a variational Lagranifisi = _Z N, — Z (A Rr |CCLH EEQS(Ra) oRr, (32)
= a=

Leclt, 1) = Ecc(t) + Z t,e, =Ecdt) + te(t) (26) where
Idi
_ nss \ — n/H S ind />
where the vectot contains the Lagrangian multipliers and the Ea(R) = 2E(R) + 2E(R) + ET(R) (33)

vector g(t) is the amplitude equations. We require that the

Lagrangian is simultaneously stationary with respedtaadt we obtain the optimization conditions for the CC/MM wave

and we obtain function
- oL (t, 1) o . .
alco(t, t oo . cemMt -
0= M = e,u (t) = m|| exp(—T)H exp(]')|HF|:| (27) 8f |ﬂ|| exp( T)[HQM + Tg]exp(T)| HF=0
! ' Ui
Lt (34)
ecti 1) OEC(L) _ de,® a and
0= " = o Tt = [A\|[H, er]l cco -
V. V) L V. 8LCCMM(I’ t) N Ay A
: J (28) — = AlAgu+ %,%,]/CCO=0 (35)
with [A| defined as A _
Note that because thE¥ operator depends on both thandt
A| = (HF| + ZE & |)expT) (29) parameters we find that eqs 34 and 35 are coupled. Clearly,
& A this represents an additional complication compared to the

corresponding optimization conditions for a molecule in a
When these equations are fulfilled, the Lagrangian gives the vacuum. It is also important to note that because the CC/MM
CC energy. By using this Lagrangian technique, we may show method is nonvariational the CC/MM total energy is generally



2582 J. Phys. Chem. A, Vol. 107, No. 14, 2003 Kongsted et al.

not bounded from below by the exact total energy. Here, exact
total energy refers to the corresponding total energy calculated
using a full configuration interaction/molecular mechanics (FCI/

MM) wave function for a given one-electron basis set. Because

Pre-calculation

I

the lack of such a lower bound has not been shown to be a
problem for vacuum CC calculations, we do not expect this to t and t parameters
be a problem in the case of a CC/MM wave function. In the |

limit of a full cluster expansion, the CC/MM method has the

flexibility to represent the FCI/MM results. Thus, the CCSD/
MM method becomes exact (for a given one-electron basis set) Operator

for a two-electron QM system coupled to a force field. |

In the above derivations of the CC/MM wave function

optimization conditions, we used tharelaxedapproach. By F‘ja‘“;;m;’“i“a"°“t°f“‘e - _:)e‘e;"li“““"“ "f‘he
. . . . . . mduce 1pole moments an arameters
introducing orbital relaxation, a corresponding orbital relaxed ’ 5

CC/MM wave function approach could be derived. However, |

because the relaxed approach has been shown to spoil the pole

structure of the CC response functidisye prefer to work Maximum number | yg
within the unrelaxed formulation of the CC/MM model in the of iterations

reached ?

NO

i Yes

treatment of the polarization term.

[ll. Implementation

The CC/MM method is implemented in a local version of
the Dalton program packagfeat the CCSD level of theory. As
noted before, the CCSD/MM optimization equations f@and
t are coupled because of the introduction of W¥eoperator. Figure 1. lllustration of the CC/MM wave function optimization
Different approaches can be adopted for their solution. On one procedure.
hand, one could iterate the solutiontqandf simultaneously.

On the other hand, one could for a givEhoperator solve them  parameters in the solution of thequations. Also, in the solution
as were they completely decoupled and then perform someof the t equations, we only perform a few iterationsgay).
“outer” iterations on thd? operator (to be detailed now). Both  With these sets of (un)convergédindt parameters, we now
strategies should of course converge to the same solution butupdate thel? operator and repeat the solution of thendt
potentially at different costs. parameters until convergence is obtained in botht thied the

Our procedure for solving the equations is most in line with t parameters and of course with respect to the outer iterations.
the second of the above strategies, but with some additional The number of iterations can be limited in various ways: we
features. This choice was made initially because it agreed besthave simply introduced the numbesg andniw,ar @s input values,
with the existing program structure and required fewer changesallowing us to experiment and test this functionality as will be
to the existing modularity. Below, we also discuss its efficiency. described now.

The basic procedure is illustrated in Figure 1. From a sét of In Table 1, we have shown the results for a series of
andt parameters, we construct thieoperator, and treating this  calculations of a water molecule (the QM system) surrounded
as fixed, we may solve the equations and thereafter the by 127 other water molecules (the MM system). The MM
equations (depending on thieparameters) as in the vacuum parameters are as given in section IV and the basis set used is
case but with modified one-electron integrals. This gives a new the aug-cc-pVTZ basis sét.In Table 1,nj is the maximum

set oft andt parameters, and th&% operator can then be number of iterations in the solution of thequations andiqar
updated. Restarting with the netvand t parameters, this is the corresponding maximum number of iterations in the
procedure may be continued until convergence is obtained in solution of thet equations. In the last columm means that
these so-called “outer” iterations. As input for theand t thet equations are iterated to convergence beforé dpiations
parameters, we may use amplitudes from a previous vacuum,are solved. Also, these equations are iterated to convergence
dielectric solvent, or another QM/MM calculation with the same before the update of th& operator. The symbdWouer is the

QM configuration, or we may simply start from vacuum MP2  total number ofnacroiterations, i.e., updates of tfi@ operator.
amplitudes. In each iteration, we also need to update the inducedThe termN; is the total number of “inner iterations” which is
dipole momentsllg‘d, which can be calculated using eq 11. used as a measure of the cesthe number of times we have
However, because the induced dipole moments depend on thdaken the most time-consuming steps.

induced electric field, this equation has to be solved iteratively.  The nonlineart equations are solved by a DIIS algorithm
The computational cost of solving the induced moment equa- (direct inversion in the iterative subspace) where in each iteration
tions will typically be small compared to the cost of solving we have to evaluate the vector function in eq 34 with the given
the CC equations. ~ trial t. The number of iterations taken is added\tp After the

When solving the andt equations iteratively through a set  solution of thet equations, some intermediates are calculated
of outer iterations, we may choose between different strategies.as a necessary precursor for the efficient solution of tthe
We may continue the iterations in the equations until equations. The cost of the calculation of all intermediates are
convergence is obtained and then use this setpaEframeters the same order of magnitude as one iteration irt thguations,
in the solution of the equations which in turn also are iterated and an additional one is addedNp to account for this. Then
until convergence is obtained. However, from a computational the lineart equations are solved by a linear equation solver
point of view, it seems more favorable only to perform a few requiring the transformation of the Jacobian in each iteration.
iterations (i) in the t equations and then use this settof = The cost of one Jacobian transformation is, as the previously

End
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TABLE 1: Total Number of Iterations ( Nj) as a Function of the Maximum Number of Iterations in the Solution of the t ()
and t (Niwar) Equations?

Nitt 2 3 3 3 3 4 4 4 4 5 5 5 5 6 6 6 6 6 o
Nittbar 2 2 3 4 5 3 4 5 6 3 4 5 6 3 4 5 6 7 o
Nouter 25 25 9 6 5 9 6 5 5 9 6 5 5 9 6 5 5 5 5

Ni° 112 119 58 49 50 61 52 53 58 64 55 56 61 67 59 59 64 69 94

aThe QM system consists of a water molecule and 127 other water molecules represent the MM part of the system. The basis set used is the
aug-cc-pVTZ basis sef.Thresholds used in the calculations are“@r the change in the “vacuum” energy term in two iterations for the
t equations and 10 for the norm of the residual in theequations. The change in energy, normt agind norm oft in two subsequent outer
iterations are all required to be smaller tharréfbr convergence.

calculated intermediates, roughly of the same order of magnitudealso be taken into account. Note that in this case we have

as one iteration in thé equations. The number of iterations searched for the optimal combination for solving the equation.

taken is added tbl. On convergencéy is roughly proportional Naturally, one would not do that in general. However, the choice

to the cost of the calculation. appears not to be very difficult and sensitive. Thereby, reason-

Compared to a vacuum CC calculation, the cost of a CC/ able good convergence is obtained usig= Nigwar = 3, 4, or

MM calculation may be more expensive with the same QM 5.

system because of two primary effects: (i) more iterations are The QM/MM integrals are calculated using the integral code

required and (i) each iteration takes longer time. The remaining in Dalton® We need to calculate both potential energy integrals

contribution is, at least for the cases we have studied so far, of

less importance. In each iteration in CCSD, we have a number R @

of terms which we for brevity denote & scaling terms where Nog = [9p =

N is the number of orbitals. All of the CC/MM contributions IR =Tl

scales according thl° so their computational scaling is more and electric field intearals

modest. However, one should note that they are repeated a 9

number of times depending on the number of sites and center @
P

s

%D (36)

of masses for the polarizability. The calculation of the QM/ f,‘q— I'—?z
MM vector function for this example is about 50% more Ty —Ryl
expensive than for a vacuum calculation. —

As seen from Table 1, the total number of iterations is 1he only extension of the already existing code is fRaand
minimized if the maximum number of iterations in the solution Ra refer to sites and center of masses, respectively, outside the
of thet equations are 3 and theequations are 4. Decreasing QM region. However, this problem is not difficult to solye since,
the number of maximum iterations increases the total number as seen from eqs 36 and 37, the only input we need is the value
of iterations and in the situation whemgps, = 2 andny = 2 or of gs and the relative distances between the partial charges or

3 the total number of iterations exceeds that in the case whereinduced dipole moments and the QM electrons. This has been
Nit = Nittpar = 0. presented in ref 17. In the optimization of the CC/MM wave
The total number of iterations necessary for calculating the function, the energy can be calculated, according to eq 31, within
energy for a water molecule in a vacuum is found to be 11. In each macro-iteration, i.e., every time th&operator has been
order also to calculate the dipole moment, the total number of UPdated.
iterations (i includingt, t and intermediates) increases to 28 .
(with similar thresholds and accuracy). In the QM/MM case, IV. The Water Dimer
we need, to obtain the energy, to solve for both thendt In this section, we illustrate the CCSD/MM formalism on
parameters because of the introductiBhoperator. This also  the water dimer. Here, we calculate the interaction energy as a
means that in order to calculate first order properties, like the function of the G-O distance and compare the CCSD/MM
dipole moment, we do not need to solve any extra equations. results with the corresponding ab initio results where both water
This is different from the vacuum case where the energy may molecules are treated at the CCSD level of theory. The water
be calculated with only knowledge of tihgparameters. Hence,  dimer has been used in a number of previous benchmark studies
the vacuum calculation to be compared with the numbers in of QM/MM methods?5%69We emphasize that the MM param-
Table 1 is that for the dipole moment. Thus, we find that the eters used are not optimized for use in dimer calculations and/
introduction of the MM environment causes the total number or QM/MM calculations so the model is not fitted to the
of iterations to increase about a factor of 2 or less (from 28 to particular application. It should also be noted that we consider
49) compared to the vacuum case when choosing the maximumthe water dimer not because it is easy to describe by QM/MM

al (37)

number of iterations properly. methods but rather because it is a really challenging benchmark
Let us finally comment on this situation compared to an system for QM/MM methods and of fundamental interest.
algorithm for the simultaneous solution bfandt (a set of A. Computational Details. In the calculations, we have used

coupled nonlinear equations). To evaluate eqs 34 and 35 in eactthe CCSD(T) intermolecular optimized geometry from ref 62
iteration, we require 3 units according to the counting done with where the water monomer geometry has been frozen at the
Ni (1 fort, 1 for preparing intermediates with the particular experimental monomer geomefi§The parameters used for the
and finally 1 for thet part). In our example, 1fiand 16t were MM molecule are given & Ana = 2.083 x 1 a.u.,Bna =
needed. Taking 16 as a rough guess of the number of iterations45.41 au,a. = 9.718 au,gqy = 0.3345, andjp = — 0.669. A
required in such an algorithm, we end up with a count of 48 one-dimensional potential energy surface scan has been calcu-
almost as the best choice in the implemented algorithm. So evenlated as single-point energies by displacing the molecules, with
though potentially more efficient, to gain important speed up all angles fixed, along the axis through the oxygen atoms. This
compared to our algorithm, reconsideration of the algorithm with is illustrated in Figure 2. In Figure 2, the notation of donor and
respect to construction of intermediates and other aspects mustacceptor used through out this paper is illustrated. The term
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acceptor

donor
= R(0-0)

Figure 2. The water dimer. The water molecule denoted “donor”

donates a proton, whereas the molecule denoted “acceptor” accepts a -0

proton in the formation of the hydrogen bond between the two
molecules. In calculating the interaction energy, the water molecules
are displaced along the axis connecting the two oxygen atoms.

10 . . . . . . .

Energy in mEh

R(0-0) in a.u.

Figure 3. Comparison of the total interaction energy of the water dimer
calculated at different levels of theory. The QM and QM/MM results
are obtained using the aug-cc-pVTZ basis set) ECSD calculated
interaction energy.+f-) CCSD calculated interaction energy with
“counterpoise correction”. (- - fommm With the proton donor as the
QM molecule. ) Eqwwmw Wwith the proton acceptor as the QM
molecule. (- - - -) MM calculated interaction energy.

donor is used for the molecule donating a proton to the hydrogen
bond, whereas the term acceptor is used for the molecule
accepting a proton in the hydrogen bond.

B. Results and DiscussionCalculations have been performed
at the CCSD/MM level of theory employing the cc-pVDZ and
the aug-cc-pVTZ basis sets. This was done to investigate the
effects of including diffuse functions and more polarization
functions in the basis set. Either the proton acceptor or the proton

donor molecule has been represented as the QM system. The

CCSD/MM energy is shown in Figures 3 and 4 and the different
energy contributions are addressed in Figure8.5For com-
parison, a full guantum mechanical calculation of the dimer at
the CCSD level of theory employing the aug-cc-pVTZ basis
set and a full molecular mechanical (MM) calculation were
performed. The corresponding interaction energies are shown
in Figure 3 and for the quantum mechanical results with and
without the “counterpoise correction” (CP).

In Figure 3, itis seen that tHéowmmm curve with the acceptor

Kongsted et al.

Energy in mEh

4 12

R(O-O)ina.u.
Figure 4. Comparison oEqumm calculated with different basis sets.
(-++) The proton donor as the QM molecule with the cc-pVDZ basis
set. (- - -) The proton donor as the QM molecule with the aug-cc-pVTZ
basis set. ¢-) The proton acceptor as the QM molecule with the cc-
pVDZ basis set.{) The proton acceptor as the QM molecule with
the aug-cc-pVTZ basis set.

10

Energy in mEh

-2

5

6

7 s o
R(0-0) ina.u.
Figure 5. Two contributions to the van der Waals term:)(The
repulsive component of the potenti&/R!2 (---) The attractive
component of the potential (the dispersion teBdiR®

-6

4 10

1 T

0.8

0.6

0.4

Energy in

0.2

R(0O-0) in a.u.

as the QM system reproduces the potential energy surface offigure 6. (—) van der Waals energy.

the quantum mechanical calculations fairly well but overesti-

mates the attractive part of the energy between the two
molecules. This leads to a shortening of the equilibrium distance
Ro-o from 5.58 to 5.28 au (5%) compared to the CCSD(CPC)

results. The MM curve has about the same equilibrium distance
as theEqwmm curve of the QM acceptor, but the interaction

energy is underestimated compared to the quantum mechanical
curves. The CC/MM curve, with the acceptor as the QM system,
gives a better description of the interaction energy, producing
a curve lying between the two quantum mechanical curves. The
shortening of the equilibrium distance is expected to be partially
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T T T T

Energy in mEh

20 F

s L . . . .
4.5 5 5.5 6 6.5 7
R(O-0) in a.u.

Figure 7. Electrostatic contribution to the interaction energy, compared

for different basis sets. Also, the MM calculated values are shown.

(-=+) The proton donor as the QM molecule with the cc-pVDZ basis
set. (- - -) The proton donor as the QM molecule with the aug-cc-pVTZ
basis set. ¢-) The proton acceptor as the QM molecule with the cc-
pVDZ basis set.{) The proton acceptor as the QM molecule with

the aug-cc-pVTZ basis set. (-- --) MM calculated electrostatic
interaction energy.

0 T T T T T T

At T

2+

Energy in mEh

s s L L L s L
46 4.8 5 5.2 5.4 56 58 6
R(0-0) ina.u.

Figure 8. Polarization contribution to the interaction energy, compared

-9
4.4

for different basis sets. Also the MM calculated values are shown.

(-=+) The proton donor as the QM molecule with the cc-pVDZ basis
set. (- - -) The proton donor as the QM molecule with the aug-cc-pVTZ
basis set.{ - —). The proton acceptor as the QM molecule with the
cc-pVDZ basis set~) The proton acceptor as the QM molecule with
the aug-cc-pVTZ basis set.{- -) MM calculated polarization energy.
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fore, the electrons are not prevented from entering regions where
they actually should be repelled by electrons of the solvent
molecules.

In the QM acceptor case, the electrons are allowed to be
located closer to the MM donor when diffuse functions are
included in the basis set. This results in a small lift in the
electrostatic energy which is seen in Figure 7. From Figure 8,
we note that the polarization energy is lowered because the
electrons interact stronger with the induced dipole moment at
the center of mass of the donor. The changes are of the same
size and cancel each other leaviagwmmv almost unaltered as
seen in Figure 3.

When describing the donor molecule by qguantum mechanics,
the electrostatic potential acting on the electrons is different
from the case of the QM acceptor above. When diffuse functions
are included in the basis set, the electrons are pulled toward
the protons, because no short-range repulsion effects are
included in the wave function optimization. This results in a
substantial lowering of the electrostatic energy as seen in Figure
7. Also, the polarization energy is lowered as the electrons are
drawn closer to the center of mass of the acceptor. This is seen
in Figure 8. The overalEqumm is lowered as an effect of
including diffuse functions in the basis set as seen in Figure 3.

The above discussion is supported by investigations per-
formed by studying the dependence of the dipole moment and
the electronic second-order moments. Other groups have found
this change in energy when representing the donor or acceptor
as the QM system in QM/MM modef$?60 The calculated
energy differences are smaller than what is found in this work
using the aug-cc-pVTZ basis set. Probably, this is due to the
lack of diffuse functions in the basis sets used in refs 9 and 59.
However, as shown in ref 60 and discussed in ref 61, the
permutational asymmetry in the interaction energy of the water
dimer may be corrected by including explicitly the short-range
repulsion into the wave function. However, a better representa-
tion of the MM molecules incorporating higher order multicenter
multipole contributions to the electrostatic potential and the use
of distributed polarizabilities (including anisotropies) would
probably also reduce the asymmetric character in the interaction
energy. Also, one could use partial charges not restricted to be
located at the atomic sites and chosen such as to reproduce
higher order electric moments correctly.

In conclusion, our results clearly show that caution should
be taken in the construction of QM/MM calculations, as the
QM/MM interface is not free of introducing artifacts, the size
of which depends critically on details of the calculation. Using
the cc-pVDZ basis set without diffuse functions and neglecting

because of the use of parameters found for liquid water which the MM polarizability in the CC/MM model the energy

has been shown to overestimate the dimer intera&fidhen

difference between the QM donor and QM acceptor is reduced

the donor molecule is represented by quantum mechanics, the0 about 0.1mE, which is only one-third of the difference

curve is lowered by 3.8ng, at the minimum of the energy

calculated in ref 59 using similar sized basis sets and without

curve. This corresponds to a lowering of 50% in the interaction Polarization. This only serves to illustrate that our methodology
energy compared to the QM acceptor case. The correspondinds not inherently worse than the common standard in this respect.
equilibrium distance is shortened to 4.87 au or by 13% compared Of course, using a smaller and more inaccurate basis set and

to the CCSD(CPC) distance.
In Figure 4, it is seen that thEqwmw curve of the QM

neglecting important interactions is not a solution to the problem
in general.

acceptor molecule is almost unaffected when diffuse functions V. Energetic Study of Liquid Water

are included in the basis set, whereas it strongly effects the QM Haying discussed the water dimer, we now turn our attention
donor curve. Probably, this is due to the lack of short-range to a much larger sample consisting of 128 water molecules,
repulsion from the MM system in the wave function. In the where one of them is treated using quantum mechanics and the
CC/MM model, the dispersion and the short-range repulsion other 127 water molecules represent the MM part of the system.
energies are modeled by the Lennard-Jones potential shown in A, Computational Details. All of the calculations are
Figures 5 and 6, but no short range repulsion effects enter theperformed at the experimental gas-phase geometry of the water
optimization conditions of the electronic wave function. There- monomer*
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TABLE 2: Ground State QM/MM Energy Contributions for Liquid Water Calculated Using Model D (in au)

theory basis set Eommm Evdw Ee Epol AEvmmvm Esol
HF/MM aug-cc-pvDZ —0.041697 0.009455 —0.042204 —0.008948 —0.000349 —0.034752
CCSD/MM aug-cc-pvDZ —0.040156 0.009455 —0.040969 —0.008642 —0.000288 —0.032703
HF/MM aug-cc-pvVTZ —0.043164 0.009455 —0.043287 —0.009332 —0.000435 —0.035362
CCSD/MM aug-cc-pvVTZ —0.042160 0.009455 —0.042474 —0.009141 —0.000401 —0.033776
HF/MM aug-cc-pvVQZz —0.043546 0.009455 —0.043565 —0.009436 —0.000462 —0.035497
CCSD/MM aug-cc-pvQZz —0.042798 0.009455 —0.042948 —0.009305 —0.000443 —0.034164

In this work, we define an average geometry for the water Furthermore, in the multipole expansion of the solute charge
cluster, and using this average geometry, we perform one QM/ distribution, we include moments up tg,ax = 10.

MM calculation. B. Results.Table 2 contains a comparison of the correlated
The average geometry is obtained from molecular dynamical CCSD/MM and the uncorrelated HF/MM results for the
(MD) simulations performed for a box containing 128 water interaction and solvation energies. Furthermore, we have
molecules utilizing periodic boundary conditions together with calculated and listed each contribution to the interaction energy
a spherical cutoff distance of 10.0 A and a neighbor list separately. From this table, it is observed that the largest effect

technique with automatic check of the update interval. The cutoff
distance is not used in the QM/MM calculations. The temper-

of solvation is found using a uncorrelated description. This is
also known from the corresponding continuum calculatibfis

ature and the pressure were kept constant using 298 K and 0.103nd from earlier work using the MCSCF/MM wave function

MPa as external values utilizing a scaling procedure. After
equilibration of the sample, the simulation time for each
trajectory was 20 ps. The total number of trajectories is 8000,
starting from different initial velocity distributiorf$. The
average geometry of the water sample is obtained from a
Boltzmann sampling involving the 8000 trajectories.

description of a solvated water molectleshere overestimation

of the solvation and interaction energy is interpreted to be due
to the large ionic component in the HF wave function. From
Table 2, we find that the largest deviations are found using the
smallest basis set and that the solvation energy is most sensitive
to correlation effects. This deviation is found to be at least 6%.

The parameters are taken from ref 64 and are the same as Tgpe 3 contains the results for the interaction energy of water

for the water dimer. All of the QM/MM calculations employ
the correlation consistent (aug)-cc-pVXZ & D,T,Q) basis
set8’

The solvation energy is obtained according to

Esa= [H:IQM + FIQM/MM %M/MM - mA-IQMQ'ac-’_ AEyvmm
(38)

where the subscripts QM/MM and Vac refer to the QM/MM
and vacuum optimized wave functions, respectively, and where
the termAEuwmm is defined as

1A ) _
AEyvmm = _5 (l‘I;:d - ple?d)Es(Ra) (39)
&

ind
a

As in ref 10,p," is the induced dipole moments in the case

in water. The interaction energy has been split up into three
contributions, the van der Waals paR/%v, the electrostatic
contribution, E®, and the polarization contributiofgP°. Fur-
thermore, we have, using eq 38, calculated the solvation energy
and, using eq 39, the QM induced interaction energy in the MM
system.

From Table 3, we first note that each energy contribution
(except the van der Waals term) is quite sensitive to the inclusion
of diffuse functions in the basis set. Probably this appears
because the diffuse functions tend to lower the QM electron
electron repulsion energy and that the inclusion of diffuse
functions in the basis set allow the QM electrons to be located
closer to the MM system with the possibility of lowering the
corresponding interaction energy.

When studying the hierarchy of QM/MM models (model A,
B, C, and D), we find that model A underestimates all the energy

where the QM system is absent and replaced by a classicalcontributions, compared to model D (except the van der Waals

molecule. ThusAEuwmm represents the QM induced interac-
tion energy in the MM system. When calculating the St A
,ug‘dEs(Ra), the contribution from the molecule previously

term which does not depend on electronic wave function
parameters), which results in an overall underestimation of the
solvation energy. This is clearly due to the total neglect of

described using quantum mechanics is excluded. Thus, in thisPolarization effects in the MM part of the system.

sense, this particular classical molecule may be viewed as a

spectator molecule. However, in order not to treat relaxation
effects in the water cluster directly, it is important to include

the effect of this classical molecule in the determination of the
classically induced dipole momentg.

To investigate the importance of inclusion of polarization
effects in the MM system, we perform, using the CCSD/MM
model, four series of calculations using model A, B, C, and D.
Furthermore, to show the importance of electron correlation in
the QM system, we compare, using model D, the HF/NMM
and CCSD/MM results.

Finally, to compare the QM/MM approach to other models,
we have also calculated the solvation energy of liquid water
using the dielectric continuum mod#i58In these calculations,

a water molecule is embedded in a spherical cavity with a radius
equal to 4.0 au and surrounded by the dielectric continuum
characterized by a static dielectric constant equal to 78.54 au.

In models B and C, we also find this underestimation of the
interaction energiesEowmw); that is, the wave function obtained
without the MM polarization cannot account for all polarization
effects, but the results are greatly improved compared to model
A. Thus, we find that the calculation of polarization energy using
even the quite simplified treatments improves the results
significantly.

From Table 3, we also note that the results obtained using
model B do not differ much from the corresponding results using
model C. However, including the iterative determination of the
induced dipole moments (model C) slightly lowers the polariza-
tion energy resulting in a overall lowering of the corresponding
interaction energy of about 0.5%. Thus, we find that in the
approach where the wave function is obtained without the MM
polarization the electric field due to the induced dipole moments,
and hence an iterative determination of the corresponding
induced dipole moments, may be neglected.
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TABLE 3: Ground State CCSD/MM(X) (X = A, B, C) Energy Contributions for Liquid Water (in au) and Dielectric
Continuum (DC) Solvation Energies.

model basis set EQM/MM EVdW Eel Epol AEMM/MM Esol
A cc-pvDZ —0.026777 0.009455 —0.036233 0.000000 —0.023941
B cc-pvDzZ —0.033233 0.009455 —0.036233 —0.006456 —0.000536 —0.030933
C cc-pvDz —0.033409 0.009455 —0.036233 —0.006631 0.000209 —0.030364
D cc-pvDzZ —0.035868 0.009455 —0.038092 —0.007231 0.000060 —0.030753
DC cc-pvDz —0.006985
A aug-cc-pvDZ —0.028560 0.009455 —0.038015 0.000000 —0.024414
B aug-cc-pvDZ —0.035958 0.009455 —0.038015 —0.007399 —0.000729 —0.032540
C aug-cc-pvDZ —0.036156 0.009455 —0.038015 —0.007596 —0.000023 —0.032033
D aug-cc-pvVDZ —0.040156 0.009455 —0.040969 —0.008642 —0.000288 —0.032703
DC aug-cc-pvVDz —0.007681
A aug-cc-pVTZ —0.029594 0.009455 —0.039050 0.000000 —0.024983
B aug-cc-pvTzZ —0.037312 0.009455 —0.039050 —0.007717 —0.000793 —0.033494
C aug-cc-pVTZ —0.037517 0.009455 —0.039050 —0.007923 —0.000096 —0.033002
D aug-cc-pvTzZ —0.042160 0.009455 —0.042474 —0.009141 —0.000401 —0.033776
DC aug-cc-pVTZ —0.007778
A aug-cc-pvQz —0.029935 0.009455 —0.039390 0.000000 —0.025214
B aug-cc-pvQZz —0.037741 0.009455 —0.039390 —0.007806 —0.000813 —0.033833
C aug-cc-pvQz —0.037949 0.009455 —0.039390 —0.008014 —0.000118 —0.033347
D aug-cc-pvQZz —0.042798 0.009455 —0.042948 —0.009305 —0.000443 —0.034164
DC aug-cc-pvVQZz —0.007858

The polarization energy is, in all the calculations, negative methods, and it is not unique to our CC/MM method, but the
which reflects that the polarization effects tend to stabilize the problem may become more obvious and its solution more
system. Even though the electrostatic contribution is dominating, important for accurate QM methods such as CCSD. In any case,
the polarization energy contributes as much as up to 25% of the improvement of the effective operators describing the QM/
the total interaction energy. Thus, the introduction of polarization MM link is an important subject of further research.

effects is crucial for accurate calculations. Additionally, polar-

We have derived a hierarchy of CC/MM models in which

ization effects are important when calculating molecular proper- 4,4 coupling terms are treated more elaborately going from level

ties.

From Table 3, we observe thatEywmv calculated using
model B AEyuwmm B) always is less thanEywmum calculated
using either model A, C, or D. Thus, even though the interaction
energy decreases monotonically when going from model A to
model D, the solvation energy need not to behave the same
way. Actually, using the smallest basis set, the solvation energy
calculated using model BEE) is less than the solvation
energy calculated using model D. Generally, we find ﬁﬁ%p
< ES, which is a consequence of the noniterative nature of the
B model. In models B, C, and D, we also find that the van der
Waals energy is of similar magnitude, but of opposite sign, as
the polarization energy. Thus, these two contributions tend to
cancel each other. This cancellation has also been observed i

other workst3.17.47

Finally, when comparing the solvation energy calculated using

A to D. Finally, we have shown using a test sample consisting
of 128 water molecules that both polarization and correlation
effects are important in an accurate calculation of the interaction
and solvation energies. For the calculations of polarization
energies, we found that model B and C, in which the obtained
wave function excludes the MM polarization, actually gives
quite good results when compared to model D where the MM
polarization effects are directly included in the optimization of
the wave function. However, as we will discuss in a future paper,
the introduction of the MM polarization directly into the wave
function optimization condition is important for obtaining
accurate results for many molecular response properties calcu-
Aated within the QM/MM approacl?

In this paper, we have used a static approach for the
calculation of interaction and solvation energies; that is, we have

the QM/MM and continuum model, we find that the continuum USed the final averaged MM configuration from the MD
results are underestimated about a factor of 4 compared to theSimulation to performrone QM/MM calculation. Alternatively,

results obtained using model D. A large discrepancy is expected,We could perform a QM/MM calculation for each configuration
especially for a molecule as polar as water, because of thein the MD simulation and then obtain the final results by
neglect of specific intermolecular interactions in the continuum averaging over all the QM/MM calculations. Even though the

model%8

VI. Discussion and Summary

In this paper, we have derived and implemented the combined
CC/MM wave function approach at the CCSD level of theory,

the CCSD/MM method.

The use of CC methods in QM/MM calculations is certainly

last method is quite time-consuming, it has the very important
property that the effect of the MM molecules is treated in a
dynamical way. A more pragmatic intermediate approach would
be to perform the MD simulation using the MM force field and
only sample a limited number of configurations.

The derived CC/MM method is quite general. For example,
it allows for a construction of a semi-CC/MM model, in which

an improvement in accuracy on the QM part compared to a first solvation shell is included in the QM calculation while
standard QM/MM methods. Traditionally, an improvement in the rest of the solvent molecules are treated classically. This
accuracy of the wave function model also warrants the use of approach would be more time-consuming, but it allows for an
a larger one-electron basis set for obtaining a balanced calcula-€ven better description in particular of dispersion and short-
tion with respect to accuracy and cost. However, the first test range exchange-repulsion effects compared to the CC/MM
calculation on the water dimer shows clearly that larger basis method. In future work, we will consider possibilities to include
sets may increase the magnitude of some undesired artifacts oshort-range repulsion effects in the optimization condition of

the QM/MM link. This is a general problem using simple MM

the wave function. Finally, the CC/MM model allows for the
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construction of a continuum-CC/MM model where the QM/
MM system is embedded in a dielectric continuffn’!
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