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We investigate the intermolecular-interaction effects on the longitudinal second hyperpolarizabi)ifies (

w—ax stacking dimers ofr-conjugated cation monomersghG;*. Three types of geometrical configurations

are examined to elucidate the relation between the longitudirehd thesr—x orbital interaction in the
perpendicular direction to the monomer plane. Jhealues are calculated by the finite-field (FF) approach
using several ab initio molecular orbital (MO) and density functional (DF) methods. The spatial contributions
of electrons tg are analyzed using the plots of the second hyperpolarizabilitsiénsities, which are described

by the third-order derivatives of the charge densities with respect to the applied electric fields. It is found that
the relative phase relation between interacting upper and loveebitals is closely related to the intermolecular-
interaction effects oty of a dimer. Namely, in-phase (bonding-like)}-z orbital interactions in the HOMO

and HOMO-1 levels of a dimer tend to decrease the magnituded#nsity and then reduce the contribution

to y at the interacting sites. On the basis of this result, we discuss a novel guideline of controlling third-order
nonlinear optical properties.

1. Introduction D DY(A%) D*(A%)
For the last two decades, lots of theoretical and experimental A> D(A) D™ (AY)
studies on the third-order nonlinear optical (NLO) properties,
which are described by the second hyperpolarizabilitigsfor D D°(A”) D (A%)
organicsr-conjugated systems have been perfordédrhere
have been many guidelines of designing molecules with large N D°(A") D**(A%)
y values and of controlling their features (sign and magnitiidés). . . °
It is also well-known that these properties are affected by . . .

the intermolecular interaction, which causes the difference
between the properties of isolated molecules and those of (A) (B) (©)

_clusters or bulk materials. Actually, some _guidelines of enhanc- kigure 1. Three types of molecular aggregates: mixed (A), neutral
ing y have been proposed on the basis of intermolecular charge-segregated (B), and mixed-valence segregated (C) stacks. Each

transfer (CT) effects, which lower the CT energy stdfe$? horizontal solid line indicates the monomer plane for D and/or A, which
In our previous paper;'2we have investigated the features represent donor and acceptor molecules, respectivelyzFHxeorbital
of intermolecular-interaction effects op in the stacking interactions between molecular planes exist in the stacking direction.

direction of several one-dimensional molecular aggregates, e.g.,g:r’] cfla_r'g ggdstgtel;n;:2/5Ft)gitiiggl;yht-posmvely, slight-negatively, and

(A) mixed stacks, (B) neutral segregated stacks, and (C) mixed-
valence segregated stacks (see Figure 1), which have beer&ontribute to the high-electric conductivity
originally proposed as models of high-electric conducting !
molecular crystal$>17 It was found that system A, i.e., a Mett
Hubbard insulator, is a good candidate for systems with large
y in the stacking direction because system B has no CT due to
large Coulomb interactions between neighboring monomers in
the stacking direction and system C exhibits high-electric
conductivity rather than high-electric polarization due to the
significantly reduced Coulomb interaction for G¥:2We have
also proposed a unique multifunctional system using system
C: the negatives value, which is rare in general, is expected
in the direction perpendicular to the stacking direction as well
as high-electric conductivit}? In this case, ther—x orbital
interaction in the stacking direction is known to mainly

whereas its effect
on they in the perpendicular direction to the stacking direction
has not been investigated.

Recently, Ottonelli et & have investigated the intermolecular-
interaction effects on the longitudinalandy of oligodiacety-
lene clusters in the INDO/S approximati&hThey have found
that in ther—m stacking-type neutral and charged oligodiacety-
lene (composed of 15 units) clusters, some damping pér
chain occurs with respect to that of an isolated chain. A similar
situation is predicted to occur in the segregated stacksmvith
interaction in the stacking direction. Namely, judging from their
results, ther—sr stacking effects are predicted to reduce the
magnitude of longitudinaly, which is perpendicular to the
stacking direction. To investigate the mechanism of such a
feature, we consider three typesmof s stacking dimer models

* Corresponding author. E-mail: mnaka@cheng.es.osaka-u.ac.jp. Presenfyith the same intermolecular distance but different configura-
address: Division of Chemical Engineering, Department of Materials

Engineering Science, Graduate School of Engineering Science, OsakalioNs) composed of &i;", whose longitudinal component pf
University, Toyonaka, Osaka 560-8531, Japan. is predicted to be negative in sign on the basis of our

10.1021/jp022558u CCC: $25.00 © 2003 American Chemical Society
Published on Web 04/16/2003




4158 J. Phys. Chem. A, Vol. 107, No. 20, 2003 Nakano et al.

classification rule ofy ® and is considered to partially exist in ®/\/\
the mixed-valence stacks (&The finite-field (FF) approach /\/\®

using ab initio mqlecular orbital (MO) ,mEthOd§ including several Figure 2. Symmetric resonance structure of invertible polarization
electron-correlation effects and density functional (DF) methods (srip) of GH;*.

is applied to the calculation of longitudinglof these systems.

The effects ofr—z orbital interactions are investigated by the 5re predicted to satisfy the case iii condition and have
second hyperpoalrizabilityy] density analysi§} which can investigated theiry values by ab initio MO calculations
elucidate the spatial contributions of electronsytoNamely, including high-order electron-correlation effe&t$21t has been

we focus on extracting the correlation rule among the feature ghown that those systems have a large contribution of resonances
of 7—z orbital overlaps of HOMOs of each monomer in the petween polarized structures with mutually opposite direcidns.
stacking direction and the Iongitudin;aldensity dis.tribut'ions_- This contribution leads to a reduction of the transition energy
On the basis of the structur@roperty relation obtained in this (g ) between the ground and the allowed first excited states.
study, we propose a novel guideline of controlling third-order The contribution of stable resonance structures with large dipole
NLO properties using intermolecular orbital interaction. moments also corresponds to an enhancement of the magnitude
of the transition momentufo) between the ground and the
allowed first excited states. In conclusion, a system with a large
contribution of symmetric resonance structures with invertible
polarization, which is referred to as SRIP, satisfies our criteria
for the system to have a negativeFor example, short-length
symmetric charged linear chains, e.g., charged soliton-like
s-conjugated oligomers, have large SRIP contributions and thus
are expected to have negative longitudinal componentg. of
This prediction has been confirmed by semiempirical and high-
level ab initio MO calculation$32122The symmetric small-
size cation molecule, 4El;", used in this study has a large
contribution of SRIP shown in Figure 2 and thus both the
monomer and itsc—x stacking dimers are expected to exhibit
negativey values in the longitudinal direction. As shown in
the next section, because SRIP systems generally tend to exhibit
large electron-correlation effects gnseveral electron-correla-
tion methods at the ab initio MO level as well as the DF methods
are applied to the calculations fof these systems.

2. Structure—Property Relation for Third-Order
Nonlinear Optical Systems

Before investigating the intermolecular-interaction effects on
the third-order nonlinear optical properties of dimers, we briefly
explain our structureproperty relation ofy for molecular
systems:° This relation rule is derived on the basis of the fourth-
order perturbation theory, which shows that statican be
partitioned into the three types of virtual excitation processes
(1, 1, and 1) as follows?

yl+|l+|l|

=y ol 4 1)
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4 ®) 3.1. Calculated Systems and Calculation Method$igure

3 shows the structures of monomeyHzt (M) and three types

of dimers (D-1), (D-2), and (D-3), in which the monomers lie

in two z—x planes (molecular planes) in a cofacial arrangement.
These dimers have the same distance (van der Waals radius,
3.0 A) between cofacial monomer planes and have different
overlaps between upper and lower molecules in the stacking
direction: (D-1) exhibits a complete overlap-1', 2-2', 3-3,

4-4"), whereas (D-2) and (D-3) show patrtial overlapsl(, 3-2',

4-3, 5-4' for (D-2) and3-1', 4-2', 5-3 for (D-3)). The geometry

of the monomer is optimized under tl@, symmetry using a
hybrid DF, i.e., B3LYP232 method (using the 6-31G** basis
set), which is known to well reproduce the geometry calculated
by ab initio MO methods involving electron-correlation effects.
The dimers are assumed to be built by simply assembling these
monomers because we can neglect the geometry relaxation
caused by the intermolecular interaction in this case. All
calculations are performed by using the GAUSSIAN 98 program

and

(4)

Here,un is the transition moment between the ground and the
nth excited statesymn is the transition moment between the
mth and thenth excited statesynn is the difference of dipole
moments between the ground and tite excited states, and
Eno is the transition energy given b¥{ — Eg). These equations
state that the contributions of types | and Il are positive in
sign, whereas the contribution of type Il is negative. Typical
conjugated molecular compounds with large positivage found

to be classified to either caséi|, [y"'| > |y"| (y > 0) or case

i [y' =0, y" < |y (y > 0). The compounds have large package?®

asymmetric charge distributions (which are responsible for large It is well-known that extended basis sets augmented by diffuse
unn) in case i and have centrosymmetric structures (which and polarization functions (p and d) are at least necessary for
disappear type 1) in case ii. Our classification rule predicts the reproducing qualitativer values for hydrocarbon compounds.
existence of the third case, i.e., ji'| = 0, |y""| > |y"| (y < It is also found that the basis set dependences are reduced for
0), which is interesting because the systems with negative staticthey in the longitudinal direction of larger-size systems though

y is rare in general. Such systems tend to have symmetricthe basis set effects are not negligible for relatively small-size

structures #nn = 0) and to exhibit strong virtual excitation
between the ground and the first excited stateg|(> |unml)-
This implies that the symmetric systems with large ground-
state polarizability ¢o) tend to exhibit negativer. We have

systemg® In the present study, we focus on qualitative or
semiquantitative variations in the longitudinalor sz-conjugated
linear chain, so that the standard split-valence basis set 6-31G**
is expected to be applied to such systems. However, the effects

proposed several symmetric conjugated molecular species, whichof such augmentation (diffuse p and d functions) on the weak
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Figure 3. Structure of monomer @i;+) (M) optimized by the B3LYP
method with the 6-31G** basis set and three types of configurations
of dimers, (D-1), (D-2), and (D-3). The monomers in dimers are put

on thez—x planes and the intermolecular distances between the cofacial

planes are fixed to be 3.0 A. The numbér<, 3, 4, and5 (1', 2, 3,
4', and5') show the positions of carbon atom sites for an upper (lower)
monomer.

TABLE 1: y.,,,Values Per Monomer (au) of the GH7"
Monomer and Its Dimer (D-1) (Figure 3) Calculated by the
MP2 Level Using 6-31G** and 6-31G**+pd

MP2/6-31G** MP2/6-31G**pd

—11270 —9689
—5360 —4531

monomer
dimer (D-1)
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total energy calculated by the CCSD method satisfactorily. Here
the symbols S, D, and T denote the inclusion of the correlation
effects caused by the single, double, and triple excitations,
respectively. The CC and QCI methods can include these
correlation effects to the infinite order.

We confine our attention to the longitudina) components
of y (yzzz) for these models. In the FF approach, the,value
is calculated by the fourth-order numerical differentiation of
the total energyE with respect to the applied field by

{E(3F?) — 12E(2F?) + 39E(F?) — 56E(0) +
39E(—F?) — 12E(—2F%) + E(—3F)}{36(F)%} (5)

yZZZZ

Here, E(F?) indicates the total energy in the presence of the
field F applied in thez direction. To avoid numerical errors,
we use several minimum field strengths. After numerical
differentiations using these fields, we adopt a numerically stable
Yzzzz Which is found to be obtained by using fields 0.6@L002
au for these systems.

3.2. Seond Hyperpolarizability Density Analysis. We
explain the static second hyperpolarizability ensity analysis
in the FF approach. The charge density funcignF) can be
expanded in powers of the field ag’-3°

p(rF) = ‘°><r>+zp“’(r)FJ+ Zp‘”(r)F’Fk
—;p,k?(r)F’FkF' - (6)

From this equation and the following expansion formula of the
dipole moment in powers of the field:

intermolecular interaction have not been investigated. We the staticy can be expressed By

therefore examine the basis set dependency of longitugtinal
for monomer GH;" and its dimer (D-1) (Figure 3) using

extended basis sets augmented by the diffuse and polarization

(p and d) functions (referred to as 6-31G*pd ({pq = 0.0523))
at the MP2 level (see section 4.1 for its validity concerning the
inclusion of the electron-correlation effectspn The exponents

of these functions are determined from the outermost two
exponents of 6-31G** by the even-tempered method. The results

(longitudinaly/monomer) at the MP2 level are given in Table
1. Both the results of monomer and dimer using 6-31.G54
are shown to be in good agreement with those by 6-31G**
respectively though the magnitudes of by 6-31G**+pd
slightly (14—15%) reduced as compared to those by 6-31G**.
Therefore, the 6-31G** basis set is predicted to be sufficient
for our semiquantitative study on ttyefor the present systems.
In contrast, electron-correlation effects gnfor charged
molecules are known to be remarkablé;?1so that we apply
several ab initio MO methods: the HartreBock (HF), the
Mgller—Plesset perturbation (MP2 and MP4), the quadratic
configuration interaction (QCISD) and the coupled-cluster
(CCSD and CCSD(T)) methods as well as the hybrid DF
(BLYP,2427B3LYP, and BHandHLYP?) methods, which can
well reproduce the values of a small-size neutratconjugated
molecule>2°The HF, MP2, QCISD, and BHandHLYP methods
are applied to the construction gfdensity plots. It is noted

WF)=—[ror R d=uy+ So,F + B, FF+
f 0 ]z ) ]Z ik
;y”k,F’FkF'+ e
]
Vi = 3|fr' fﬁ)(r) dr® (8)
where
pjr) = ——t— ©)

aFJaFkaF' F=0

This third-order derivative of the electron density with respect
to the applied electric fields is referred to as theensity. In

this study, we focus on the density p(r)), which is
calculated at each spatial point in the discretized space by using
the following third-order numerical differentiation formula.

p4r) = { p(r 2F") — p(r,—2F") — 2(o(r F) —

p(r,—F))}2(F)* (10)

wherep(r,F? represents the charge density at a spatial point
in the presence of the fielé% The charge densities (at the HF,
MP2, QCISD, and BHandHLYP levels) over a three-dimen-
sional grid of points are evaluated by GAUSSIAN 98 program
package.

To explain the analysis procedure by using thdensities
(02)4r)), let us consider a pair of localizegf}r) shown in

that the QCISD method is known to be able to reproduce the Figure 4. The arrow from a positive (white circle) to a negative
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Figure 4. Schematic diagram of the second hyperpolarizabiljity (
densities 4%Yr)). White and black circles represent positive and
negative values opg)z(r), respectively. The circle size represents the
magnitude ofp(r), and the arrow shows the sign pf)r) deter-
mined by the relative spatial configuration between the n@ﬁ(r)
values.
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Figure 5. Variations of they,,,,values of monomer (M) (Figure 2)
for various ab initio MO (HF, MP2, MP4, QCISD, CCSD, and CCSD-
(T)) and DF (BLYP, B3LYP, and BHandHLYP) methods using the
6-31G** basis set.

(black circle)p(fzz(r) shows the sign of the contribution deter-

mined by the relative spatial configuration between the two
pfz)z(r). Namely, the sign of the contribution becomes positive
when the direction of the arrow coincides with the positive
direction of the coordinate system. The contribution determined
by the pd(r) of the two points is more significant, when their
distance is larger. Of course, the magnitude of contribution to

y is in proportion to the magnitude @f(r).

4. Results and Discussion

4.1.yz:,7Values andy,,,,Densities of a Monomer (GH71).

Figure 5 shows the electron-correlation effects on the longitu-
dinal y (yzzz) of a monomer (gH;"). It is found that all the
calculatedy,,;,values are negative in sign, the feature of which
is in agreement with our prediction based on the classification
rule using the SRIP. The electron-correlation effect at the MP2
level is shown to significantly enhance the magnitude gf,
(lyzzz4) at the HF level £2965 au), which is about 4 times
enhanced at the MP2 level-(11270 au). The electron-
correlation effects at the MP4-(12330 au), CCSD-{12220
au), QCISD 12190 au), and CCSD(T)H13300 au) levels
are found to slightly increase the,.,4 at the MP2 level. These
results imply that a dominant electron-correlation effecygn,
comes from S and D contributions at the MP2 level for the

Nakano et al.

(a) HF (b) MP2 Yo =-11270 a.u.

Yoo = -2965 au.

(c) QCISD (d) BHandHLYP L. ==3229 au.

Figure 6. Contour plots ofy,.;, densities 45r)'s) on the plane
located at 1 au above the molecular plarex plane in Figure 3) and
yzzzvalues for various calculation methods. Contours are drawn from
—100 to+100 au. Lighter areas represent the spatial regions with larger

o) values.

order polarizations of molecules with charged defects, which
give significantly nonuniform charge distributions, are hard to
describe by the present usual and hybrid DF methods.

We next investigate the,,,,density p(r)) plots for the
HF, MP2, QCISD, and BHandHLYP results (Figure 6) to clarify
the difference in spatial contributions afelectrons toy,;;,
among these calculated results. Tdjir) values are drawn at
the plane located at 1 au above the molecular plan& plane)
to examine the contribution of-electrons. All the methods
provide the same qualitative feature of contribution, e.g., phase
of p&(r), in which both end regionsl{2 and4-5) give large
negative contributions in contrast to the internal small regions
(2-3-4) with small positive contributions. This feature leads to
the total negative,,,, The feature ofpfr) at the MP2 and
QCISD levels are shown to be in good agreement with each
other and their both-end contributions are more extended than
those at the HF and BHandHLYP levels, which are also similar
to each other. This difference in the featurepjr) between
the HF (BHandHLYP) and MP2 (QCISD) methods supports
the difference between thejt,,,values shown in Figure 5. As
a result, the semiquantitative features;qf,,and p(r) for
CsH;" are found to be well described at the MP2 level. We
therefore use the MP2 method to calculate hg,values and
p(r) distributions for dimers because the intermolecular
interaction with van der Waals radius is relatively weak. It is
noted that this does not imply the applicability of MP2 to the
y for any charged molecules because higher-order electron-
correlation methods beyond the MP2 level are shown to be
necessary for obtaining converggdsalues for some charged
radical system#?

4.2.y.22:Values andy,,z;Densities of Dimers.It is found
that they,;,;,values at the MP2 level of dimers, (D-1), (D-2),
and (D-3), are-10 720,—13 590, and-16 510 au, respectively.
As compared with the,,,,values (-11270 (monomer) x 2=
—22540 au) of a dimer without intermolecular interaction, the
intermolecular interaction is predicted to significantly reduce
the magnitude of,;,,value per monomer. This feature is similar
to the results of the longitudina of oligodiacetylene clusters
obtained by Ottonelli et &8 Further, the magnitude of reduction
of yzzz;per monomer is shown to be more significant when the
number of overlapped sites between the upper and lower

present molecule. It is, however, shown that the DF methods monomers increases.

cannot reproduce the sufficient magnitudeygf,,at the MP2
level (—1628 au at the BLYP;-2396 au at the B3LYP, and
—3229 au at the BHandHLYP). This suggests that the high-

To better elucidate the structurproperty relation of such a

change iny,.,;value, they,,;;density p(r)) plots of these
systems are examined. Figure 7 shows the isosurfaces of
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Figure 8. Isosurfaces (red mesh for 0.04 au and blue meshk-th04

au) of the HOMO and HOMG1 orbitals for dimers (D-1}(D-3) as

well as those of the HOMO orbital for monomer (M). The energies of
the HOMO and HOMG-1 levels are also shown. The dotted lines show
the bonding-like (in-phasej— orbital interactions between upper and
Figure 7. Isosufaces (red mesh for 100 au and blue mesh-fth0 lower monomers.

au) of y,,, densities £2(r)'s) of monomer (M) and dimers (D-1)

(D-3). The regions circled by dotted lines indicate the significant As shown in section 2, all the virtual excitation processes
reduction regions ofpJ(r)| as compared to those of monomer (M).  contributing toy start from and return back to the ground state.
Pg)z(f) for (D-1), (D-2), and (D-3) as well as those for the In the present case, such virtual excitations are predicted to be

: : rimarily described by the longitudinal virtual transfer of
monomer (M). The isosurfaces pfz)z(r) with +100 and—100 P ; . ", .
au are drawn in red and blue three-dimensional meshes,”'eh:"c'[rorls in the HOMO of a dimer. In addition, some in-

respectively. For the completely overlapped dimer (D-1) phase (bonding-like) overlaps betweerrbitals of upper an_d
anificant reducti f itud 13) f d " lower monomers are expected at the overlapped sites in the
significant reductions of magnitudes o u(f) or upper an stacking direction. We speculate that the longitudinal virtual
lower monomers are observed on all sites, whereas for the

i . ) . transfer ofs-electrons is reduced by somewhat locking the
partially overlapped dimers (D-2) and (D-3), partial reductions s-electrons at sites with bonding-like overlaps between upper

of p{7)r) are observed. Although the number of reduction sites ang jower-orbitals. Further, the position of orbitabrbital

of p{fr) for these dimers corresponds to the magnitudes of jnteraction will be important for systems with largeconjuga-
reduction of|yz;;4, it is noted that such reduction regions do tjon because the segmentation of a longonjugation pathway
not necessary coincide with the overlapped sites. For example,into smaller ones by such orbital interactions is predicted to

for (D-2), 2-1', 3-2', 4-3', and5-4' are overlapped, whereas the cause a reduction of the magnitudejof
reductions Ofpg)_z(f) are observed at site5 for an upper 4.3. Orbital-Interaction Effects on the Longitudinal y of
monomer and site&'-2" for a lower monomer. In particular,  pimers. To confirm our speculation, we investigate the HOMO
for (D-3), the primary reductions gfr) appear only at sites  and HOMO-1 of these dimers as well as the HOMO of a
4 and2' though sites3-1', 4-2', and5-3' are overlapped. monomer at the HF level (see Figure 8). Although the magnitude
To interpret the above reduction featurepﬁ’z(r), we make of yzzzzvalue of a monomer at the HF level is smaller than that
a hypothesis based on the virtual excitation process (explainedat the MP2 level (see Figure 5), the qualitative features
in section 2) and the-orbital overlaps in the stacking direction.  concerning orbital relative phases and relative stability of the
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HOMO and HOMG-1 of dimers are sufficient for our discus- (A —_— P

sion. As easily expected from the two kinds of combination of o~~~
HOMOs of monomers (Figure 8 (M)), the dimers have the two 4 P2 Target molecule T
near-degenerate HOMO and HOMQ, which become com-

pletely degenerate in the case of nonintermolecular interaction.

The bonding- and antibonding-like interactions between the ®)

upper and lower monomers slightly split the degenerate HOMOs rald = P2
of noninteracting dimers, and the combination of HOMOs of i i i
monomers in the HOMO and HOMEL of dimers can be Target molecule T

predicted by considering neighboring bonding- and antibonding- Figure 9. Model systems (A and B) of controlling longitudinalof

like interactions between monomers. As is well-known, the & target molecule T by intermolecular orbital interaction. P1 and P2
contribution of HOMOg&)—LUMO(r*) transition energy is a indicate perturbation molecules with bonding-like interaction and the
good approximation to the first excitation energy involved in arrows indicate the positions of such interactions.

the virtual excitation processes of The enhancement of this ) )

transition energy contributes to the reduction of the magnitude "ot locked in the HOMO. For (D-3), the HOMO is not shown
of each type of contribution tg (see egs 24). In the present to contribute to the significant locking of-electrons because
case, therefore, the stabilization of the HOMO of a monomer the neighboringz-orbitals are mutually antibonding. In contrast,
due to the bonding-like interaction between upper and lower the bonding-like interaction between sitésand 2' in the
monomers is expected to increase the correspongding* HOMO-—1 of (D-3) is predicted to lock the-electrons at sites

energy gap and then to reduce the contribution-gflectrons, ~ 4 @nd2'. Itis noted that ther-electrons at site8, 1', 5, and3
which participate in the bonding-like interaction, to longitudinal Of (D_'3) are not Io_cked beca'u_se of the disappearanaeasbital
y. Namely, the in-phase (bonding-like) overlap ofrbitals distributions at site8 and 3' in the HOMO and HOMG-1.

! . it ;
between upper and lower monomers tends to reduce the!iS feature leads to the reduction p5%)(r) only at sites

feasibility of longitudinal virtual transfer ofr-electrons con- and2’ of (D':_s)' . . 3) .
tributing to the bonding-like interaction. Such bonding-like In conclu_S|on, the rgducnon_re_glon ptg (r) for a dimer
interaction is also expected to reduce the magnitude of transition ©&" be predlct.ed b_y using .the Q'St”butmé .(r) of a monomer
moment in the longitudinal direction of each monomer because and the bondlng-llker-orplta[ mtergcnon; in the HOMO. anpl
the spatial distribution of the HOMO of monomer is somewhat HOMO_l. of a dimer, which is easily estimated by considering
pinned on the bonding-like interaction sites. As a result, we the combination of HOMOs of monomers. Such a structure

can generally say that the bonding-like interaction in the stacking E;%pséti):gﬁggg ,:Jos'r:grg'eef;?gss o;tg:r?lstaktl)r:tl?rﬁtcég?;ﬁ?ners
direction at a site tends to lock theelectrons at the interacting 9 Y '

site. Further, if such bonding-like interactions slightly interrupted composed (.)f the same monomers, and will be_ useful for a
. ) - . control of third-order NLO properties. Let us consider a model
a sz-conjugation pathway, the virtual transfer through this

- system composed of a large one-dimensionatonjugated
pathway would be somewhat suppressed. As shown in I:Iguremolecule (target system) T and small-size molecules (chemical
8, HOMO and HOMGO-1 energies for these dimers are lower

o perturabtion) P1 and P2, which are used for locking the
than the HOMO energy of a monomer, indicating that there . . .
exists some bonding?I)i/ke interactions. in_ the I—?OMO and mr-orbitals of the HOMO of T (see Figure 9). It is assumed that

HOMO-—1 of these dimers. We next elucidate the details of the longitudinaly of T is much larger than that of P1(P2), so

. Lo T . ; that they of total system could be well approximated to be
relations among bonding-like interactions in the HOMO and . ; . -
HOMO—1 and the locking ofr-electrons contributing to the that of T if the intermolecular interaction between T and P1

L . . - (P2) were negligible. In this model, the bonding-like interaction
longitudinal virtual transfer in each dimer model. between P1(P2) and T may slightly destabilize the HOMO of
For (D-1), the primary bonding (in-phase) and antibonding T in contrast to the @4;* dimer case studied because the
(out-of-phase) interactions are observed between all overlappedoverlapped sites are restricted to small regions and such
sites of the HOMG-1 and HOMO, respectively, because of jnteractions tend to attenuate the longitudinal bonding interaction
the completely overlapped structure between upper and lowerin T, However, the longitudinal transition moments of T, which
monomers. Only slight lockings of-electrons are expected in  represent the feasibility of virtual charge transfer along the linear
the HOMO of (D-1) due to their primary antibonding-like chain direction, are predicted to be reduced corresponding to
interaction at each site between upper and lower monomers,the degree of interruption oft-conjugation caused by the
whereas the significant lockings efelectrons in the HOMG 1 bonding-like interaction between P1(P2) and T. Such intercep-
are predicted to contribute to the reduction of longitudipal  tion effects will be more remarkable jnthan ino because the
This interaction feature in the HOM@L supports the reduction  virtual charge transfer over a more extended region is essential
of pz#3(r) at all sites for (D-1). In the HOMO of (D-2),  for describingy. We consider the longitudinal totgl for two
somewhat bonding-like interactions are expected betweencases: (A) both P1 and P2 are located in the middle of T,
neighboring sited and2', whereas others are mainly antibond- whereas (B) P1 and P2 are located respectively at both-end
ing-like interactions. It is also noted that2' and4-3' interac- regions of T. We here assume a bonding-like interaction between
tions vanish due to the disappearance of orbital distribution at P1(P2) and T. As predicted from the present results, these
sites3 and3'. Therefore, orbital interactions in the HOMO of  bonding-like interactions tend to suppress the longitudinal virtual

(D-2) cause the locking af-electrons at sited and2' but no charge transfer af-electrons of T. In case (A), the longitudinal
locking at sitesl-2 and4'-5'. The near-degenerate HOMQ y for T is predicted to be reduced becausesheonjugation is
shows significant bonding-like interactions between sk partially interrupted at the middle point of the chain, whereas

and1'(4'). Judging from the orbital interactions in the HOMO in case (B) the longitudingt will not be so reduced or has a
and HOMO-1 of (D-2), the primary lockings ofr-electrons possibility of being enhanced instead. This can be understood
are expected at sites5 and1'-2' because ther-electrons at as follows. In case (B), the-conjugation length is only slightly
1-2 and4'-5', which are partially locked in the HOM©L1, are decreased due to the both-end locking, and somewhat virtual
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charge transfer is also expected between P1 and P2 via thdlistributions among these dimer models. The orbital-interaction
m-conjugation bridge of T because such weak bonding-like effects ony obtained in this study are useful for the interpreta-
interaction in the stacking direction is not predicted to com- tion of the intermolecular-interaction effects gnvalues of
pletely lock the electrons at the interacting sites. It is noted that cluster and bulk systems. On the other hand, on the basis of
the P1 and P2 almost overlap with each other in the same regionsuch orbital-interaction effects op, we speculated a novel
in case (B), whereas those are located with large distance incontrol scheme oj values of molecular-based nanostructured
the end region of the chain. Namely, the relative positions of systems by intermolecular orbital interactions between the target
perturbation molecules, which have bonding orbital interactions and other small-size molecules. The validity of such a control
with the target molecule, are predicted to be important for scheme based on the orbital interaction between HOMOs wiill
controlling they value of the total system. It is further speculated be investigated using severatconjugated model systems,
that we may even control the sign of total by getting including different-charged monomer pairs, at the next stage.
perturbation molecules to approach and to suppress the virtual
charge transfer of electrons in the regions with positive or
negative contributions (which can be specified by treensity Aid for Scientific Research (No. 14340184) from the Japan
analysis) of target molecule. Society for the Promotion of Science (JSPS) and a Grant from
It is worthwhile that we here speculate the effects of relative the Ogasawara Foundation for the Promotion and Science &
charges for monomers on thefor dimers. The present study  Engineering.
suggests for dimers composed of cation monomers that the
bonding-like orbital interaction between upper and lower Raterences and Notes
monomers tend to attenuate the virtual charge transfer in the
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longitudinal direction and then decrease the longitudjnaff
the monomer. What would happen in the case of dimer

composed of neutral monomers? On the basis of the present
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the decrease in the longitudingl similar tendency is expected

to be observed because such bonding-like interactions also exis@

in dimer composed of neutral monomers. As an example, we
calculate the longitudingt for the dimer (singlet state) ((D-1)
type shown in Figure 3) composed of neutraHg (doublet

state). Because at such a large distance (3.0 A) the singlet UHFID
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