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With 25 organic molecules that represent popular functional groups, we tested the transferability of force
field parameters using both parametrized force fields CHARMM, CFF, and MMFF and generic force fields
DREIDING and UNIVERSAL. We found that, if transferred parameters are used in a parametrized force
field, the calculation quality is no longer superior to that of a generic force field. To achieve high quality in
predictions, new parameters should be created from ab initio data whenever necessary. We investigated this
approach and found that a custom-built force field can be made to reproduce ab initio results if parameters
are derived specifically for the molecules of interest. The parametrization procedure was applied to a group
of classic antibacterial drug molecules, the sulfonamides.

I. Introduction

Force field applications have been extensively based on
transferability of force field parameters, which assumes the
parameters derived from a training set of model molecules can
be applied to molecules with similar chemical structures.1-3

Although this assumption is generally valid based on observa-
tions that many molecular properties are approximately transfer-
able among similar molecular environments, how the force field
parameters are transferred and what the consequences of the
transfer should be expected to need clarification.

Generally speaking, there are two types of parameter transfers.
One is internal, in which the force field parameters are
transferred within a molecule. For example, parameters derived
from monomers or residues can be used for macromolecules.4-6

This type of transfer is valid in most cases. The other is external,
where parameters derived from one molecule are used for similar
but different molecules. For example, parameters derived for
alkanes might be used for halogen-substituted alkanes. The
external transfer could introduce considerable errors simply
because some of the molecular properties (e.g., structural
parameters) may not be strictly transferable when some of the
atoms are substituted.

The problems are largely due to the use of atom types
underlying force field methods. An atom type is an alphanu-
merical string that represents a “class” of atoms in a certain
environment.1-6 Each element may be classified into several
atom types in a force field, depending on its chemical environ-
ment. Force field parameters for a system are identified
completely based on its atom types. Correct usage of atom types
is thus a key factor in the success of force field methods.
However, an atom type is usually defined by looking at atomic
attributes including element symbol, connectivity, hybridization,

etc., and sometimes the attributes of the nearest neighbor atoms.
Consequently, they are generally defined for the very small,
local environment presented in a training set for parametrization.
When they are applied to molecules outside of that training set,
atoms in environments differing in ways not accounted for by
the training set could be assigned the same atom type, which
then leads to the use of the same force field parameters and,
subsequently, errors in calculation. The force field thus could
not be reliably applied to molecules outside of its training set,
which by definition breaks its transferability.

Unfortunately, how force field parameters are transferred
depends on software implementation. Usually, parameters are
transferred externally with few or no checks on the validity by
software packages that are popularly used today. The users must
often use their own judgment to decide whether the calculated
force field parameters are valid and usually only after the
simulations are done. We believe this causes the majority of
serious errors and uncertainties in force field applications, which
hinders the broad use of force field technology in drug
discoveries and material designs. To our best knowledge, no
published work to date specifically addresses this issue. Almost
all published force field work focuses on molecules that are
either used as training sets or very closely resemble the training
set. This motivated us to carry out this study. We tested the
transferability by applying several common force fields to
molecules that were unlikely to have been used as the training
sets in these force field developments. The first question we
attempted to address is how large would the errors be quanti-
tatively when parameters are transferred?

It became clear, as will be discussed in this paper, significant
errors could be obtained when parameters are transferred
externally. Because the variation of chemistry is so large that it
is unlikely a single force field could be made to meet every
need, custom-built force fields would be necessary whenever
the required parameters are missing. The second objective of* To whom correspondence should be addressed.
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this study is to seek a solution when parameters of interest are
found to be nontransferable.

Methods of deriving force field parameters from ab initio
data were established in the late 80s. Among the many
publications in this field, Hagler et al.7-9 have a series of papers
on CFF force field development. Halgren10 applied this tech-
nique to make the MMFF force field. Dasgupta et al.11 published
their work using a similar approach. However, to construct a
force field from ab initio data is not a trivial task. The challenge
arises from several factors associated with the least-squares
fitting process: ambiguous combinations of parameters defined
by redundant internal coordinates, employment of inadequate
functional forms to represent the energy surfaces, and incomplete
sampling of data points on the surfaces. Generally speaking,
the fit is both over-determined (more data points than variable
parameters) and under-determined (ambiguous combination of
correlated parameters), and the ambiguities are often unknown
prior to the fit process. Simply applying the least-squares fit
usually does not work. Expert developers often apply various
empirical controls to guide the fit, which makes the procedure
very tedious and, in most cases, very difficult for a novice
developer.

A new software product,Direct Force Field, has been
developed recently.12 Unlike the previous approach, this product
is implemented with procedures that an expert developer would
use to manually fit a force field. This tool could be used to
generate force field parameters rapidly from ab initio data. In
this work, we utilized this tool to generate new force field
parameters for a set of testing molecules to check if a rapid
development of force field parameters is feasible.

Finally, to investigate how the new software and techniques
can be utilized in real life applications, we parametrized a group
of antibacterial drug molecules: sulfonamides. The sulfonamide
family is important because it represents the first real success
in treating bacterial infections with relatively safe, nontoxic
chemical compounds. Discovered in the 1930s, these drugs are
still in use and widely referenced in textbooks in explaining
concepts of competitive enzyme inhibition and antimetabolites,13

which are used to guide the discovery of new drug molecules.14

There have been several previous force field publications
regarding this system.15,16However, published parametrization
work is limited to small fragments of sulfonamides, which do
not provide enough parameters for real drug molecules. A high
quality force field designed for this family of molecules would
be a valuable contribution to continued research in this field.

II. Methods

2.1. Ab Initio Calculations. In this project, ab initio
calculations were used for generating reference data when
experimental data was not available for comparison, and for
generating data from which force field parameters were derived.
All ab initio calculations were conducted using the software
packageGaussian 98.17 The following combinations of methods
and basis functions were used for different purposes: Hartree-
Fock method18 with the 6-31G(d) basis set,19 Møller-Plesset
second-order perturbation method (MP2)20 with the 6-311G-
(d,p) basis sets,21 and Becke’s three parameter hybrid functional
using the LYP correlation functional (B3LYP) method22 with
the 6-311G(d,p) basis set.

Full geometry optimizations using analytical gradients were
performed to characterize minimum-energy structures. The
optimized structures were verified using the normal-mode
analysis. Total energies, analytical gradients, and Hessian

matrixes (first and second derivatives of the total energies) were
calculated in order to prepare data for parametrization. In
addition to structures with minimized energies, distorted struc-
tures in which the dihedral angle of interest was fixed at selected
values to sample conformational spaces were also calculated.
Atomic partial charges were calculated from wave functions
using Mulliken population analysis and by fitting to electrostatic
potentials using the Merz-Singh-Kollman scheme.23,24

2.2. Molecular Mechanics and Dynamics.Molecular me-
chanics energy minimization and dynamics simulations were
carried out using built-in force fields from software packages
Cerius2 25 and MOE.26 In testing force field transferability,
calculations were conducted with atom types assigned using
default procedures provided in the software packages.

Molecular dynamics (MD) simulations were carried out using
the software packageDiscoVery.27 For crystals, a super cell
consisting of several unit cells with explicit minimum image
convention was used. The cell edges ranged from 20 to 30 Å
in length and contained 1400-3600 atoms. The Ewald sum-
mation method28 was used for both van der Waals (VDW) and
electrostatic terms. Constant pressure and temperature (NPT)
simulations were carried out using a modified velocity Verlet
integrator29 with Andersen temperature and pressure control
method30 for validation calculations. Conditions used in all MD
simulations were the time step of 1.0 fs, the temperature of 298
K, and the pressure of 0.100 MPa. The equilibration took about
18 ps, which is usually adequate for crystals. The average
periods were 2 ps for the NPT simulations.

2.3. Force Field Parametrization.Force field parametriza-
tions were conducted using the software package,Direct Force
Field,12 which derives force field parameters from ab initio data
by minimizing the chi-square quantity (least-squares methods):

The input datayi includes atomic charges, energies, and the first
and second derivatives of the energies. The parametersak are
force field parameters to be adjusted, which are usually classified
into valence, charge and VDW parameters. The “weighting
factors” σi normalize the quantities. Normally, the number of
data points (N) is much greater than the number of variables
(M).

The functional formsy(xi;a1,a2,‚‚‚,aM) we used in this work
include a set of CHARMM type of functions:4

with arithmetic combination rules for the VDW parameters:
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and simplified CFF type forms:7-9

with 6-order combination rules:8

Internal coordinates used are bond lengths (b), bond angles (θ),
Urey-Bradley 1-3 distance (S), torsion dihedral angles (φ),
and out-of-plane angles or improper dihedral angles (ø). The
cross-coupling terms used in CFF type force fields are known
as being important for predicting vibration frequencies and
structural variations associated with conformational changes.
The nonbond interactions, which include the VDW terms and
electrostatic interaction terms, are used for interactions between
pairs of atoms that are separated by two or more intervening
atoms or those that belong to different molecules. The electro-
static interactions are represented using atomic partial charges.

Although VDW parameters could be derived from ab initio
data, it is accepted that a reliable and accurate way to derive
those parameters is to use condensed phase simulations.6,29

Therefore, we initially fixed VDW parameters by default values
taken from literature and fitted only valence and charge
parameters. After valence and charge parameters were opti-
mized, VDW parameters were subject to optimization using MD
simulations of condensed phases. The optimization procedure
was repeated until a consistent fit was obtained for both gaseous
and condensed phases.6

Theø2 in eq 1 only measures how closely data fits but does
not provide complete information on the performance of result
parameters. A more sensible test of resulting parameters is to
use these parameters to calculate certain molecular properties.
These calculated properties can then be compared to experi-
mental data and/or properties calculated using higher-level ab
initio methods. The properties we calculated for validation
purposes are usually molecular structures, conformational ener-
gies and structures, vibrational frequencies, and condensed phase
properties such as density and cohesive energies.

III. Results and Discussion

3.1. Testing Transferability. A total of 25 organic molecules
representing popular functional groups as illustrated in Figure
1 were used for testing parameter transferability. These com-
pounds can be grouped into seven categories. Compounds 1-4
are hydrocarbons; 5-7 are benzene derivatives; 8-11 are
carbonyl compounds; 12-17 are aromatic heterocyclic com-

pounds; 18-20 are nonaromatic heterocyclics; the sulfon
compounds 21-22 are included for the purpose of the param-
etrization work presented in this paper; and finally, compounds
23-25 are common ionic organic functional groups.

The testing molecules were selected based on the following
criteria: (1) They represent popular functional groups, yet they
are not basic compounds that are likely to have been used in
training sets for parametrizations. In other words, some of the
parameters for these molecules must be transferred. (2) High
quality gas-phase experimental data are available for most of
these compounds (molecules 1-20)31 so that accurate compari-
sons can be made. In the cases where gas-phase experimental
data is not available (for molecules 21-25), we supplemented
the data using MP2/6-311G(d,p) data. In this paper, we refer to
all baseline data as “reference data.”

Five popular force fields were selected for testing: CHARMM,5

CFF91,8 MMFF(94),10 DREIDING(2.21),32 and UNIVERSAL
(1.02).33 The former three are parametrized; the latter two are
generic. It should be emphasized that the purpose of this work
is not to validate any of these force fields. Rather, we selected
these force fields because they are generally available and
represent differing coverage of molecules. CHARMM is mostly
parametrized for amino acids and nucleic acids, CFF91 is well
suited to common organics and proteins, and MMFF force field
is perhaps the most extensively parametrized force field for
organic molecules among the three parametrized force fields
selected. DREIDING is a generic force field that is made
empirically, rather than being specifically parametrized. Finally,
UNIVERSAL represents a completely different approach;
parameters are made based on a set of rules from atomic
properties. It is very generic, covers any molecule consisting
of any atoms from the periodic table.

We optimized the structures of test molecules using the
selected force fields and compared calculated bond lengths and
angles against the reference data. The comparisons are plotted
in Figure 2, parts a and b, in which the reference data occupies
the x coordinate and the calculated results are plotted on they
coordinates. A point falling on the diagonal line indicates a
perfect match between the calculated and reference data.
Different shapes of the dots represent results obtained using
different force fields. As shown in these figures, although there
is a clear correlation between calculated and reference data, the
dots are widely scattered on both sides of the diagonal line.

A summary of percentage errors in bond lengths and angles
calculated using different force fields are given in Table 1. Note
that significant errors are found across the table for both bond
lengths and angles using any of the force fields. Despite some
fluctuations, which are related to the samples used in the study,
all five force fields perform similarly. The percentage errors
are as large as 18% in bond lengths and close to 13% in bond
angles. More importantly, the parametrized force fields
(CHARMM, CFF, and MMFF) are not significantly better than
the generic force fields (UFF and DREIDING) based on the
data calculated for the testing molecules.

Maximum percentage errors in both bond lengths and angles
obtained for each of the molecules using different force fields
are given in Table 2. Symmetries (point group symbol) in
equilibrium structure for each of the molecules are also given
in the table. It is of interest to point out that for some of these
molecules one or two force fields can perform a very good
prediction; the largest percentage errors can be as low as 1% in
some of these cases. However, errors are scattered randomly in
this table; there is no clear pattern, especially the three
parametrized ones (CHARMM, CFF, and MMFF) of interest,
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showing either a group of molecules that can be treated in a
similar precision by all force fields or a force field that can
handle all of these molecules significantly better than others.
That is, different force fields perform differently on the
molecules tested.

It should be emphasized that the statistical data presented in
Tables 1 and 2 do not truly represent the quality of the force
fields tested because results depend on sample selection. It is
well established that the CFF, CHARMM, and MMFF force
fields have been rigorously validated for many molecules. The
point we are addressing here is, rather, that a force field only
works for what it is designed for. Once a force field is used for
molecules that are not specifically parametrized, the quality of
prediction falls into the same level of a generic force field. It is
dangerous to assume a force field validated for other (even
similar) molecules can be used without validation and to expect
the same quality of prediction in these unvalidated molecules.
Transferability cannot be assumed.

Only bond lengths and angles are used for the above
discussions. This is because these properties are the most basic
ones, which must be validated before probing other properties
such as conformational energies, vibrational frequencies, and
condensed phase properties. We found some evidences showing
that errors in conformational energies and structures could be
even greater because some optimized structures show broken
symmetries. If conformational and vibrational properties were
included, the disagreements between the force field and refer-
ence data would be more dramatic than what we obtained for
the bond lengths and angles. Therefore, our conclusions remain
unaltered.

3.2. Rapid Parametrization from ab Initio Data. Naturally,
a solution to the problem of poor transferability is to parametrize

a new force field whenever it is necessary. If parametrization
can be done rapidly and reliably, each molecule (or molecular
fragment) can be modeled using a set of unique parameters
without transferring them externally.

Our first step is to investigate if simple force fields that can
accurately predict structural properties can be made from ab
initio data for the 25 test molecules. We simplified the
parametrization issue by using only optimized structures without
considering conformational variations and performed calcula-
tions using a modest ab initio calculation method, HF/6-31G-
(d). The focus here is to determine how accurate a force field
could be without transferring or sharing any parameters
externally, provided the intrinsic limitations (approximations of
atom types and functional forms, etc.) of the force field method.

Using the HF/6-31G(d) method, we optimized the 25 test
molecules. We then calculated the ESP atomic charges, energies,
gradients, and Hessian matrixes of the optimized structures and
used them as input data in force field parameter derivations.

The atom types are defined generically using the following
rules:

(1) The first one or two characters are the element symbol;
(2) It is followed by a character which is an integer (0-9)

indicating coordination number (i.e., how many bonds are
attached to this atom);

(3) Then a character indicates special situations that the atom
is in, for example: “c”, in a small cyclic molecule; “r”, in
resonant structure; “a”, in an aromatic ring; “p”, in a highly
polarized environment (e.g., high charge nearby); “+”, for
cations and “-” for anions.

The VDW parameters were fixed to a set of default values
during the fit. The functional forms used in this study are
CHARMM functional forms (eq 2 and 3). The weighting factors

Figure 1. Model compounds selected for testing force field transferability.
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σi in eq 1 are 0.001 for energies, 0.01 for gradients, and 0.1 for
Hessian matrixes.

Each of the 25 test molecules were fitted and validated
independently, which only took a few seconds for each job after
the ab initio data was prepared. The calculated bond lengths
and angles are compiled in Figure 3, parts a and b, for
comparison. Both HF/6-31G(d) and derived force field results
are plotted against the reference data in the charts. Clearly,
excellent correlations are obtained. Statistical analysis of these

results is presented in Table 3. Overall, data calculated using
the force fields derived from ab initio data resemble the
performance of corresponding ab initio calculations with very
similar values in maximum and standard deviations, as illustrated
in Table 3.

3.3. Sulfonamides. A simple parametrization using an
optimized structure has a limited application restricted mostly
to rigid molecules (e.g., aromatic rings). Generally speaking,
conformational spaces need to be sampled by including distorted
structures so that derived force fields can be used to predict a
broad range of molecular properties not only for optimized
structures but also for any conformational isomers.

Figure 4 illustrates the target compounds to be parametrized
and the model compounds (fragments) selected to represent the
target molecules. Two to three model compounds were used to
represent each of target molecules:

A model compound should be selected so that it contains at
least four atomic units. This is because the largest term in a
force field, the torsion term, requires four atoms in its definition.
If a functional group such as an aromatic ring is located at the
end of the fragment, it should be treated as one unit. Fragments
may be overlapped. By fitting all fragments simultaneously,
optimized parameters should compromise for any variations
found in overlapping regions of different fragments.

The size of model molecules is not as important a factor as
the number of degrees of freedom in internal rotations. If a
model compound contains too many degrees of freedom in
internal rotations, the fit can be very difficult not only because

Figure 2. Comparison of calculated and reference bond lengths (a)
and angles (b). The calculated data are obtained using different force
fields. The bond lengths are in angstrom, and the angles are in degrees.

TABLE 1: Summary of Percentage Errors in Calculated
Bond Lengths and Angles Using Different Force Fieldsa for
the Testing Molecules

bond lengths bond angles

force field max(+) max(-) STD max(+) max(-) STD

D 14.7 -12.5 4.5 9.6 -12.9 3.9
C 11.9 -11.4 3.4 6.1 -5.9 1.6
M 11.5 -5.6 2.0 12.8 -12.5 2.0
CH 16.7 -15.9 7.5 12.7 -8.7 2.2
U 18.7 -18.4 5.2 8.7 -11.3 2.6

a D, Dreiding 2.21; C, CFF91; M, MMFF94; C, CHARMM; U, UFF
1.02.

TABLE 2: Maximum Percentage Deviations of Calculated
Bond Lengths and Angles Using Different Force Fieldsa

molecule sym D C M CH U

cyclobutene C2V 8.2 2.6 1.4 10.3 5.1
methylenecyclopropane C2V 9.0 4.3 7.0 7.8 11.3
isobutylene Cs 9.0 2.5 2.4 2.2 3.5
3-methyl-1-butyne Cs 12.9 5.9 1.8 2.0 3.4
fluorobenzene C2V 5.6 4.0 1.8 1.1 2.7
aniline C2V 5.7 1.9 5.3 4.6 4.5
benzonitile C2V 10.1 3.1 1.5 1.0 1.6
carbonic_difluoride C2V 11.5 11.5 11.5 1.8 11.5
methylchloroformate Cs 10.1 5.4 3.0 7.4 5.0
formic anhydride Cs 10.4 2.9 3.2 4.5 9.9
cinylene carbonate C2V 4.9 3.0 5.6 16.7 6.6
dimethyl phosphate anion C1 14.7 10.7 3.3 15.9 17.2
carboxylate anion C2V 11.9 3.7 3.5 6.9 9.3
trimethylammonium cation C3V 0.9 0.9 0.6 2.0 2.6
1,2,5-thiadiazole C2V 9.7 10.4 3.0 4.5 9.3
1,3,4-thiadiazole C2V 5.8 4.3 1.1 9.7 3.8
s-tetrazine D2h 5.6 2.6 1.7 8.2 5.0
pyrazole Cs 5.3 1.5 1.7 8.2 5.0
pyrrole C2V 5.2 1.0 1.6 3.1 4.8
2,6-difluoropyridine C2V 6.6 5.0 2.4 3.3 5.7
pyrrolidine Cs 2.9 5.2 1.7 3.8 4.4
morpholine Cs 3.2 2.6 3.2 3.7 3.4
succinic anhydride C2V 4.2 2.7 12.8 9.0 6.8
benzenesulfonic acid C1 11.9 11.9 3.3 5.1 18.7
benzenesulfonamide Cs 12.0 9.3 4.6 5.5 17.3

a Same as Table 1.

(1) ) (5) + (6)

(2) ) (5) + (7)

(3) ) (5) + (10) + (11)

(4) ) (5) + (8) + (9)
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too many parameters may be involved but also because the
complexity of conformational space makes it difficult to sample
correctly. The largest model molecules used in this work
probably represents the limit; each of the models 7, 8, and 10
contain three flexible rotation bonds. It should be noted that
most parametrization work published so far was based on
smaller model compounds where missing parameters are
transferred when result parameters are applied to larger mol-
ecules.

For molecules that have more than two flexible rotation bonds
(usually bonds with single-bond order), a systematic sampling
of the conformational space is not preferable because the number
of samples can be very large (Nd, where N is the number of
sampling points on each of the torsional coordinates andd is
the number of the coordinates). Additionally, many of the
conformers may have extremely high energies, which makes
the fit impractical.

Several procedures have been used to sample the potential
energy surfaces in force field developments. One of the methods

is to randomly distort a number of normal mode coordinates.7-9

This approach samples multiple internal coordinates simulta-
neously, which automatically includes couplings among terms
in different coordinates. However, it is ideal for small amplitude
distortions (e.g., bond stretches and angle distortions) not
efficient for large amplitude internal rotations. Another method
is to distort one of the internal coordinate while keeping other
coordinates frozen at their equilibrium values (we refer this as
“adiabatic sampling” in this paper). The “adiabatic sampling”
method is associated with the assumption that force field
interaction terms are additive, the total energy is a summation
of multiple energy terms; each of them is a function of a single
internal coordinate. By fixing all other coordinates, one can
probe the “intrinsic” energy profile of a particular energy term
by distorting the variable coordinate only. It is easy to
understand the difference between these two methods on a 2-D

Figure 3. Comparison of calculated and reference bond lengths (a)
and angles (b). The calculated data are obtained using the HF/6-31G-
(d) method and force field derived from the ab initio data. The bond
lengths are in angstrom, and the angles are in degrees.

TABLE 3: Comparison of Percentage Errors in Bond
Lengths and Angles Calculated for the Testing Molecules
Using HF/6-31G(d) Method and the Force Fields Derived
from the ab Initio Data

bond lengths bond angles

max(+) min(-) STD max(+) min(-) STD

HF/6-31G(d) 1.3 -4.0 0.9 2.8 -2.6 1.0
force field 1.5 -3.3 0.9 3.6 -3.8 1.3

Figure 4. Target and model molecules for parametrization of sulfona-
mides.
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energy contour map such as the well-knownφ-ψ map in
peptides. The first method samples data randomly on the map;
the second method samples along two perpendicular lines, one
is parallel toφ (while ψ is fixed) and another is parallel toψ
(while φ is fixed). In addition, one could relax other coordinates
while fixing one at given values (restrained optimization). This
corresponds to a sampling path along the valley on the 2-D
contour example. It should be noted that none of these methods
samples the surface completely. They are all approximations
to replace otherwise too expensive and possibly unnecessary
(because the energies may be too high to be useful in force
field representation) full scan of the energy surfaces.

In this work, we used the “adiabatic sampling” method which
worked reasonably well in previous work.6-9 The molecules
were distorted by rotating the dihedral angle of interest through
fixed intervals. For each distorted structure, single-point energy
and gradient calculations were performed at the B3LYP/6-311G-
(d,p) level of theory.

No gas-phase experimental data were found for sulfonamide
functional groups. Therefore, we relied on ab initio calculations
to derive and validate force field parameters. For the sake of
efficiency, we applied density functional method B3LYP with
the 6-311G(d,p) basis set to prepare data. To verify that this
method is accurate enough for parametrization purposes, we
tested it on three related molecules, aniline, thiazole, and
pyridazine, for which there exists high-quality gas-phase
experimental data31 to compare our results with. The calculated
bond lengths, angles, and dihedral angles (for aniline only) agree
well with the experimental data; the percentage deviations in
all bond lengths and angles are less than 2%. (Details are listed
in the Supporting Information.) For conformational energies,
this method appears to be accurate enough for the purpose. For
example, the calculated energy barrier of rotation about C-C
bond in ethane is ca. 2.7 kcal/mol, compared favorably with
the experimental value of 2.88 kcal/mol.34

Because ESP atomic charges obtained are correlated with
conformations, we derived charge parameters by essentially
fitting to all ESP charges calculated for the model molecules,
optimized and distorted structures, in a least-squares sense.
However, another problem emerged with these calculations. As
reported in the literature, ESP charges obtained for large or bulky
molecules tend to be overestimated. For example, the partial
charges obtained for nonpolar hydrogen were in the range of
0.15-0.18 electrons, which is significantly larger than the
accepted charge value of approximately 0.12.6 Following the
restricted ESP approach, we applied a scaling factor of 0.8 to
ESP values to derive charge parameters.

The ab initio energies, gradients and Hessian matrix elements
calculated for all model molecules and their distorted structures
were used as input data to derive valence parameters by least-
squares fit. CFF type functional forms as given in eq 4 and 5
were used in this study. Other options were identical to those
delineated in the previous section. There are total of 53 structures
used in the fit, which corresponds to 3174 gradient values and
12027 Hessian matrix elements. Note that Hessian matrixes were
calculated only for optimized structures. Fit results are illustrated
in Figure 5a-h. Energies (5a), gradients (5b), and Hessian
elements (5c) were well reproduced, with root of mean squares
(RMS) of 0.32 kcal/mol, 3.2 kcal/mol Å, and 13.8 kcal/mol Å2

respectively.
The conformational energies calculated cover a broad range

from ca. 0 to 14 kcal/mol. Excellent fit was obtained (Figure
5a) over the entire range. The agreement was obtained by
equally fitting all energies with the same weight, which indicates

the functional forms are capable to accurately represent the
energy surfaces in the calculated range.

The derived parameters were validated by applying them in
the optimization of model molecules. The calculated structural
parameters and vibrational frequencies are compared with the
ab initio B3LYP/6-311G(d,p) results in Figure 5d-h. Statistical
analyses of these comparisons are listed in Table 4. The RMS
deviations are 0.005 Å for bond lengths, 1.2° for bond angles,
4.4° for dihedral angles, 0.14 Å for nonbond distances, and 26
cm-1 for normal-mode frequencies. The results are generally
satisfactory, provided that some model molecules are fairly large
and contain three flexible internal rotation bonds. In particular,
the-SO2-NH- group is difficult to parametrize because the
nitrogen center is puckered based on ab initio calculations while
remaining extremely flexible in terms of inversion and rotation.
It is well accepted that the amino group is planar in crystals
because of a packing effect. The largest deviations (6.6 degrees
in bond angles, and 27.9 degrees in dihedral angles) are related
to the N-H bond.

By fitting to conformational energies, the resulting force field
is capable of being used in a study of conformational properties.
Figure 6 illustrates optimized rotational energy profiles calcu-
lated for sulfanilamide using the result force field and ab initio
(B3LYP/6-311G(d,p)) method. Both force field and ab initio
calculations were restrained optimization. It is of interest to note
that the force field reproduces the optimized torsion profiles
well, although the parameters were derived based on “adiabatic
sampling” as explained above.

Because of flexible rotational bonds and polarized atoms,
conformational variations of sulfonamides appear to be quite
complicated. It is of interest to note that the rotation about the
C(ar)-S bond is very flexible, with the barrier height of rotation
being only ca. 2 kcal/mol. On the other hand, a rotation about
the S-N bond is apparently influenced by the intramolecular
hydrogen bonds between the sulfonate oxygen and the amino
hydrogen (SdO‚‚‚H-N) and shows asymmetric behavior with

TABLE 4: Summary of Validation Resultsa

no. of data max(+) max(-) RMS

bond length (A) 134 0.009 -0.025 0.005
bond angle (°) 209 6.6 -4.2 1.2
dihedral angles (°) 273 7.8 -27.9 4.4
nonbond (A) 665 0.59 -0.19 0.14
frequencies (1/cm) 393 77 -106 26

a The maximum and root of mean square deviations of structural
and vibrational properties between the ab initio and force field results.

TABLE 5: Comparisons of Crystal Cell Parameters and
Densities

alpha A B C D(g/cm3)

expt 5.650 18.509 14.794 1.479
min 5.730 17.137 14.650 1.590
MD 5.935 17.751 15.175 1.431
dev(%) 5.0 -4.1 2.6 -3.2

beta A B C beta(deg) D(g/cm3)

expt 8.975 9.005 10.039 111.430 1.514
min 8.806 8.854 9.990 115.641 1.629
MD 9.047 9.096 10.263 115.641 1.502
dev(%) 0.8 1.0 2.2 3.8 -0.8

gamma A B C beta(deg) D(g/cm3)

expt 7.950 12.945 7.790 106.500 1.486
min 7.767 12.629 7.639 104.479 1.577
MD 7.929 12.892 7.798 104.479 1.482
dev(%) -0.3 -0.4 0.1 -1.9 -0.3
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respect to the dihedral angle of C-S-N-H in Figure 6b. The
barrier height of rotation is ca. 3-4 kcal/mol.

The nonbond VDW parameters were fixed to a set of default
values taken from literature when valence parameters were
derived. Following our previous work,6 these parameters were
then validated and optimized using condensed phase simulations.
Three stable crystalline forms, alpha, beta, and gamma, have
been reported for sulfanilamide in the literature.35-37 We carried
out molecular dynamics simulations using these crystal struc-
tures.

We first performed energy optimization using for each crystal
unit cell to verify that optimized molecular structures are in
good agreement with the crystalline data. The standard percent-
age errors between the force field optimized bond lengths and
the reported data for three crystalline forms are between 1 and
2.1%, whereas the maximum percentage error is less than 4.9%.
Smaller percentage errors are obtained for the bond angles.

Three different values, 59.0, 109.4, and 88.0°, are reported for
the dihedral angle C-C-S-N in the alpha, beta, and gamma
forms, respectively. Our calculated values are 61.3, 115.8, and
92.4°.

Using both energy minimization and MD simulation tech-
niques, we obtained an overall agreement of crystal cell
parameters and densities by adjusting only the VDW parameters
of the amino hydrogen from 1.02 to 1.82. Other parameters were
tested and found to be insensitive to the properties of interest.
The final results of the calculations are listed in Table 5. As
expected, there are systematic differences between minimization
and dynamics results. With MD simulations, we found that
crystal cell parameters and densities are in good agreement with
experimental data, whereas energy minimization overestimated
densities by ignoring thermal expansion.

The relative total energies of the simulated three forms of
crystal sulfanilamide are 0.0,-0.7, and+19.0 kcal/mol per

Figure 5. Comparisons of fit and validation results of force field parametrization for sulfonamides. (a) total energies (in kcal/mol), (b) gradients
(in kcal/mol Å), (c) Hessian matrix elements (in kcal/mol Å2), (d) bond lengths (in Å), (e) bond angles (in degrees), (f) torsion angles (in degrees),
(g) nonbond distances (in Å), and (h) normal model frequencies (in cm-1).
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molecule, with estimated uncertainty of ca. 0.2 kcal/mol.
Assuming the intramolecular energies are the same in these
forms, the calculated relative stability of these forms is in line
with the experimental observations.38,39

After modifying the VDW parameters, we tested valence
parameters again by repeating the fit procedure. The impact to
valence parametrization is negligible. Final parameters are listed
in the Supporting Information.

Conclusion

Although it is well-known that a force field only works for
what it is designed for,1-3 how parameters are transferred and
what the consequences of parameter transferal are discussed in
this paper. We analyzed the problems associated with transfer-
ring parameters: parameters are used for molecules that are not
parametrized. Our conclusion is that once parameters are
transferred externally the errors in results calculated using a
parametrized force field are similar to those obtained using a
generic one, which could be greater than 15% in structural
parameters. To obtain high accuracy in calculations using force
fields, especially those specifically parametrized, validation must
be applied if the intend use is outside of the parametrization
scope.

Because the chemistry diversity is so large, it is unlikely a
force field can be made to meet every need. A natural solution
to these problems is to parametrize force field specifically
whenever it is necessary. We investigated this approach by using
automatic parametrization software. The results obtained are
promising. Highly accurate force field parameters can be derived

rapidly from ab initio data, and the predicted molecular
properties are essentially reproductions of the corresponding ab
initio results.

The parametrization procedure was applied to sulfonamide
molecules in order to prepare a set of high-quality parameters
for future studies and to test how this approach can be applied
to realistic drug molecular systems. A group of target molecule-
derived fragments, representing all required interaction terms,
were used in this study. By fitting all model molecules
simultaneously, the parameters obtained accurately describe
potential energy surfaces for these molecules and yield good
agreements with ab initio results in structures, conformational
energies and vibrational frequencies. The resulting force field
was applied in simulations of crystal structures to validate and
refine the nonbonded VDW parameters. Using this example,
we demonstrated how a rapid parametrization of force field from
ab initio data could provide a solution to the problems associated
with transferring parameters. Furthermore, this approach allows
force field methods to be directly based on quantum mechanics
calculations. When parameters can be derived from ab initio
data rapidly and accurately, as illustrated in this paper, force
field calculations no longer need to be empirical and thus limited
by existing data. Instead, they become scale-up extensions of
quantum mechanics calculations that can be applied to poten-
tially any molecular systems, existing or not.

Supporting Information Available: Calculated bond lengths,
angles, and dihedral angles compared with the experimental data.
This material is available free of charge via the Internet at
http//pubs.acs.org.
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