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The availability of quantum mechanical wave functions in molecular dynamics simulationss for example
in those of the Car-Parrinello types offers the ability to analyze intermolecular interactions of a system in
terms of quantum chemical descriptors. We demonstrate how standard population analyses can be utilized
for a semiquantitative analysis of intermolecular interactions. The approach is therefore of particular value
for the study of those systems for which geometric criteria and predefined interaction potentials have not yet
been obtained. This is demonstrated for a DMSO-water mixture, for which the population-analysis criterion
provides a simple measure for different interaction types, e.g., between water-oxygen and methyl-hydrogen
atoms. In the case of a polypeptide, it is shown that the wave-function-based criterion provides insight into
hydrogen bonding of the CdO groups with a hydrogen atom attached to a carbon atom from the peptide’s
backbone.

1. Introduction

Hydrogen bonds in hydrophilic and hydrophobic situations
or in agostic interactions represent a key structure motif in
chemistry.1-4 The understanding of these intra- and inter-
molecular interactions of medium strength is decisive for almost
all chemical processes which take place, for instance, in solution,
in a protein environment, or at a catalytic transition metal center.
Molecular dynamics (MD) simulations of, for instance, liquid
structures, molecular recognition in supermolecular and bio-
chemistry, and drug design rely extensively on the interpretation
of intermolecular interactions in terms of interaction energies.5-7

The standard approach for estimating interaction energies in
large complex aggregates is based on geometric criteria, which
solely defines the interaction of two fragments of an aggregate
on the basis of distances (and occasionally of angles).5 It is most
desirable to have a single descriptor for the interaction energy;
however, this cannot easily be identified. Chandler noted, for
example, that attempts on the quantification of predictions of
protein structures with hydrophobic and hydrophilic amino acids
“by identifying a single parameter or function that characterizes
the strength of hydrophobic interactions have been unsuccess-
ful”. 8 Apart from practical problems with mapping of an
interaction energy onto a single descriptor, we also face
fundamental quantum mechanical difficulties: if an aggregate
of two subsystems which interact with one another via more
than one site, is decomposed into these two subsystems, the
interaction energy for a single attractive site in the aggregate
cannot be extracted from the total decomposition energy.

A wave-function-based criterion, as opposed to a geometric
criterion, is desirable because it is sensitive to different
environments in which the hydrogen bond is formed: (1)
different acceptor atoms; (2) different donor atoms; (3) bifur-

cated hydrogen bonds; (4) weakening and/or strengthening of
the hydrogen bond due to indirect influences which may be
inter- or intramolecular; (5) solvent effects; and (6) many-body
effects. All this cannot be detected by standard geometric
criteria.

The dawn of first principles MD like Car-Parrinello MD
(CPMD)9 allows for new descriptors for the interaction strength
as the electronic structures in addition to the so-called ionic
positions of all atoms involveds is available at each time step.
Of course, the above-mentioned fundamental problem that the
interaction energy of a large cluster of molecules is not an
observable quantity cannot be circumvented by the knowledge
of the wave function. However, the wave function naturally
tracks all electronic changes in an aggregate, and its analysis
should yield very useful insight into the intermolecular interac-
tions within the aggregate. Note that a wave-function-based
descriptor would also be helpful in classical MD because
snapshots of the ensemble can be calculated easily with
advanced static quantum chemical methods.

For static quantum chemical calculations on optimized
structures it has been found that the intramolecular hydrogen
bond energyEHA between pairs of hydrogen atoms H and
acceptor atoms A can be estimated from a 2-center shared-
electron numberσHA (SEN),10 which is a single-valued descrip-
tor for the electronic density between H and A:

This relationship represents the chemical picture of an increased
bond strength upon an increased electronic density between the
interacting atoms as has been demonstrated for covalent
chemical bonds by Ehrhardt and Ahlrichs.11 SEN is easily
obtained from the wave function by population analysis.12-14

Here, we test the applicability of this concept for MD simula-
tions and suggest consideringσHA as the sought-for single
descriptor for the interaction energy in (quantum chemically)
nondecomposable systems and chemically different environ-
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ments. In a first step, we demonstrate that SEN can be used as
a probe on inter- and intramolecular interactions, which is
especially valuable in those cases which would hardly be visible
in an analysis purely based on geometric criteria. Then we
analyze to which extent the linear relationship in eq 1 can be
used for the quantitative calculation of interaction energies.

2. Quantum Chemical Methodology

For all calculations in this work we used the density functional
programs provided by the TURBOMOLE 5.1 suite.15 We
employed the hybrid DFT functional B3LYP16,17 for the all-
electron Kohn-Sham calculations as implemented in TURBO-
MOLE. Ahlrichs’ TZVP basis set was used throughout, featuring
a valence triple-ú basis set with polarization functions on all
atoms.18 All interaction energies calculated within the super-
molecular approach,EHA

sup,cp, have been counter-poise cor-
rected19,20for the basis set superposition error. For the analysis
of the electronic wave function we made use of the concept of
shared-electron numbers (SEN)14 as implemented in TURBO-
MOLE.

This Davidson-Roby-Ahlrichs population analysis is also
implemented in the CPMD code21 of the Parrinello group.22 It
is important to note that SEN analyses within such a CPMD-
plane-wave framework do not suffer from the basis set
superposition error because the basis set isnot atom-centered.

Interaction energies,EHA
SEN, are evaluated on the basis of two-

center shared electron numbers between a hydrogen atom and
the corresponding acceptor atom; see ref 10 for details on this
approach. We should emphasize that the population analysis
can be carried out easily and is thus very feasible in terms of
computer time demands. Furthermore, even the quantum chemi-
cal calculation of single-point snapshots from a classical MD
simulation are becoming more and more feasible because of
recent advances in algorithmic techniques of the quantum
chemical methods, such as density fitting and linear scaling
approaches (see, for example refs 23-31).

3. Case I: Simulation of Complex Liquids

As an exemplary system we choose a mixture of dimethyl
sulfoxide (DMSO) and water, which we have recently studied
in terms of small clusters with standard quantum chemical
methods32 and by CPMD simulations.33 Figure 1 shows four
configurations of one DMSO and one water molecule.

While configuration1a is the global minimum of this two-
molecule system,1b represents a local minimum. The other
two configurations,1c and1d, are nonminimum structures in
the attractive and repulsive, respectively, regions of the potential
energy curve for the hydrogen bond. Table 1 lists the calculated
interaction energies obtained within the supermolecular ap-

proach,EH2O-DMSO
sup,cp , and as obtained with the SEN method,

EH(H2O)-O(DMSO)
SEN , according to eq 1.
Although the local minimum1b is very well described by

EH(H2O)-O(DMSO)
SEN when compared to the supermolecular refer-

ence energy, this seems not to be the case for the global
minimum 1a. However, this discrepancy originates from the
fact that two additional attractive contacts to the methyl groups
of DMSO have to be taken into account inEHA

SEN,tot:

with n ) 3 in this case. TheσHA,i contributions from the two
O(H2O)‚‚‚H(CH3) contacts amount to 2.6 kJ/mol each (accord-
ing to their calculated SEN values ofσHA,i ) 0.0050). With
these additional attractive contributions we obtainEHA

SEN,tot )
-38.9 kJ/mol, which is in good agreement with the-40.0 kJ/
mol of the supermolecular approach.

Although the SEN method gives the interaction energy for
the particular interaction under study, the supermolecular
approach cans for the fundamental quantum mechanical
reasons mentioned aboves yield only the total interaction
energy for all interactions involved in the system. Therefore,
structure1a is very well described by the SEN approach if all
relevantσHA,i values are considered. Although SEN attributes
an interaction energy to a pair of atoms, many-body effects of
surrounding atoms on this pair of atoms are implicitly taken
into account, as the population analysis required for the
calculation of theσHA,i starts from thetotal electronic wave
function. These benefits are not given by a geometric criterion.
A geometric criterion, even as applied in the more sophisticated
cases, is not able to distinguish between configuration1a and
1b because it monitors the hydrogen bond using distance and
angle only. Even if a geometric criterion additionally would
include the dihedral angle, it is not sensitive to the environment
as already mentioned in the Introduction. Here, the environment
is represented by the methyl groups.

For structure1c we find a larger deviation to the super-
molecular interaction energy, because eq 1 is not well fulfilled

Figure 1. Typical clusters out of a DMSO-water mixture.

TABLE 1: Benefits and Limits of the SEN Approach to
Intermolecular Interaction Energies for the Clusters in
Figure 1a

r(HA) a(OHO) d(HOSC) EH2O-DMSO
sup,cp σHA EH(H2O)-O(DMSO)

SEN

1a 182.4 156.3 -52.0 -40.0 0.0655 -33.7
1b 182.4 156.3 130.1 -27.9 0.0585 -30.1
1c 207.1 157.3 130.2 -21.5 0.0223 -11.5
1d 156.6 139.6 130.5 10.0 0.1013 -52.1

a Distances are given in pm, angles are in degrees, and energies are
in kJ/mol.

EHA
SEN,tot) -λ∑

i)1

n

σHA,i (2)
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for nonminimum structures. However, even in these cases the
simple SEN approach defined by eq 1 can serve as a useful
probe for the detection of interactions.

The case of1d demonstrates the limits of the SEN ap-
proach: the interaction energy is already positive, while the
SEN value is still increased in a strongly repulsive region. The
values ofσHA will only drop down to zero if the two atoms H
and A get very close. For this reason, the SEN criterion can be
utilized only in nonrepulsive areas of the potential energy curve.
Fortunately, the repulsive areas can be easily identified within
the SEN approach, as the largest value allowed forσHA should
be close to the value at the equilibrium distance. This maximum
value for σHA can be obtained approximately for all possible
interaction types involved in the system under study by
calculating the small number of pair interaction potentials with
static quantum chemical methods a priori to the MD simulation.
Thus, there is no need to rely on geometric parameters within
the SEN approach for the identification of the repulsive regions
of the potential energy surface.

To illustrate the benefits and limits of SEN, Figure 2 shows
the potential energy curve for cluster1a, which was obtained
by increasing the DMSO-oxygen-water-hydrogen distance
under full relaxation of the rest of the cluster and by the SEN
approach (the corresponding SEN values are depicted in Figure
3).

Below a distance of 180 pm between DMSO-oxygen and
water-hydrogen, the repulsive region is entered, where the true
interaction energy is rapidly increasing while the SEN interaction
energy is still dropping down. This region defines the SEN value
at the equilibrium structure which must be taken as the
maximally allowed value. The reconstruction of the attractive
region of the potential energy curve from shared-electron
numbers deviates from the true interaction potential. This has
two reasons: (i) the reconstruction utilizes only thosefiVeSEN
values for the five possible contacts between the water and the

DMSO molecules; it is thus a superposition of five SEN
interaction curves mapped onto the same one-dimensional
interaction coordinate; and (ii) the distance dependence of each
of these five shared-electron numbers was not taken into account
in the original setup for the SEN method in ref 10, for which
only equilibrium structures were used. The accuracy of the
reconstructed SEN potential curves could thus be improved by
either performing a new adjustment, which also includes
nonequilibrium structures, or including an explicitly distance-
dependent term in the adjustment procedure. In the latter case,
the angular dependence and the many-body effects are expected
to be included through the SEN value in a complex system in
such a way that the parameters of the fitting expression can be
adjusted topair-interaction data. In doing so, even statistical
analyses could be made feasible.

A decisive aspect of Figure 2 is that the SEN approach is
able to predict the two attractive O(H2O)‚‚‚H(CH3) contacts at
660 pm. At this DMSO-oxygen-water-hydrogen distance, the
water molecule is caught by the two methyl groups from behind,
which is again an example of an environmental effect. Although
SEN has this capability also in a many-molecule system, neither
the supermolecular approach nor geometric criteria are able to
capture such a feature. The supermolecular approach cannot
provide an interaction energy for each contact and would fail
for a large many-molecule system for practical reasons (it would
be unfeasible to calculate all molecules in a system in every
time step to evaluate their total interaction energy). The
geometric criterion fails because such an unexpected interaction
is not included in the set of rules. Though the agreement between
EHA

SEN,tot and EH2O-DMSO
sup,cp in Figure 2 is not exact, weak and

strong contacts of the same interaction type can still be identified
on a semiquantitative basis.

Figure 4 shows a snapshot from a CPMD simulation of a
DMSO-water mixture whose structure was taken from ref 33.
This structure was then subjected to a population analysis using
TURBOMOLE, and the resulting SEN values and corresponding
attraction energies are given in Figure 4 for the inner core of
the mixture.

This sample snapshot demonstrates that the SEN approach
is capable of detecting even very weak interactions in this
systems: the interaction energies range from-0.6 kJ/mol to
-21.7 kJ/mol. Although a simulation under standard conditions
usually contains structures of attractive nature there are also a
few structures from the repulsive region. The three hydrogen
bridges between water molecules, which are underlined in Figure
4, are already in the repulsive area of the interaction potential
curve though their interaction energy may still be negative. They
are easily identified by their SEN values of 0.0640, 0.0853, and
0.0605, which are much larger than the SEN value of 21.6/λ )
0.0420 for the relaxed water dimer (21.6 kJ/mol being the
B3LYP/TZVP interaction energy of the water dimer, andλ )
514 for B3LYP/TZVP). For these three hydrogen bonds, the
SEN approach has thus not yet yielded a correct value for the
interaction energy. Additional corrections to the simple expres-
sion in eq 1 are needed to correct for the behavior at distances
which are slightly shorter than the equilibrium distance (the
oxygen-hydrogen distances in these three cases are 181.6,
178.5, and 186.3 pm, respectively, whereas the B3LYP/TZVP
equilibrium distance is 196.9 pm).

4. Case II: Polypeptides and Proteins

As a second example, we should like to demonstrate the
usefulness of the SEN approach to biochemical systems.
Hydrogen bonding in polypeptides and proteins is usually

Figure 2. Domain of validity of the empirical relation between shared-
electron number and counter-poise corrected supermolecular interaction
energy (circles) in the DMSO-water cluster1a. The SEN has been
linearly scaled (diamonds) with the parameterλ from ref 10 according
to eq 1 in order to yield an energy scale for comparison. Note that the
SEN interaction curve represents five different SENs which are
important on different lengths scales: while SEN1-SEN3 governs the
short-range region ofr(H[H2O]O[DMSO]), SEN4 and SEN5 are
important for the local minimum at larger distances. Both types of SENs
do not interfere in these two domains and the given SEN interaction
curve is thus a superposition of two independent SEN interaction curves
(compare Figure 3).
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analyzed by heavily relying on geometric criteria (compare ref
34 for a recent example). Here, this standard approach is of
great value as much experience has been gained with the
empirical geometric criteria.

However, hydrogen bonding in proteins has been discussed
very recently by Tjandra and collaborators35 (see also references
cited therein concerning geometric approaches to hydrogen
bonding in proteins) who state that “It is assumed from small
molecule studies that ideal hydrogen bonds have a linear
orientation between donor proton and acceptor oxygen. How-
ever, the manner in which the hydrogen bond angle compensates
for deviations from linearity has not been clearly detailed.” and
“... an inquiry into the relationship between hydrogen-bond
length and hydrogen-bond angle would provide a better
understanding of hydrogen-bond geometry in proteins.” The
SEN approach is able to provide detailed insight into this
problem. As an example we choose anR-helix of 10 alanine
amino acids (Figure 5), which comprises six intramolecular
hydrogen bonds in its “idealized”-helical structure2aand seven
in its relaxed structure2b.

Table 2 lists the geometric data for the six hydrogen bridges
of 2a and gives the corresponding SEN andEH(amide)-O(carbonyl)

SEN

values. These data are compared with the B3LYP/TZVP results
for the 2b structure. First, it nicely demonstrates that SEN
consistently predicts all hydrogen bonds in the “idealized”-
helical structure2a to be of equal strength. In a MD simulation
SEN can track the energetical change in these bridges and
provides energetical data for structural changes in the peptide.
Such changes are modeled by the relaxed structure2b, for which
we note that the distances of the hydrogen-bonding contacts
and also some of the connectivities have been changed upon
relaxation. The original hydrogen bond with bond lengthr6 was
broken and a new one,r6

/, has emerged. It is clear that these
changes are already visible in the structural data, which show
largely increased distances (by more than 300 pm) for the broken
hydrogen bonds. The SEN approach immediately yields ener-
getical values for the new and for the elongated hydrogen
bridges.

Figure 3. Values for the three shared-electron numbers SEN1, SEN4, and SEN5, which were used for the calculation of theEHA
SEN,totpotential energy

curve in Figure 2.

Figure 4. Snapshot from a DMSO-water CPMD simulation (152
atoms) with periodic boundary conditions taken from re 33 (the snapshot
has been analyzed by a single-point B3LYP/TZVP calculation with
TURBOMOLE). For all hydrogen bonds inside the black circle the
SEN values and the corresponding attraction energies (in kJ/mol, italics)
are given.
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The most important difference between2b and2a is the weak
hydrogen bond with bond lengthr8, which was not visible in
2a. This hydrogen bond involves the hydrogen atom directly
attached to a carbon atom of the peptide’s backbone. The SEN
approach thus gives a direct indication that such weak hydrogen
bonding interactions can play a role for classical protein
dynamics, which, in general, focuses on hydrogen bonding
interactions betweendCO anddNH groups with predefined
potentials. The importance of hydrogen bonds of this type within
a peptide has recently been studied experimentally by Baures
et al.36 These authors emphasize with respect to a detection of
such hydrogen bonds by geometric criteria that “It has been
pointed out, however, that these geometric criteria are far too
restrictive and should no longer be applied. Indeed, there are
examples of C-H‚‚‚O contacts that either do not fit these
geometric criteria or do not show the spectroscopic changes
expected for hydrogen bonded atoms.” (See also the references
for geometric criteria cited therein.) The wave function-based

criterion can thus serve as a valuable descriptor for such
interactions in polypeptides.

5. Conclusion

The purpose of this work was to demonstrate that the
increasing availability of wave functions for large many-atom
systems in molecular dynamics simulationss either in CPMD
simulations or in single-point calculations on MD snapshotss
offers the ability to extract additional information on the system
from its electronic structure. This additional information is
intended to supplement the techniques which are currently
available for analyses of MD data. The value of such additional
tools becomes clear if systems are studied for which the standard
MD tools have not been well developed.

The advantages of a wave-function-based criterion over a
geometric criterion are similar to the advantages of Car-
Parrinello simulations over traditional (i.e., based on predefined
pair potentials) MD. Although in CPMD an unforeseen event
can occur, traditional MD can show only what is a priori defined,
in the sense that it has to be already present in the predefined
pair potentials. The situation is similar for geometric criteria:
it must be known in advance between which pair of functional
groups or atoms an attractive interaction can be established and
which geometrical arrangement is called attractive and which
is not. For the correct detection of interactions in terms of
geometric criteria, one would need to know the full potential
energy surface of the pair of interacting molecules. Even if this
surface is known, environmental effects are still missing. The
interaction of molecules changes if they are solvated and if
many-body effects play a role. Obviously, these aspects cannot
all be mapped onto the set of rules representing the geometric
criteria for the detection of attractive interactions, but a wave-
function-based criterion is able to account for all of them.

We have discussed the semiquantitative SEN approach as an
example for a wave-function-based criterion for the analysis of
intermolecular interactions. It has been shown how the SEN
approach can be utilized to gain useful insight into the intra-
and intermolecular interaction dynamics of large complex
systems. Two examples have been successfully studied by the
SEN approach and were discussed in detail: (i) the different

Figure 5. Left: Stabilization of a helical structure through 6 equidistant hydrogen bonds in anR-helix strand of 10 alanine amino acids2a. Right:
Superposition of2a with a second, relaxed structure2b of the same helix.

TABLE 2: Structural Data (Hydrogen Atom Acceptor
Distancesd(HA) in pm and Corresponding Angles a(NHO)
in Degrees) and SEN Interaction EnergiesEH(amide)-O(carbonyl)

SEN

(in kJ/mol) for the Hydrogen Bridges in r-helices 2a and 2b
(B3LYP/TZVP)

r(HA) a(NHO) σHA EH(amide)-O(carbonyl)
SEN

2a:
r 1 210.4 151.6 0.0246 -12.6
r 2 210.3 151.6 0.0231 -11.9
r 3 210.4 151.6 0.0232 -11.9
r 4 210.3 151.6 0.0234 -12.0
r 5 210.4 151.6 0.0227 -11.7
r 6 210.4 151.7 0.0224 -11.5

2b:
r 1 217.6 161.8 0.0154 -7.9
r 2 209.7 162.0 0.0195 -10.0
r 3 219.8 160.5 0.0183 -9.4
r 4 226.9 149.6 0.0187 -9.6
r 5 300.6 116.9 - - - -
r 6 339.3 98.8 - - - -
r6
/ 213.0 156.8 0.0192 -9.7

r 7 216.7 157.3 0.0155 -8.0

r(HA) a(CHO) σHA EH(CH)-O(carbonyl)
SEN

r 8 262.6 89.1 0.0060 -3.1
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types of hydrogen bonding in DMSO-water mixtures, in which
methyl-hydrogen-water-oxygen contacts are to be detected,
and (ii) the occurrence of C-H‚‚‚O hydrogen bonds in poly-
peptides, which can hardly be detected by existing geometric
criteria.

SEN can thus serve to support and supplement conclusions
for interactions based on geometric criteria. To make the SEN
approach more feasible for MD simulations, research is currently
in progress to validate general (i.e., system-independent)
distance-dependent approaches, which can correct for the
unexact behavior of SEN in the attractive, nonequilibrium region
of an interaction potential and for the inappropriate behavior at
the repulsive side of the interaction potential.
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