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The availability of quantum mechanical wave functions in molecular dynamics simulatiofs example

in those of the CarParrinello type— offers the ability to analyze intermolecular interactions of a system in
terms of quantum chemical descriptors. We demonstrate how standard population analyses can be utilized
for a semiquantitative analysis of intermolecular interactions. The approach is therefore of particular value
for the study of those systems for which geometric criteria and predefined interaction potentials have not yet
been obtained. This is demonstrated for a DMS@ater mixture, for which the population-analysis criterion
provides a simple measure for different interaction types, e.g., betweenwateyen and methythydrogen

atoms. In the case of a polypeptide, it is shown that the wave-function-based criterion provides insight into
hydrogen bonding of the<€0 groups with a hydrogen atom attached to a carbon atom from the peptide’s
backbone.

1. Introduction cated hydrogen bonds; (4) weakening and/or strengthening of
. . L . the hydrogen bond due to indirect influences which may be
Hydrogen bonds in hydrophilic and hydrophobic situations jnter. or intramolecular; (5) solvent effects; and (6) many-body

or in agostic interactions represent a key structure motif in gffects. All this cannot be detected by standard geometric
chemistry=* The understanding of these intra- and inter- criteria.

molecular interactions of medium strength is decisive for almost  the gawn of first principles MD like CarParrinello MD

all chemical processes which take place, for instance, in solution, (CPMDY allows for new descriptors for the interaction strength
in a protein environment, or at a catalytic transition metal center. as the electronic structure in addition to the so-called ionic

Molecular dynamics (MD) simulations of, for instance, liquid - ijtions of all atoms involvest is available at each time step.

structures, molecular recognition in supermolecular and bio- ¢ course, the above-mentioned fundamental problem that the
chemistry, and drug design rely extensively on the interpretation jieraction energy of a large cluster of molecules is not an

of intermolecular interactions in terms of interaction energiés.  Jpservable quantity cannot be circumvented by the knowledge
The standard approach for estimating interaction energies inqf the wave function. However, the wave function naturally
large complex aggregates is based on geometric criteria, whichy, ks all electronic changes in an aggregate, and its analysis
solely defines the interaction of two fragments of an aggregate gpqq yield very useful insight into the intermolecular interac-
on the basis of distances (and occasionally of angl#$3.most  iong within the aggregate. Note that a wave-function-based
desirable to.haveasmgle_descr_lptor fgr the interaction energy; descriptor would also be helpful in classical MD because
however, this cannot easily be identified. Chandler noted, for snapshots of the ensemble can be calculated easily with
example, that attempts on the quantification of predictions of 44 anced static quantum chemical methods.

protein s;ru_ctures_wnh hydrophobic and hydrophlhc amino aqu For static quantum chemical calculations on optimized
by identifying a single parameter or function that characterizes g cryres it has been found that the intramolecular hydrogen
the strength of hydrophobic interactions have been unsuccessy, g energyEqa between pairs of hydrogen atoms H and

» 8 . . . g
ful’.® Apart from practical problems with mapping of an cceptor atoms A can be estimated from a 2-center shared-

interaction energy onto a sir_1g|e <_1Ie_scri_ptor,_we also face gjactron numbeoua (SEN)° which is a single-valued descrip-
fundamental quantum mechanical difficulties: if an aggregate i, for the electronic density between H and A:

of two subsystems which interact with one another via more
than one site, is decomposed into these two subsystems, the
interaction energy for a single attractive site in the aggregate
cannot be extracted from the total decomposition energy.

A wave-function-based criterion, as opposed to a geometric
criterion, is desirable because it is sensitive to different
environments in which the hydrogen bond is formed: (1)
different acceptor atoms; (2) different donor atoms; (3) bifur-

Efn = —A0ua 1)

This relationship represents the chemical picture of an increased
bond strength upon an increased electronic density between the
interacting atoms as has been demonstrated for covalent
chemical bonds by Ehrhardt and AhlricHsSEN is easily
obtained from the wave function by population analy3ig#

s g — g ” —_ | Here, we test the applicability of this concept for MD simula-
Markuosr.r}g:%%r:@eQESm?;.al}lni—eeilaarllgerrf.ijseeor tk?rcﬁﬁe?ébggit.u%zrxlgh.e el tions .and SqueSF consu?lerlnqu as .the sought-for smgle

T Universit4 Erlangen-Nenberg. descriptor for the interaction energy in (quantum chemically)

* Universitd Zrich. nondecomposable systems and chemically different environ-
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Figure 1. Typical clusters out of a DMS©water mixture.

ments. In a first step, we demonstrate that SEN can be used a

a probe on inter- and intramolecular interactions, which is

especially valuable in those cases which would hardly be visible

in an analysis purely based on geometric criteria. Then we
analyze to which extent the linear relationship in eq 1 can be
used for the quantitative calculation of interaction energies.

2. Quantum Chemical Methodology

For all calculations in this work we used the density functional
programs provided by the TURBOMOLE 5.1 sultfeWe
employed the hybrid DFT functional B3LYP17 for the all-
electron Kohr-Sham calculations as implemented in TURBO-
MOLE. Ahlrichs’ TZVP basis set was used throughout, featuring
a valence triples basis set with polarization functions on all
atoms!® All interaction energies calculated within the super-
molecular approachE;Y"®, have been counter-poise cor-
rected®2°for the basis set superposition error. For the analysis
of the electronic wave function we made use of the concept of
shared-electron numbers (SENas implemented in TURBO-
MOLE.

This Davidsor-Roby—Ahlrichs population analysis is also
implemented in the CPMD codkof the Parrinello group? It
is important to note that SEN analyses within such a CPMD-
plane-wave framework do not suffer from the basis set
superposition error because the basis sebtsatom-centered.

Interaction energie€, 1, are evaluated on the basis of two-

center shared electron numbers between a hydrogen atom an
the corresponding acceptor atom; see ref 10 for details on this
approach. We should emphasize that the population analysis
can be carried out easily and is thus very feasible in terms of
computer time demands. Furthermore, even the quantum chemi

cal calculation of single-point snapshots from a classical MD

simulation are becoming more and more feasible because of

recent advances in algorithmic techniques of the quantum
chemical methods, such as density fitting and linear scaling
approaches (see, for example refs-23).

3. Case I: Simulation of Complex Liquids

As an exemplary system we choose a mixture of dimethyl
sulfoxide (DMSO) and water, which we have recently studied
in terms of small clusters with standard quantum chemical
method&? and by CPMD simulation®® Figure 1 shows four
configurations of one DMSO and one water molecule.

While configurationlais the global minimum of this two-
molecule systemlb represents a local minimum. The other
two configurations,1c and 1d, are nonminimum structures in
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ABLE 1: Benefits and Limits of the SEN Approach to
ntermolecular Interaction Energies for the Clusters in
Figure 12

ESup.cp

r(HA) a(OHO) d(HOSC) H,0-DMSO  OHA Efi(Erﬁo)—o(Dmso)
la 1824 156.3 -52.0 —40.0 0.0655 —-33.7
1b 182.4 156.3 130.1 —27.9 0.0585 —30.1
1c 207.1 157.3 130.2 -—-21.5 0.0223 —-115
1d 156.6 139.6 130.5 10.0 0.1013 -52.1
a Distances are given in pm, angles are in degrees, and energies are
in kJ/mol.

proach, E}%%hyso @nd as obtained with the SEN method,
Eftr0)-oomsoy according to eq 1. .

Although the local minimumib is very well described by
Ef(t0)-o(mso) When compared to the supermolecular refer-
ence energy, this seems not to be the case for the global
minimum la. However, this discrepancy originates from the
fact that two additional attractive contacts to the methyl groups

of DMSO have to be taken into account ;"

n

SENfot _
Eia " = /‘LZOHAJ

)

with n = 3 in this case. Theua,; contributions from the two
O(H20)---H(CHj3) contacts amount to 2.6 kJ/mol each (accord-
ing to their calculated SEN values ofia; = 0.0050). With

ese additional attractive contributions we obt&ftf " =
=-38.9 kJ/mol, which is in good agreement with thd0.0 kJ/
mol of the supermolecular approach.

Although the SEN method gives the interaction energy for
the particular interaction under study, the supermolecular

‘approach can— for the fundamental quantum mechanical

reasons mentioned above yield only the total interaction
energy for all interactions involved in the system. Therefore,
structurelais very well described by the SEN approach if all
relevantoya; values are considered. Although SEN attributes
an interaction energy to a pair of atoms, many-body effects of
surrounding atoms on this pair of atoms are implicitly taken
into account, as the population analysis required for the
calculation of theopa,; starts from thetotal electronic wave
function. These benefits are not given by a geometric criterion.
A geometric criterion, even as applied in the more sophisticated
cases, is not able to distinguish between configuratiaand

1b because it monitors the hydrogen bond using distance and
angle only. Even if a geometric criterion additionally would
include the dihedral angle, it is not sensitive to the environment
as already mentioned in the Introduction. Here, the environment

the attractive and repulsive, respectively, regions of the potential is represented by the methyl groups.
energy curve for the hydrogen bond. Table 1 lists the calculated For structurelc we find a larger deviation to the super-
interaction energies obtained within the supermolecular ap- molecular interaction energy, because eq 1 is not well fulfilled
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40 DMSO molecules; it is thus a superposition of five SEN
45 interaction curves mapped onto the same one-dimensional
interaction coordinate; and (i) the distance dependence of each
20 ¢ of these five shared-electron numbers was not taken into account
10 L in the original setup for the SEN method in ref 10, for which
only equilibrium structures were used. The accuracy of the
_ reconstructed SEN potential curves could thus be improved by
E 10 L either performing a new adjustment, which also includes
. 6 nonequilibrium structures, or including an explicitly distance-
F dependent term in the adjustment procedure. In the latter case,
-30 the angular dependence and the many-body effects are expected
a0 | to be included through the SEN value in a complex system in
such a way that the parameters of the fitting expression can be
-50 adjusted topair-interaction data. In doing so, even statistical
~60 [+ 1oy area: analyses could be made feasible.
7 [SENapprogehnotvalid ; ) A decisive aspect of Figure 2 is that the SEN approach is
0 2 4 6 8 10 able to predict the two attractive O£8)---H(CHj3) contacts at

r(H[H,0])-O[DMSQ]) / 100 pm 660 pm. At this DMSG-oxygen—water—hydrogen distance, the
Figure 2. Domain of validity of the empirical relation between shared- Water molecule is caught by the two methyl groups from behind,
electron number and counter-poise corrected supermolecular interactioWhich is again an example of an environmental effect. Although
energy (circles) in the DMS©water clusterla. The SEN has been  SEN has this capability also in a many-molecule system, neither
linearly scaled (diamonds) with the parametdrom ref 10 according  the supermolecular approach nor geometric criteria are able to
to eq 1 in order to yield an energy scale for comparison. Note that the capture such a feature. The supermolecular approach cannot

SEN interaction curve represents five different SENs which are ; ; ; ;
important on different lengths scales: while SENSEN, governs the provide an interaction energy for each contact and would fail

short-range region of(H[H-OJO[DMSO]), SEN; and SEN are foralarge_many-molecule system for pract_lcal reasons (ltwould
important for the local minimum at larger distances. Both types of SENs be unfeasible to calculate Q” molegules In a system in every
do not interfere in these two domains and the given SEN interaction time step to evaluate their total interaction energy). The

curve is thus a superposition of two independent SEN interaction curves geometric criterion fails because such an unexpected interaction
(compare Figure 3). is not included in the set of rules. Though the agreement between
N _ Ena v and E;'%™,,,s0 In Figure 2 is not exact, weak and

for nonminimum structures. However, even in these cases thestrong contacts of the same interaction type can still be identified

simple SEN approach defined by eq 1 can serve as a usefulyn 5 semiquantitative basis.

probe for the detection of interactions. Figure 4 shows a snapshot from a CPMD simulation of a
The case ofld demonstrates the limits of the SEN ap- pyso-—water mixture whose structure was taken from ref 33.

proach: the interaction energy is already positive, while the pis srycture was then subjected to a population analysis using

SEN value is st_iII increased in a strongly (epulsive region. The TURBOMOLE, and the resulting SEN values and corresponding
values ofaya will only drop down to zero if the two atoms H  airaction energies are given in Figure 4 for the inner core of
and A get very close. For this reason, the SEN criterion can be o mixture.

utilized only in nonrepulsive areas of the potential energy curve.
Fortunately, the repulsive areas can be easily identified within
the SEN approach, as the largest value allowedfarshould

be close to the value at the equilibrium distance. This maximum
value foroya can be obtained approximately for all possible

interaction types involved in the system under study by
calculating the small number of pair interaction potentials with

This sample snapshot demonstrates that the SEN approach
is capable of detecting even very weak interactions in this
systems: the interaction energies range fre@6 kJ/mol to
—21.7 kd/mol. Although a simulation under standard conditions
usually contains structures of attractive nature there are also a
few structures from the repulsive region. The three hydrogen
. . o . . bridges between water molecules, which are underlined in Figure
static quantum chemical methods a priori to the MD simulation. 4, are already in the repulsive area of the interaction potential

Thus, there is no need to_rely on g(_eometric parameters within curve though their interaction energy may still be negative. They
the SEN appfoaCh for the identification of the repulsive regions 5o easily identified by their SEN values of 0.0640, 0.0853, and
of the. potential energy gurface. - . 0.0605, which are much larger than the SEN value of 21=6/

To illustrate the benefits and limits of SEN, Figure 2 shows 0.0420 for the relaxed water dimer (21.6 kJ/mol being the
the_potenti_al energy curve for clustéa, which was ot_)tained B3LYP/TZVP interaction energy of the water dimer, ahe=
by increasing thg DMSOoxyger-waterhydrogen distance g5 go, B3LYP/TZVP). For these three hydrogen bonds, the
under full relaxation of the rest of the cluster and by the SEN SEN approach has thus not yet yielded a correct value for the

g;)proach (the corresponding SEN values are depicted in Figureinteraction energy. Additional corrections to the simple expres-

. sion in eq 1 are needed to correct for the behavior at distances
Below a distance of 180 pm between DMS@xygen and d

. S which are slightly shorter than the equilibrium distance (the
water—hydrogen, the repulsive region is entered, where the true oxygen-hydrogen distances in these three cases are 181.6,

interaction energy is rapidly increasing while the SEN interaction 178.5, and 186.3 pm, respectively, whereas the B3LYP/TZVP
energy is still dropping down. This region defines the SEN value equilik;rium dist;ince i’s 196.9 pm) '

at the equilibrium structure which must be taken as the
maximally allowed value. The reconstruction of the attractive
region of the potential energy curve from shared-electron
numbers deviates from the true interaction potential. This has As a second example, we should like to demonstrate the
two reasons: (i) the reconstruction utilizes only théise SEN usefulness of the SEN approach to biochemical systems.
values for the five possible contacts between the water and theHydrogen bonding in polypeptides and proteins is usually

4. Case II: Polypeptides and Proteins
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Figure 3. Values for the three shared-electron numbers SEEN,, and SEN, which were used for the calculation of tBg5

curve in Figure 2.

0.0853
—43.8

0.0011

0.0029
06 =15

ENthotential energy

However, hydrogen bonding in proteins has been discussed
very recently by Tjandra and collaborat®résee also references
cited therein concerning geometric approaches to hydrogen
bonding in proteins) who state that “It is assumed from small
molecule studies that ideal hydrogen bonds have a linear
orientation between donor proton and acceptor oxygen. How-
ever, the manner in which the hydrogen bond angle compensates

0.0047 el for deviations from linearity has not been clearly detailed.” and
Tk “... an inquiry into the relationship between hydrogen-bond
0.0406 length and hydrogen-bond angle would provide a better
~20.9 P understanding of hydrogen-bond geometry in proteins.” The
SEN approach is able to provide detailed insight into this

i f_’-f225 problem. As an example we choose ahelix of 10 alanine
201 No@ A @y 0.0605 amino acids (Figure 5), which comprises six intramolecular

o =311 hydrogen bonds in its “idealized™-helical struct@@and seven

b in its relaxed structur@b.

0_0'356 9}0:934 Table 2 lists the geometric data for the six hydrogen bridges

0.0024 0.0145
el =73
0.0011

0.0422 _y4

-21.7

Figure 4. Snapshot from a DMS©water CPMD simulation (152
atoms) with periodic boundary conditions taken from re 33 (the snapshot
has been analyzed by a single-point B3LYP/TZVP calculation with
TURBOMOLE). For all hydrogen bonds inside the black circle the
SEN values and the corresponding attraction energies (in kJ/mol, italics)
are given.

of 2a and gives the corresponding SEN aﬁifa'\rlmdeyomamonyn
values. These data are compared with the B3LYP/TZVP results
for the 2b structure. First, it nicely demonstrates that SEN
consistently predicts all hydrogen bonds in the “idealized”-
helical structur®ato be of equal strength. In a MD simulation
SEN can track the energetical change in these bridges and
provides energetical data for structural changes in the peptide.
Such changes are modeled by the relaxed stru2tyrior which

we note that the distances of the hydrogen-bonding contacts
and also some of the connectivities have been changed upon
relaxation. The original hydrogen bond with bond lengtkvas
broken and a new oneg, has emerged. It is clear that these
changes are already visible in the structural data, which show

analyzed by heavily relying on geometric criteria (compare ref largely increased distances (by more than 300 pm) for the broken
34 for a recent example). Here, this standard approach is ofhydrogen bonds. The SEN approach immediately yields ener-
great value as much experience has been gained with thegetical values for the new and for the elongated hydrogen
empirical geometric criteria. bridges.
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Figure 5. Left: Stabilization of a helical structure through 6 equidistant hydrogen bondsdnhetix strand of 10 alanine amino acida. Right:
Superposition oRa with a second, relaxed structu2é of the same helix.

TABLE 2: Structural Data (Hydrogen Atom Acceptor criterion can thus serve as a valuable descriptor for such
Distancesd(HA) in pm and Corresponding Angles a(NHO) interactions in polypeptides.
in Degrees) and SEN Interaction Energiess5c ey o(carbonyi
(in kJ/mol) for the Hydrogen Bridges in u-he(lices 2a anoybb 5. Conclusi
(B3LYP/TZVP) - Lonciusion
r(HA) a(NHO) Oha Eamidey-o(carbony) ~ The purpose of this work was to demonstrate that the
2a increasing availability of wave functions for large many-atom
ry 210.4 151.6 0.0246 ~126 systems in mol_ecu_lar dynqmics simul_atiOﬁsaither in CPMD
ra 210.3 151.6 0.0231 -11.9 simulations or in single-point calculations on MD snapshots
rs 210.4 151.6 0.0232 —11.9 offers the ability to extract additional information on the system
Fa 518-2 igig 8-832‘7‘ :ﬁ-g from its electronic structure. This additional information is
s : : : : intended to supplement the techniques which are currently
re 210.4 151.7 0.0224 —11.5 . "
ob: available for analyses of MD data. The value of such additional
ry 217.6 161.8 0.0154 -79 tools becomes clear if systems are studied for which the standard
r 209.7 162.0 0.0195 -10.0 MD tools have not been well developed.
rs 219.8 160.5 0.0183 —9.4 The advantages of a wave-function-based criterion over a
:4 ggg'g ﬁg'g (1'0_187 __9'_6 geometric criterion are similar to the advantages of -Car
rz 3393 08.8 __ __ Parrinello simulations over traditional (i.e., based on predefined
re 213.0 156.8 0.0192 -97 pair potentials) MD. Although in CPMD an unforeseen event
ry 216.7 157.3 0.0155 -8.0 can occur, traditional MD can show only what is a priori defined,
F(HA a(CHO ESEN in Fhe sense that it hgs to'be .alre.ad.y present in thg prgdefmed
(HA) (CHO) T H(CH) O(carbonyl) pair potentials. The situation is similar for geometric criteria:
s 262.6 89.1 0.0060 —3.1 it must be known in advance between which pair of functional

The most important difference betweBnand2ais the weak groups or atoms an attractive interaction can be established and
hydrogen bond with bond lengtfs, which was not visible in which geometrical arrangement is called attractive and which
2a. This hydrogen bond involves the hydrogen atom directly is not. For the correct detection of interactions in terms of
attached to a carbon atom of the peptide’s backbone. The SENgeometric criteria, one would need to know the full potential
approach thus gives a direct indication that such weak hydrogenenergy surface of the pair of interacting molecules. Even if this
bonding interactions can play a role for classical protein surface is known, environmental effects are still missing. The
dynamics, which, in general, focuses on hydrogen bonding interaction of molecules changes if they are solvated and if
interactions betweerrCO and=NH groups with predefined = many-body effects play a role. Obviously, these aspects cannot
potentials. The importance of hydrogen bonds of this type within all be mapped onto the set of rules representing the geometric
a peptide has recently been studied experimentally by Baurescriteria for the detection of attractive interactions, but a wave-
et al3® These authors emphasize with respect to a detection offunction-based criterion is able to account for all of them.
such hydrogen bonds by geometric criteria that “It has been We have discussed the semiquantitative SEN approach as an
pointed out, however, that these geometric criteria are far too example for a wave-function-based criterion for the analysis of
restrictive and should no longer be applied. Indeed, there areintermolecular interactions. It has been shown how the SEN
examples of &H---O contacts that either do not fit these approach can be utilized to gain useful insight into the intra-
geometric criteria or do not show the spectroscopic changesand intermolecular interaction dynamics of large complex
expected for hydrogen bonded atoms.” (See also the referencesystems. Two examples have been successfully studied by the
for geometric criteria cited therein.) The wave function-based SEN approach and were discussed in detail: (i) the different
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types of hydrogen bonding in DMS&@vater mixtures, in which (12) Davidson, E. RJ. Chem. Phys1967 46, 3320-3324.

methyhydrogen-water-oxygen contacts are to be detected, (izg Eo_by, K. R.NIIQOI.AF;]TYSH]-Q?hZZ 82-:—h_104-A 4976 42, 3345
F : einzmann, R.; rcns, H.neor. Im. AC . —49.

and .(") the o.ccurrence of €H---O hydrogen thdS in poly- . 15) Ahlrichs, R.; Ba, M.; Haser, M.; Horn, H.; Kdmel, C. Chem.

peptides, which can hardly be detected by existing geometric phys ' ett 1989 162, 165-169.

criteria. (16) Becke, A. D.J. Chem. Phys1993 98, 5648-5652.

SEN can thus serve to support and supplement conclusions  (17) Stephens, P. J.; Devlin, F. J.; Chabalowski, C. F.; Frisch, M. J.
for interactions based on geometric criteria. To make the SEN PhYs. Chem1994 98, 11623-11627.

. - . . 18) Scliger, A.; Huber, C.; Ahlrichs, RJ. Chem. Phys1994 10
approach more feasible for MD simulations, research is currently 58§9_)5835. ! ' yel994 100

in progress to validate general (i.e., system-independent) (19) Boys, S. F.; Bernardi, AMol. Phys.197Q 19, 553-566.
distance-dependent approaches, which can correct for the (20) van Duijneveldt, F. B.; van Duijenveldt-van de Rijdt, J. G. C. M.;

unexact behavior of SEN in the attractive, nonequilibrium region Van Lenthe, J. HChem. Re. 1994 94, 1873-1885.
. . . . - . (21) Hutter, J.; et alCPMD.IBM Research Division, Ziich Research
of an interaction potential and for the inappropriate behavior at | 4, “and MPI fu Festkaperforschung, Stuttgart, Stuttgartkah, 1990~

the repulsive side of the interaction potential. 2001.
(22) Hutter, J. private communication.
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