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A semiempirical theoretical model is developed for estimating the rates of collision-induced V-T vibrational
relaxation from an initially excited vibrational state in a polyatomic molecule to a relatively dense field of
destination vibrational states. The rationale has been to provide a means of estimating absolute relaxation
rate coefficients, with a reasonable level of precision, for relaxation induced by a wide range of collision
partners (atomic, diatomic, and polyatomic) and for a relatively wide range of temperatures. The model is
based on calculating an efficiencyP for the vibrational relaxation process by making use of relevant known
molecular and intermolecular parameters. The inelastic rate coefficient for vibrational relaxation then emerges
from a product of this efficiency and the classical Lennard-Jones elastic encounter rate. A feature of the
model is that it uses no adjustable parameters. Comparisons are made between the predictions from the model
and a number of experimental measurements of specific dependencies of vibrational relaxation rate coefficients
(e.g. on collision partner properties, on the initial vibrational state, and on temperature) to characterize and
illustrate the ingredients that deliver the estimate forP. A correlation between the predictions of the model
and data from over 100 experimental systems and for a temperature range from 2-300 K invites the conclusion
that the model is useful for estimating the absolute magnitude of state-to-field vibrational relaxation rate
coefficients in the intermediate regime of final state densities to within an overall accuracy of 30% and with
an average error of-10%.

I. Introduction

The exchange of vibrational, or thermal, energy between two
interacting species is one of the most fundamental properties
in chemistry and physics. This process is of course responsible
for all thermal chemical reactions and the mechanisms by which
systems return to equilibrium. Under ideal conditions (gas phase,
small-molecule limit), the process can be followed at its most
fundamental levelsthe transfer of population between individual
quantum states of a molecule. When the density of states rises,
it becomes more difficult to chart all destination states. However,
the deactivation of a single quantum state can still be measured
even when the background density of states is many thousand
per wavenumber (intermediate case). Beyond this regime (large-
molecule limit), when the individual states are poorly defined,
the “states” become defined only by their energy, and the
transfer process is defined by the average amount of energy
transferred per collision.

The small-molecule and large-molecule limits have been the
subject of extensive investigation, both theoretically and ex-
perimentally, for many decades.1-10 Not only are the experi-
mental measurements quite different between these regimes
(state-to-state integral or differential cross section versus|∆E|),
but the theoretical approaches are also quite disparate. Theories
applied to the large-molecule regime are typically approximate
and simple. They probably originate with Landau-Teller
theory11 through the Tanczos implementation12 of Schwartz,

Slawsky, and Herzfeld theory13 (SSH/T) through a variety of
other theories of varying complexity and accuracy.14,15 In one
of the most recent adaptations of SSH theory, Barker has shown
that individual state-to-state processes can be integrated to
provide a meaningful description of|∆E| in the large-molecule
limit at vibrational energies of tens of thousands of wavenum-
bers.16

Another widely adopted approach to explore energy transfer
in the large-molecule limit has been to perform classical or
semiclassical trajectory calculations.15 This approach has pro-
vided many interesting results and new concepts, for example,
the concept of the “supercollision”.15 However, it is not clear
whether inherent deficiencies in the method (for example, zero-
point energy) can be overcome to generate further insights into
energy transfer.

The problem of small-molecule inelastic scattering has always
been a fertile testing ground for theory. As experiments have
yielded more and more precise data, so too has quantum
scattering theory been able to address more complex interactions.
For example, Clary and co-workers17 have addressed the
challenge of using 3D quantum scattering calculations to
estimate vibrational relaxation rates for molecules such as CO2,
D2CO, C2H4, C3H6, andp-difluorobenzene induced by collisions
with He atoms. A combination of coupled-channel methods with
sudden approximations, together with an atom-molecule po-
tential energy surface obtained from self-consistent field
calculations, yields estimates for state-to-state vibrational re-
laxation rate coefficients that are in good agreement with
experimental data.

† Part of the special issue “Charles S. Parmenter Festschrift”.
* E-mail: s.kable@chem.usyd.edu.au; A.Knight@griffith.edu.au.

10813J. Phys. Chem. A2003,107,10813-10825

10.1021/jp035516u CCC: $25.00 © 2003 American Chemical Society
Published on Web 11/15/2003



The intermediate case of vibrational relaxation has received
much less attention theoretically. In general, it is too complex
for quantum scattering calculations, but the still-measurable
quantum nature makes the simpler theories or classical trajec-
tories too insensitive. Older theories concerned with the small
intermediate limit have also utilized SSH/T theory. For example,
Tang and Parmenter (TP)18 used a simplified version of SSH/T
theory19 to explain the trends in state-to-field rate coefficients
in benzene across a variety of initial states and collision partners.
The TP model, however, was shown to be not applicable in
other systems of similar complexity (aniline and pyrazine) by
Rice and co-workers,20-22 who then proposed a different
symmetry-based model to explain the trends in these mol-
ecules.22 However, Parmenter et al. subsequently showed that
this model did not work forp-difluorobenzene.23

There is a wide variety of experimental data on quantum state
resolved vibrational relaxation for the intermediate case regime.
The systems range from diatomics (which never reach the
intermediate case in complexity) through small polyatomics
(e.g., CH4, C2H2O2, H2CO) and larger aromatic polyatomics
(e.g., benzene, aniline,p-difluorobenzene). These data cover
both the S1 and S0 electronic states, vibrational states with from
1 to 100 quanta, 0 to 10 000 cm-1 of energy, densities of
destination vibrational states from∼0 to >200/cm-1, and
collision partners ranging from He ton-C6F14. It is a challenge
for any theory to make a quantitative connection with this
compendium of accumulated data.

Theories and relationships concerning the vibrational relax-
ation process in the intermediate regime, for example, those
mentioned above, appear to have their merit in rationalizing
trends in the data. We summarize the features that are found to
be common to these studies:

(i) The classical Lennard-Jones collision encounter rate has
provided a means for rationalizing the temperature dependence
of the vibrational relaxation process between room temperature
and the ultracold supersonic free jet environment.24-26

(ii) Propensity rules, based on the SSH/T model for vibra-
tional relaxation,1,2 appear to explain the relative magnitudes
of state-to-state vibrational relaxation rate coefficients satisfac-
torily.19,23

(iii) Many relationships provide a rationalization of the
dependence of the vibrational relaxation rate coefficient on the
collision partner. Relationships based on both the reduced mass
and on the intermolecular potential well depth have been found
to be appropriate.3,4,27 To some extent, the identities of the
chosen set of collision partners dictate which is more suitable.

In this paper, we explore the application of a semiempirical
model for vibrational deactivation (i.e., state-to-field relaxation)
based on trends that we have observed in numerous systems.
The seeds of our ideas are contained in Tang and Parmenter’s
exploration of vibrational relaxation in S1 benzene,18 but the
application here involves a wide survey of existing data for
numerous systems and contains some novel features. The
essence of the model is that it provides a quantitative connection
between the calculation of state-to-state propensities and the
evaluation of the total rates of vibrational deactivation. We shall
see that the model can be used to estimate absolute vibrational
relaxation rate coefficients (for vibration to translational (V-
T) energy transfer) for polyatomic systems in both S1 and S0

electronic states, a wide variety of collision partners and target
molecules, and a wide range of initial vibrational levels (in
number of quanta and in energy). The experimental vibrational
rate coefficients vary over nearly 4 orders of magnitude; the

model predicts vibrational relaxation rate coefficients each to
better than 30% in most cases.

II. Theory

A. Background Theory. In this section, we present a
derivation of a statistical, semiempirical, semiclassical model
for estimating the rates of vibrational-energy transfer. In the
subsequent section, we will demonstrate by comparison with
experimental data that the model is sufficiently sensitive to the
most important elements of vibrational-energy transfer to enable
the estimation of absolute rate constants for vibrational deactiva-
tion in many systems under a wide variety of conditions.

We start by considering the rate of collisional encounters (in
molecular units, cm3 s-1) between a target molecule and a
collision partner,

where the velocity distribution,f(V), can be anything that the
environment dictates but is often the Maxwell-Boltzmann
distribution. The collision cross section is defined as

whereb is the impact parameter. When the impact parameter
is independent of velocity (or temperature) and the velocity
distribution is Maxwell-Boltzmann, then eq 1 becomes

whereµ is the reduced mass andkB is the Boltzmann constant.
〈V〉 is the mean relative speed. If the cross section is for hard
spheres, then we can define the hard sphere collision cross
section for two dissimilar molecules:

whereπd2 ) σhs andd ) 1/2(dA + dB). dA anddB are the hard
sphere diameters of species A and B, which are experiencing
the collision.

The calculated collision rate is sensitive to the choice of
intermolecular potential and henceσ. Our focus here is on
vibrational relaxation rates, and several experiments have
demonstrated that the hard sphere potential is not always
appropriate.24,28-31 The Lennard-Jones (6, 12) potential has been
demonstrated to contain the essential features required to model
various trends in observed vibrational relaxation rates.32-39 The
Lennard-Jones cross sectionσLJ is related to the hard sphere
cross section via the omega integral,Ω(2,2)*:

whereΩ(2,2)* contains the temperature dependence ofσLJ. The
choice ofΩ(2,2)* over otherΩ(l,s)* integrals is to some extent
arbitrary, but there is a precedent for its use.32-40 In any case,
the difference between the various forms of theΩ(l,s)* integrals
is slight.41 kLJ, the Lennard-Jones collision encounter rate
coefficient, may therefore be written as

Vibrational relaxation experiments commonly yield measure-

k ) ∫σ(V) V f(V) dV (1)

σ(V) ) 2π∫0

∞
b(V) db (2)

k(T) ) σx8kBT

πµ
) σ〈V〉 (3)

khs(T) ) πd2〈V〉 (4)

σLJ ) σhsΩ
(2,2)* (5)

kLJ ) khsΩ
(2,2)* ) πd2〈V〉Ω(2,2)* (6)
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ments for the thermally averaged relaxation rate,kif, which is
the rate of population transfer from an initial vibrational state
|i〉 to a final state|f〉 during the course of a collision. It has
been customary to interpret these rates in terms of an “effective
cross section”,〈〈σ〉〉:

The double brackets〈〈 〉〉 are used to indicate that this effective
cross section is not a true average cross section but rather the
ratio of averages (which is not equal to the average of the ratios).
〈〈σ〉〉 may be used to define a probabilityP that describes the
efficiency of the vibrational relaxation process relative to a
calculable elastic collision rate:

or, relative to the Lennard-Jones encounter rate,

Equation 9 pertains to direct state-to-state processes (i.e.,
vibrational relaxation from a state|i〉 to a state|f〉). To obtain
the probability or efficiency for the total deactivation of an
initially prepared state|i〉, we merely need to sum eq 9 over all
destination states:

B. Development of the Model.Equation 10 serves as the
starting point to develop our model of vibrational-energy
transfer. Our objective is to find a simple means of estimating
P. BecausekLJ ) σLJ〈V〉, eqs 9 and 10 may be re-expressed as

The probability factor,P, depends on the properties of both the
target molecule and the collision partner, including the vibrational-
level structure in the target molecule (and if applicable, the
collision partner), the reduced mass of the collision pair, and
features of the intermolecular interaction that are not reproduced
by the Lennard-Jones potential (e.g., anisotropy). The strategy
we shall adopt is to propose thatP may be approximated by a
product of two factors, one,R, that depends on the properties
of the collision partner (but is specific to a given target molecule)
and another,â, that depends on the properties of the target
molecule. Equation 11 is therefore written as

An empirical estimate ofR emerges from a survey of the
relationship between vibrational relaxation efficiency and col-
lision partner identity for a wide range of systems (see below).
It appears thatP correlates well with the cube root of the reduced
mass for the collision pair:

We do not require nor is it suggested that eq 13 expresses a
relationship with any precise mechanistic significance. Indeed,
there are numerous other empirical relationships that work fairly

well in rationalizing the collision partner dependence of
relaxation processes.4,27 We have chosen the correlation with
µ1/3 because it specifically excludes factors that are already taken
into account by the well depth,ε, for the intermolecular
interactions. (kLJ is a function ofε.) Also, it is a single-parameter
correlation and hence offers the advantage of simplicity. Finally,
the correlation appears to give an approximately zero intercept
for all of the systems that we have examined. There are
precedents for such correlations involvingµr, where the factor
r is fractional, depending on the conditions under which
measurements were conducted.4

The second parameter,â, is calculated explicitly for each
vibrational state of the target molecule. The model presumes
thatâ may be evaluated as the sum of propensities for relaxation
from the initially prepared state|i〉 to each of the destination
states|f〉. Our goal here is to seek a simple, relatively intuitive
model rather than a sophisticated theoretical treatment. There-
fore, we have chosen one of the simplest approximationssthe
empirical Parmenter and Tang (PT) rulessas a starting point.19

The PT propensity rules are based on the SSH semiempirical
theory13 for vibrational relaxation (including contributions from
Tanczos12 and Miklav and Fischer42). The SSH model was
simplified substantially by PT by removing all dependence on
the collision partner, including collision mass, intermolecular
potential, and temperature. The PT expression for the relative
probability Pif for a state-to-state relaxation process contains
only factors relating to the energy difference between the initial
and final states, the degeneracy of the final state, and the total
change in vibrational quantum numbers between the initial and
final states.

The PT formalism proved successful in rationalizing the
relative mode-to-mode propensities for vibrational relaxation
into different destination states from a single initial state in S1

benzene.19 It was later extended by Tang and Parmenter (TP)
to model the relative relaxation rates for state-to-field relaxation
from a number of initial states in benzene.18 The TP model has
been found to be less successful in describing state-to-state
propensities in aniline20,21 and pyrazine.22 We have found that
with small modifications their model provides a reasonable
rationalization of the trends observed in the state-to-field
relaxation in S0 p-difluorobenzene.30

The PT propensity rules are summarized as follows:

wherei andf are the initial and final states as before. Theυj’s
are the quantum numbers for the vibrational modesνj that
change following the relaxation event from|i〉 to |f〉, andQj is
the appropriate term in the interaction potential. In the PT rules,
the first factor,I(∆E), took three forms depending on the size
and sign of ∆E.19 We simplify the rules by choosing to
differentiate only between exoergic and endoergic transfer
processes:

for exoergic processes, whereas to satisfy microscopic revers-
ibility

for endoergic processes.

〈〈σ〉〉 )
kif

〈V〉
(7)

Phs )
kif

khs
)

〈〈σ〉〉
σhs

(8)

PLJ )
kif

kLJ
)

〈〈σ〉〉
σLJ

(9)

Pi ) ∑
f

kif

kLJ

)
ki

kLJ

(10)

ki ) P〈V〉σLJ (11)

ki ) R × â × 〈V〉σLJ (12)

R ) c1 × µ1/3 (13)

Pif ∝ I(∆E) × ∏
j

|〈υj|Qj|υj ( ∆υj〉|2 (14)

(i) I(∆E) ) exp(-0.01∆E) (15)

(ii) I(∆E) ) exp(-0.01∆E) × exp(- ∆E
kBT) (16)
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The matrix elements in the second factor of eq 14 are
approximated by the scaling law

In this approximation, each additional change in quantum
number reduces the matrix element by 10. For quantum number
changes with the same∆υ but differentυ, thezj’s are determined
from the standard recursion relations for the harmonic oscillator
vibrational matrix elements. These recursion relations relate the
size of the matrix elements for any fixed∆υ quantum change.
For example, the matrix element for transfer involving a
1-quantum change fromυ f υ - 1 is related to the change
from 1 f 0 by

Therefore, in this example,zj ) υ and

Similar relations apply in the case of∆υ > 1 matrix elements.43

We may now proceed to evaluateâ. The total probability
for the deactivation of|i〉 due to vibrational relaxation will be
proportional to the expression obtained by summing eq 14 over
all final states|f〉:

or

whereSf represents the sum of propensitiesPif. Thus, eq 12
now takes the form

wherec ) c1c2 is simply the combined proportionality constant
with units such that the probability factorcµ1/3Sf is dimension-
less.

The choice of the magnitude forc could in principle be left
as an adjustable parameter, but we expressly seek a model (for
predicting absolute rate coefficients) with no adjustable param-
eters. As we establish in the following section, an appropriate
“universal” choice for the magnitude ofc may be derived by
exploring the empirical correlation betweenPi and the cube root
of the reduced mass for the collision pair. For a representative
range of collision partners and forki in standard units of cm3

s-1 (molecule-1), µ in atomic mass units (amu),〈V〉 in cm s-1,
andσLJ in cm2, it is found thatc emerges to be approximately
unity (with units of amu-1/3). Furthermore, in applying the
model, we find that settingc ) 1 is applicable for a wide range
of temperatures. Hence, withc set conveniently equal to unity,
we obtain our final expression for the total absolute rate of
vibrational deactivation from an initially prepared state|i〉, viz.,

III. Comparison with Experimental Data

There is a considerable body of experimental vibrational
relaxation data available in the existing literature. To examine
the reliability of our model, we shall use eq 21 to estimate

vibrational deactivation rate coefficients for comparison with
these data. Standard units forki are cm3 s-1. Experimental
results, however, have been reported not only as rate coefficients
in a variety of units but also as effective cross sections, collision
numbers, and collision efficiencies. We have converted these
results where necessary into the appropriate units.

The approach that we shall take is to examine each of the
variables in turn. First, we demonstrate the validity of theµ1/3

and Sf factors and then explore the influences of temperature
(collision energy), initial vibrational and electronic states, and
target molecule complexity.

A. Collision Partner Dependence.In this section, we will
demonstrate the applicability of theµ1/3 correlation contained
in eq 21 using data relating to benzene andp-difluorobenzene
(pDFB) prepared in a single vibrational level (i.e., a fixedSf

factor for each system). These molecules have featured centrally
in the investigation of polyatomic vibrational relaxation, and
data are available for a variety of initial levels and collision
partners. The likely generality of this correlation is based on
the data gathered for a representative variety of collision
partners.

Figure 1 explores the correlation ofP with µ1/3 in each system
for two vibrational levels and a range of collision partners. The
plot showing data for two vibrational levels in S0 pDFB includes
the collision partners He, H2, D2, N2, SF6, cyclohexane, and
pDFB itself. For S1 benzene, the collision partners are He, H2,
D2, N2, Ar, Kr, CO2, CHF3, C2H4, SF6, and cyclohexane.

The correlation conforms reasonably well to a linear least-
squares fit that is constrained to pass through the origin (dashed
line) and supports the validity of theµ1/3 relationship at least
for these data. A solid line, representing eq 21, is also drawn in
Figure 1. This line tends to lie somewhat below the data. It
may be tempting to reassign the constantc in eq 20 to a value
larger than unity (a value of about 1.2 would be needed in Figure
1 to best overlap the dashed line with eq 21); however, we prefer
to retainc ) 1 for simplicity as well as to satisfy our intention
to construct a useful model that works well enough with no
adjustable parameters. Of course, additional relaxation processes

|〈υj|Qj|υj ( ∆υj〉|2 ) zj10-|∆υj| (17)

〈υ|Qj|υ - 1〉|2 ) |〈1|xυQj|0〉|2 ) υ|〈1|Qj|0〉|2

|〈1|Qj|0〉|2 ) 10-|∆υ| ) 0.1

â ∝ ∑
f

Pif (18)

â ) c2 × Sf (19)

ki ) c1µ
1/3 × c2Sf × 〈V〉σLJ

ki ) cµ1/3Sf × 〈V〉σLJ (20)

ki ) Sf × µ1/3 × 〈V〉 × σhsΩ
(2,2)* (21)

Figure 1. Correlation between probability factorP) ki/kLJ and µ1/3

for (upper plot) S0 pDFB30 and (lower plot) S1 benzene19 and a variety
of collision partners. In each case, the line of best fit is indicated by a
dashed line, and the predictions of eq 21 are represented as a solid
line.
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(other than V-T) may be in operation for some collision
partners. For example, points that lie substantially higher than
the prediction in Figure 1 refer to polyatomic collision partners
that might be expected to display V-T,R- or V-V-assisted
vibrational relaxation.44,45 The other smaller collision partners
are, from our own experience and from other studies,19,44 less
likely to derive assistance from V-T,R or V-V mechanisms
when acting as relaxation partners with S1 benzene.

B. Vibrational-State Dependence ofki. A range of data are
available in the literature that permit an examination of how
well the model predicts the dependence ofki on the initially
prepared vibrational state. We shall make use of vibrational
relaxation data gathered for the four polyatomicssaniline,
pyrazine, benzene, and pDFBsand incorporating a wide range
of atomic, diatomic, and small polyatomic collision partners.

Aniline. Chernoff and Rice20 (CR) explored vibrational
relaxation pathways in S1 (1B2) aniline for eight low-lying
vibrational levels (εvib ) 0-600 cm-1) using argon as a collision
partner. They obtained rates for collision-induced population
depletion of the initial state by two methods: (i) the direct
measurement ofki from the decay of fluorescence (this rate
coefficient is labeledk4 in the notation of CR) and (ii) by a
summation of the individual state-to-state rate coefficients
(labeledki ) Σkif , which was labeledΣk4(i) by CR). Figure 2a
(upper plot) shows the measured rate coefficients for each
vibrational level plotted as a function of vibrational energy. Two
points are indicated for each vibrational level representing the
estimate ofki by each of the two techniques. The range of
vibrational energies explored encompasses the lower part of the
S1 manifold (0-600 cm-1). The “level” T1 corresponds to
excitation due to the band overlap of two states: 10b1 and 151.

The rate displayed corresponds to the combined population
decay of the two levels. In Figure 2a, we have plotted the data
for the level “T” and its overtones and combinations at the
midpoint of the energies of the states involved. Using the model
(eq 21), we estimate the predicted rate coefficients for each
vibrational level. These calculated rates are linked by an eye
line in Figure 2a.

The two measurement techniques (decay of the initial state
and sum of the growth rates) should ideally yield relaxation
rate coefficientski and Σkif that are equivalent. For cleanly
excited levels (i.e., those not containing excitation in T), the
two measurements by CR are in reasonable agreement (Figure
2a). However, for overtones and combinations involving the
unresolved level T, this is not the case. For each of these grouped
levels, the sum of the individual rate coefficients exceeds the
total decay rate by roughly a factor of 2. This discrepancy
between the two measurements ofki was attributed by CR to
systematic error in the original paper. We explore this issue a
little further.

If one observes the population decay from a number of
unresolved states, then the observed decay will be a population-
weighted multiple exponential involving each of the individual
decay rates. For example, if two unresolved channels have
identical decay rates (for example, a 2-fold-degenerate vibra-
tion), then the observed decay rate is simply the decay rate that
one would expect from cleanly exciting one of the components.
In relation to the aniline data, ourSf factors identify that the
two components of the T level (10b1 and 151) should have
similar decay rates, so the observed decay rate will be pseudo-
exponential with a decay rate given approximately by the
population-weighted mean of the two individual rates. Because
we have no information concerning the population of each
component of the coincidently excited initial states, we use both
Sf factors equally to obtain the estimate forki (Figure 2a).

Figure 2a shows that eq 21 provides a good match with the
directly measured rate coefficientski for vibrational relaxation
induced by collisions with argon from each of the eight levels
of aniline used by CR. TheΣkif estimates are scattered around
the prediction line, thereby suggesting that the discrepancy
between the two CR estimates of total relaxation rate coefficients
may stem from greater errors in their measurements of state-
to-state rate coefficients. As an absolute predictive instrument,
eq 21 provides estimated rate coefficients that match the
observed data for aniline-argon to within 20%, with a tendency
to underestimate the observed values by∼20%.

Pyrazine.McDonald and Rice22 (MR) have used S1 pyrazine
(C4N2H4) as a target for vibrational relaxation induced by
collisions with argon. Their investigation was directed primarily
at obtaining relative rates for mode-to-mode energy flow and
led to the development of their correlation diagram model for
state-to-state vibrational relaxation pathways. MR quote a variety
of state-to-state relaxation rates for individual channels that may
be converted into total vibrational relaxation rates by adding
the rates of all identified channels. There are likely errors in
this procedure, as identified above in the case of aniline, but
the data still serve as a useful test of our model.

Figure 2b shows the experimental rate coefficients, together
with rate coefficients derived using our model, plotted against
the vibrational energy of the initial state. Figure 2b demonstrates
that the magnitude of the estimated rates matches the observed
rates fairly well. The observed rates lie above or below the
predictions bye∼50%. However, the observed vibrational-state
dependence now appears more poorly catered to by the model.
This may be a shortcoming in the model or, as we believe,

Figure 2. Plot of observed and predicted rate constant for vibrational
relaxation by Ar for (upper plot) aniline20 and (lower plot) pyrazine22

in several vibrational states. In the case of aniline, two experimental
measurements are availablesa direct measurement of the rate constant
indicated by open squares and a summation of individual state-to-state
rate constants, as indicted by solid squares. The direct measurements
are in better agreement with the model predictions.
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simply uncertainty in the data caused by our summation of the
individual state-to-state rate data to form state-to-field rates. The
discrepancies seen in Figure 2b are in fact no worse than those
seen in the data for aniline obtained from summed state-to-
state rates.

Benzene: A Case InVolVing Degenerate Vibrations.Tang and
Parmenter18 used their original SSH-based propensity rules to
investigate relative state-to-field vibrational relaxation rates in
S1 benzene colliding with CO. Our approach for modeling the
dependence ofki on the initially prepared vibrational state is
based on their work, but we have introduced modifications that
permit the estimation of the absolute magnitude of the vibra-
tional relaxation rates. Furthermore, we find that the PT
treatment for degenerate vibrations needs to be reinvestigated.

In the original PT formulation, the probability that a molecule
will change its vibrational state during a collision was set
proportional to the degeneracy of the final stategf:

wherefa is a single nondegenerate component of the final state.
However, the PT formalism does not cater to instances where
the initial state is also degenerate. We consider three examples
relating to S1 benzene vibrational relaxation: (i) relaxation from
a nondegenerate state (e.g., 00); (ii) relaxation from a degenerate
state (e.g. 61); and (iii) relaxation from an overtone of a
degenerate state (e.g., 62).

(i) Relaxation from a Nondegenerate State.Consider the
vibrational excitation channel 00 f D1 where D is a degenerate
mode. D contains the two vibrational angular momentum
components (0, 1) and (1, 0). Because the two channels 00 f
D(0,1) and 00 f D(1,0) will have identical propensities in the
calculation ofSf , we predict thatP(00 f D) ) gf × P(00 f
D(0,1)), as espoused in the original PT formalism.19

(ii) Relaxation from a Degenerate State. When the initial state
is degenerate, the case is different. In principle, it is equivalent
to the situation described previously in relation to aniline where
relaxation from two initial states could not be resolved:
measurement of the combined decay of both of the unresolved
states gives a decay rate that is a (population-weighted) linear
combination of the decay of the individual states. For a
degenerate level (e.g., for 61), the two components 6(1,0) and
6(0,1) have identical decay rates, so the measured decay rate is
equal to the decay from either component. Assume for now
that the two components are not coupled. For a particular
degenerate destination channel, however, the propensity may
differ for each component. This detail is not considered in the
PT model; for example, the PT calculation would evaluate the
propensity for 61 f 61X1 as

where gf ) 2 for nondegenerate X and 6a1 is treated as
nondegenerate.

We believe that this formalism is incorrect. Certainly 6a1 f
6a1X1 is a 1-quantum change involvingνX, but 6a1 f 6b1X1 is
a 3-quantum change (loss ofν6a and gain ofν6b and νX). A
3-quantum change must be less favorable, and indeed the PT
empirical factors suggest that it will occur with a 100-fold lower
propensity than an equivalent 1-quantum change. Our approach,
therefore, shall simply be to drop the degeneracy factor and
instead include two levels 6a and 6b with the same frequency.
By doing this, the∆υ ) 1 and ∆υ ) 3 channels are auto-
matically distinguished, and the correct propensity is evaluated.
This procedure also applies for combinations of degenerate
modes.

If the two degenerate components are coupled (as they are
in benzene), then the correct propensity may be calculated if
the quantum mechanical coefficients of the mixing are known.
For a two-state degenerate system, the state mixing coefficients
are respectively((1/x2). In fact, because the relaxation rates
are contributed to equally by the sum of 1- and 3-quantum
processes and hence should be equivalent for each degenerate
component, the extent of mixing will not change the calculated
rate.

(iii) Relaxation from OVertones of Degenerate Vibrations.
Relaxation from the overtone of a degenerate mode (e.g., 62)
can also be evaluated by distinguishing the degenerate states
as 6a and 6b. Level 62 is of course 3-fold degenerate: 6a2 ,
6a16b1, and 6b2. Each of the components 6a2 and 6b2 will display
identical decay rates according to eq 21. However, the 6a16b1

state may decay at a different rate. To compare with the
experimental vibrational relaxation rate from 62, we must weight
the propensities for each component by the population in each
of the three states. For the coherent excitation of all components,
the populations are equal, and we can weight our mean
appropriately. If the decay rates are significantly different and/
or the decay curves are measured sufficiently accurately and
for a sufficiently long time, then the multiple-exponential
behavior of the decay may be observed.

We have applied these rules for degenerate vibrations to the
data of Tang and Parmenter.18 They have measured vibrational
deactivation rates for a number of S1 vibrational levels in
benzene. Included in these levels are nondegenerate species (e.g.,
00), degenerate fundamentals (e.g., 61 and 161), combination
bands of degenerate and nondegenerate levels (e.g., 6111 and
6112), combination bands of two degenerate modes (e.g., 61-
161), degenerate overtones (e.g., 62), and degenerate and
nondegenerate combinations of overtones (e.g., 61102, 61112,
6211, and 6116111). This set of data should provide a rigorous
testing ground for our reformulation of the treatment for
degenerate states.

The observed rate constants and the estimates deduced from
our model for benzene vibrational relaxation induced by
collisions with CO are displayed as a function of the vibrational
energy of the initially prepared state in Figure 3. Estimated rate
coefficients for the majority of levels are within(20% of the
observed data. The exceptions are the three levels 61161, 61102,

Figure 3. Vibrational-energy dependence of vibrational relaxation rate
ki for a variety of vibrational levels in S1 benzene under collisional
assault by CO.18 Experimental data are represented by open circles.
The solid line connects rate coefficients estimated by the model for
each vibrational level.

P(i f f) ) gf P(i f fa) (22)

P(61 f 61X1) ) 2 × P(6a1 f 6a1X1)
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and 6211. Each of these levels is at least 3-fold degenerate. The
worst fit is for the 6-fold-degenerate level 61102. There may be
a number of explanations for these discrepancies between
observed and predicted rate coefficients.

First, we explore whether there are reasons that our treatment
of degenerate vibrations may be incorrect. We have considered
an equal population of the aa, ab, and bb components in levels
involving either 62 or 102 and have weighted ourSf factors
accordingly. We have also ignored any coupling between the
components. It turns out that the ab level has a very similar Sf

factor to that for the other components of 62 or 102, so the
population weighting and coupling are unimportant in any case.
In support of our treatment, the match between observed and
estimated rates for levels 62 and 6116111 is excellent (Figure
4). We therefore ask why the estimated and observed rate
coefficients are equivalent for these 3-fold degenerate levels
whereas the model does not work so well for 61161, 6211, and
notably 61102. A closer examination of some of these levels
that display aberrant behavior is warranted.

Level 61161 relaxes vibrationally with a rate coefficient that
is substantially faster than that estimated using eq 21. All other
levels involving theν16 vibration, however, are modeled quite
adequately. The observed rate coefficient for this level (1.67×
10-10 cm3 molecule-1 s-1) is only fractionally below that for
level 6116111 (1.80 × 10-10 cm3 molecule-1 s-1), which lies
some 1000 cm-1 higher in energy and contains the additional
vibrational modeν1 in its character. The addition of extra modes
in a vibrational description has been observed to increase the
vibrational relaxation rate substantially. (See, for example, levels
52302 and 3152302 in S0 pDFB30 or the addition of a single
quantum ofν30 to any S1 vibrational description of pDFB46 in
the next section.) The experimental value of the rate coefficient
for 61161 therefore may be somewhat high on the basis of these
earlier precedents.

Level 61102 is 6-fold degenerate. Parmenter and Tang observe
in relaxation from the 61 level of benzene that the vibrational
excitation process involving the addition of a quantum ofν16

(the lowest-frequency vibration) is the most facile deactivation
channel.19 If the addition ofν16 is equally facile in relaxation
from 61102, then this destination state (61102161) is 12-fold
degenerate. We might expect that any treatment of degenerate
vibrations may break down for such a degree of degeneracy,
especially at the vibrational energies and density of background
states that surround the 61102 region. To complicate matters
further, level 102 displays a large splitting between what are
believed to be the two vibrational angular momentum comp-
onents,48-50 and the 61102 level will be similarly affected. These
strong anharmonic interactions may influence vibrational re-
laxation rates, as is the case in situations where Fermi resonance
interactions are involved. Hence, it is not altogether surprising
that the relaxation rate coefficient from this level is substantially
different from the rate coefficient calculated on the basis of our
model. Nonetheless, even though this level presents the worst
case for comparison with the predictions based on our model,
the calculation still displays an absolute deviation of<40% from
the experimental value.

pDFB: A Case for Exploring Electronic State Dependence
(S0 Versus S1). A direct comparison between vibrational
relaxation rates in the S0 and S1 states of the same medium-
to-large polyatomic molecule was first made forp-difluoroben-
zene by Muller et al. (MLK). 46 The main conclusion from that
work was that the vibrational relaxation process was not
substantially different in the two electronic states. With the
assistance of our model, we can now examine more productively
the similarities and/or differences between vibrational relaxation
rate coefficients pertaining to the two electronic states.

The calculation of theSf factors requires a different set of
vibrational frequencies for each electronic state, several of which
may change markedly from S0 to S1. The sensitivity of theSf

factor to the surrounding field of destination states is demon-
strated by examining the results of a calculation in which
incorrect frequencies are used purposely. The calculation is
found to be some 50% astray if the ground-state frequencies
are used in place of the excited-state frequencies for estimating
the S1 relaxation rates.

The data sets that we examine are (a) the S1 pDFB-Ar
vibrational relaxation rate coefficients from the work of MLK
and subsequently expanded by Catlett et al51 for the levels
ranging from 00 to 32 (εvib ) 2500 cm-1) and (b) data for S0
pDFB-Ar measured by us previously. These data are compared
with predictions obtained using eq 21. We use a hard sphere
diameter for the excited electronic state that is 5% larger than
for the ground state, in keeping with the 5% increase in the
CdC bond length observed in the analogous transition in
benzene upon electronic excitation. The observed and predicted
rate coefficients for relaxation in both S0 and S1 are plotted
together against vibrational energy in Figure 4.

From Figure 4, we see that the magnitudes of the estimates
of ki from eq 21 compare quite favorably with the magnitudes
observed for vibrational relaxation rate coefficients in both
electronic states. This supports the claim that the mechanism
of the vibrational relaxation process is not substantially different
in the ground and excited electronic states. This should not be
entirely unexpected: the hard sphere diameter does not change
substantially as a result of electronic excitation for this case (as
judged by the small increase in the CdC bond length (∼5%)
for benzene). Additionally, from the study of pDFB-Ar van
der Waals complexes formed in supersonic free jets, we know

Figure 4. Vibrational-energy dependence ofki in both S0 (lower plot)30

and S1 (upper plot)51 p-difluorobenzene. Experimental data are repre-
sented by solid symbols. The line connects rate coefficients estimated
by the model (open circles) for each vibrational level.
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that the well depth of the pDFB-Ar interaction is only some
30 cm-1 deeper in the excited state as compared to that in the
ground state.52 (This is also only a 5% increase.) Of course in
systems where there is a substantial structural change induced
by electronic excitation, one would expect there to be changes
in the vibrational relaxation properties also.

The next striking feature of the comparison shown in Figure
4 is the behavior of the rate coefficient as the energy and
character of the initially prepared vibrational level are varied.
Particularly obvious is that levels with 1 or more quanta of mode
ν30 in their description display rate coefficients substantially
larger than those that do not containν30. This has become known
as the “ν30 effect”. This ν30 effect in pDFB (enhancement of
the relaxation efficiency byν30) was identified first forintramo-
lecular vibrational redistribution (IVR).53,54MLK then demon-
strated the influence ofν30 in collision-induced relaxation by a
comparison of relaxation from the 31 and 31301 levels. Theν30

effect in both intra- and intermolecular relaxation was the subject
of further discussion by Catlett et al.51 In the case of collision-
induced vibrational relaxation, theν30 effect is seen to be entirely
rationalized through the calculation ofSf: it is facile in
vibrational relaxation because it is a low-frequency mode. In a
similar fashion, Whetton and Lawrance55 have explained the
ν30 effect in the IVR case.

C. Temperature Dependence ofki. Temperature-dependent
factors in eq 21.Our model for estimating vibrational relaxation
rate coefficients has been shown to be reliable for a variety of
large molecular systems where the target molecule is subjected
to collisions by a foreign collision partner at room temperature.
In this section, we seek to establish that eq 21 provides a reliable
estimate for the absolute magnitude of vibrational relaxation
rate coefficients that are observed under conditions of extreme
low temperature, such as those offered in a supersonic free jet
expansion.

Equation 21 contains a number of factors that are temperature-
dependent:

(i) the mean speed〈V〉 is directly related toxT;
(ii) Ω(2,2)* contains a complicated temperature dependence

as a function ofT* ) kT/εAM;
(iii) Sf is temperature-dependent via the Boltzmann factor

governing the upward transfer of energy.
The temperature dependence of the mean speed〈V〉 and the

Ω(2,2)* integral has been calculated and plotted as a function of
temperature from 0.01 to 10 000 K in Figure 5 using data24 for

naphthalene and Ar (Supporting Information). The mean speed
is a smoothly increasing function of temperature. TheΩ(2,2)*

integral, however, decreases with increasing temperature. The
form of the decrease is pseudo-exponential but is not quite
regular.

We have calculatedSf probability factors for the same range
of temperatures to investigate their temperature dependence. The
probability factors are plotted as a function of temperature in
Figure 6. The temperature dependence of theSf factors are
determined solely by upward transitions. A lower limit toSf is
formed by the sum of downward propensities, which are not
temperature-dependent. There is also an upper limit. At infinite
temperature, the Boltzmann distribution is flat. At that point,
the propensity would be governed solely by the matrix elements
that are analogous to those for downward transfer. The calcula-
tions shown in Figure 6 are for naphthalene in the 441 level
(εvib) 435 cm-1). In the Figure, we have also plotted the
temperature dependence of each|∆υ| group of channels. At low
temperature, the dominant contribution to the totalSf arises (for
this system at least) from a|∆υ| ) 2 channel (because there is
insufficient collision energy to access, via a|∆υ| ) 1 channel,
levels of type 441X1 whereνx refers to a low-frequency mode
and the loss ofν44 involves a large∆E). As the temperature
rises, the gain of a single quantum of a low-frequency vibration
becomes energetically accessible, and the contribution from
upward channels begins to become important. At sufficiently
high temperatures,|∆υ| ) 1 channels contribute most to the
total magnitude ofSf. In general,|∆υ| ) 2 channels (involving
relatively small∆E) are most important at very low temperature
unless the initial vibrational character contains a low-frequency
vibration. In this latter case,|∆υ| ) 1 channels may still
contribute substantially.

Temperature Dependence between 300 and 5 K.A fairly
rigorous test of the temperature dependence and the predictive
ability of eq 21 would be obtained for a collision system studied
at both room temperature and in the free jet. However, only a
few such experimental rate coefficients are available, and none
of these are exactly what is required. The experimental data
that best facilitate a test of eq 21 are for benzene as the target
molecule. Benzene vibrational relaxation data are available for
the same vibronic level (61) in both the bulb (300 K)18 and the
free jet (<15 K);56 however, the same collision partner was not
used in each instance.

Figure 5. Temperature dependence of the mean speed〈V〉 and of the
collision integralΩ(2,2)* in the range of 0.01-1000 K. Regions of interest
in this work are indicated. For the purposes of the calculation, the
molecular system used was naphthalene-argon (σHS ) 80 Å2,
εAM/k ) 261 K; see Supporting Information).

Figure 6. Temperature dependence of theSf factor. The temperature
dependence of each∆υ sum of channels is shown explicitly also. At
very high and low temperatures,Sf becomes constant.
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Benzene vibrational relaxation rate coefficients have been
examined in previous sections of this paper to investigate both
the collision partner and the vibrational state dependence of the
vibrational relaxation process and the ability of eq 21 to estimate
the rate coefficients. The data for the 61 level in the free jet
expansion are available only for Ar as the collision partner. At
room temperature, CO and N2 are the collision partners with
the most similar mass and dipole moment. Measurements19,44

have shown that the rate coefficients for CO and N2 inducing
vibrational relaxation from benzene vibrational levels are similar,
both being∼20% faster than for argon.

Figure 7 shows the experimental rate coefficients for benzene
61 deactivation following collision with argon atoms in the low-
temperature regime and for collisions with both CO and N2 at
room temperature. Plotted alongside the experimental points is
the absolute estimate from eq 21 for benzene-argon collisions.
The free jet data lie clustered slightly above the line drawn
through the estimated rate coefficients. The temperature depen-
dence is very weak in this region for both the experimental and
estimated data. As the temperature increases toward room
temperature, the estimated rate coefficient climbs to about 4
times the low-temperature value. The two measured room-
temperature rate coefficients for benzene relaxation lie margin-
ally above the predicted room-temperature rate coefficient for
argon as a collision partner, but the match is excellent. If reduced
masses and well depths for CO or N2 are used in place of those
for Ar, then the estimated rate coefficient is about 5% higher
than that estimated for Ar. This Figure displays fairly conclu-
sively that the temperature dependence built into eq 21 via the
mean speed, theΩ integral, and theSf factor reproduces the
observed temperature dependence of vibrational relaxation and
succeeds in predicting the absolute magnitude of the rate
coefficients quite accurately, at least in the temperature regime
of T e 300 K.

D. Comparison of Calculations with a Wide Range of
Experimental Data.Figure 8 summarizes the∼100 calculations
of vibrational relaxation rate coefficients from our model that
have been made for a variety of molecular systems. The raw
data that comprise this Figure are tabulated in Supporting
Information. The Figure shows calculated rate coefficients
plotted as a function of experimental measurements. Our
comments, including an error analysis of the model, follow in
the Discussion section.

IV. Discussion

We have developed a model for estimating vibrational
relaxation rate coefficients in molecular systems where vibration
to translational (V-T) energy exchange is the dominant
mechanism. Varying aspects of the model have been subjected
to scrutiny including the vibrational state, electronic state,
collision partner, collision energy, and target molecule depen-
dence. In addition, we have monitored the predictive merits of
eq 21 with respect to the absolute magnitude of the vibrational
relaxation rate coefficient. The equation contains no adjustable
parameters, yet it enables the prediction of rate coefficients that
span almost 4 orders of magnitude with typically better than
30% accuracy. Given the overall success of the model, we are
prompted to discuss a number of its features including

(i) trends in prediction accuracy over the range of molecular
systems explored

and
(ii) an extrapolation of various features of the model beyond

the limits explored thus far.
In i, we are searching for any trends revealed by an error

analysis that might help us interpret the results of our model
further. In ii, we extend each feature of the model including
temperature, level, and collision partner dependence beyond the
limits applied in the experimental data explored here to
investigate whether any of these dependencies can be related
to those of other models.

A. Error Analysis of the Model. Figure 8 shows calculated
rate coefficients plotted as a function of experimental measure-
ments for the range of data tabulated in Supporting Information.
There are too many data points to allow individual labeling.
All data discussed above are included. Two forms of plots are
shown to highlight the accuracy and provide a gauge of the

Figure 7. Temperature dependence ofki over an extended temperature
range including the free jet regime and room temperature. The solid
guide line joins estimates ofki (solid symbols) calculated using the
model. The free jet data are for benzene-argon;56 the room-temperature
data are for benzene-CO and benzene-N2.18

Figure 8. Correlation showing the satisfactory correspondence between
observed and estimatedki values for all of the systems investigated in
this work (see Supporting Information). The upper plot uses a linear
scale to display the correlation, and the lower plot, a log-log scale. In
each case, the solid line through the data represents the identityki-
(exptl) ) ki(model). The two lines astride this line define the(30%
error limits.
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error in the estimated rate coefficients. The upper plot is linear
on both axes. A line has been drawn through the data with a
slope of unity, representing the relationshipki(exptl) ) ki-
(model). Also drawn about this line are two dotted lines
representing the(30% error boundaries. From these boundary
lines, it may be seen that most estimates are within(30% of
the experimental values and that aberrant values deviate more
often on the negative side of the line.

The lower plot in Figure 8 displays the same information on
a log-log scale. This highlights the almost 4 decades of range
in the data encompassed in our investigations. Again, the line
establishes the equalityki(exptl) ) ki(model), and the(30%
error lines are now parallel to it. The predictive power of eq 21
is constant over this entire range of data. There is no trend in
the percentage error that depends on the magnitude of the
estimate.

Figure 9 displays the error in a different form. Errors have
been grouped within classes of 10% and plotted as a histogram
with frequency. The error distribution is skewed toward negative
error, the mean being-10%. These error analyses indicate that
eq 21 provides an accurate estimate ofki within the 4-decades
range of relaxation rate data investigated here. The accuracy of
the model is typically(30% across all molecular systems,
including small and large polyatomics colliding with a range
of collision partners from He to c-hexane with 0 to 3500 cm-1

vibrational energy in either the S1 or S0 electronic state and
with 1 to 200 cm-1 average kinetic energy (1-300 K).

B. Limitations of the Model. In previous sections, we have
explored the limitations of eq 21 within the range of experi-
mental data available. Limitations have included

(i) the collision partner: the range covered includes atomic,
diatomic, and relatively compact polyatomic collision partners
(including CO2, OCS, COF2, CHF3, C2H4, SF6, cyclohexane,
and pDFB); strongly polar species and extremely “floppy”
polyatomics (e.g., long-chain alkanes) are not part of the data
set considered;

(ii) the target molecule: when the molecule becomes vibra-
tionally too simple, there may be insufficient averaging over
final vibrational states, and hence the average matrix element
used in theSf factors may not be appropriate.

We now consider the implications of eq 21 further by
extending the range of parameters explored thus far and
examining how the extremes in these parameters influence the
estimated value. We extend the temperature range up to several
thousand Kelvin and down to∼10-3 Kelvin. We explore the
µ1/3 dependence further. Finally, we examine theSf factors more
closely, including the way in whichSf changes as the density
of the background increases still further.

Extremes of Temperature BehaVior. In both the very high
and very low temperature regimes, the temperature dependence
of eq 21 is controlled almost entirely by the Lennard-Jones
elastic encounter rate (i.e., at the extremes of temperature, the
probabilityPLJ is essentially temperature-independent; see Figure
6). To investigate the behavior of eq 21 and hence the estimated
rate coefficient at high and low temperature, we shall therefore
examine the behavior ofkLJ in these temperature regimes.

From the theory of inelastic scattering, we expect the rate
coefficient for vibrational relaxation to rise sharply at extremely
low temperatures because of quantum resonances. The temper-
ature for which such resonance behavior may occur has been a
matter of contention.57-59 However, Schwenke and Truhlar58,59

predict the onset of such resonance effects to be when the
temperature is∼10-3 K, which suggests that the experimental
data pertaining to the very low energy collision regime are
unlikely to be influenced by quantum resonances. In contrast,
some classical theories (e.g., the Landau-Teller theory11) have
rate coefficients that approach zero at low temperature.

Two competing factors influence the temperature dependence
of the Lennard-Jones encounter rate coefficientsthe mean speed
〈V〉 and the Omega integralΩ(2,2)*. It has already been shown
that the competition between these two factors satisfactorily
explains the observed temperature dependence from room-
temperature experiments to experiments performed in supersonic
free jets at∼1-20 K. If the temperature is pushed still further
down beyond 1 K, theΩ integral begins to rise quite sharply.
In Figure 10, we have plotted the Lennard-Jones rate coefficient
kLJ over a large temperature regime for some typical values of
the hard sphere cross section (80 Å2) and well depth (260 K).
In the region ofT < 1 K, the Lennard-Jones elastic rate has a
very flat dependence on temperaturesdropping by only∼40%
between 1 and 5× 10-3 K. In this regime,Ω(2,2)* is a sharply
rising function of temperature.

Figure 9. Distribution of errors for the estimation of the vibrational
relaxation rate coefficient by the model, derived from the correlation
displayed in Figure 8. The average error is-10% (i.e., the model is
skewed slightly toward a negative error).

Figure 10. Temperature dependence of the Lennard-Jones elastic rate
coefficientkLJ for a wide range of temperatures (system displayed is
naphthalene-Ar, (σHS ) 80 Å2, εMM/k ) 261 K; see Supporting
Information). At very high temperatures (T > 1000 K), the temperature
dependence ofkLJ approachesT1/3. An inflection is observed inkLJ at
temperatures near the magnitude of the well depth.
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As the temperature extends substantially beyond room
temperature, the dependence ofki is again found to be controlled
almost solely bykLJ. As we extend the plot in Figure 10,kLJ

continues to rise. To examine the functional form of the
temperature dependence at very high temperature, we have
plotted the correlation betweenT1/3 andT alongsidekLJ. It may
be seen clearly that at temperatures above∼1000 K the
functional form of thekLJ temperature dependence approaches
T1/3. 〈V〉, of course, is dependent onT1/2; Ω(2,2)* reduces this to
T1/3. Temperature-dependent factors related toT1/3 appear
regularly in classical theories of vibrational relaxation at these
temperatures.4 The classical theories have been more successful
in describing the temperature dependence ofki in this high-
temperature regime. Indeed, the Landau-Teller repulsive
interaction model11 provides a temperature dependence for the
relaxation rate that is dependent onT1/3. SSH theory has a similar
temperature dependence;13 log(P) is related to-T-1/3. We would
not necessarily have expected that our model, described by eq
21, held true well above room temperature. However, it is
pleasing to find that our model does, in fact, display a
temperature dependence in this high-temperature regime that
is consistent with many existing theories.

Influence of the Collision Partner.The dependence on the
collision partner that has been built into eq 21 is probably the
weakest link in the model. The true dependence ofki on the
collision partner is both varied and complex. Certainly any
function based solely on reduced mass, in whatever form, cannot
be expected to reproduce the observed dependence on the
collision partner well. We have ignored entirely all polar
collision partners (except molecules with only small permanent
dipoles such as CO). For dipolar molecules, an interaction
between the permanent dipole of the collision partners and either
the quadrupole or an induced dipole in the target molecule
means that the Lennard-Jones (6, 12) potential around which
we have built our model does not necessarily portray adequately
the true intermolecular potential. Additionally, we have rejected
data relating to relaxation with vibrationally complex collision
partners (e.g., alkyl chains). In those cases, the opportunity for
resonance-enhanced V-V processes becomes significant, and
the model is not able to cover such cases.

Even within these constraints, however, there are still
complications that are revealed by the experimental data. Data
for the noble gases (rigorously V-T only and zero permanent
dipole moment) provide some points for discussion. SSH theory
and many experimental results for diatomic relaxation actually
provide a probability for relaxationP that decreases with
increasing mass of the collision partner.13 For larger polyatomics,
as we have seen, the dependence is quite the reverse. There are
some data provided by Steinfeld on iodine relaxation60 in which
both are observed to occur; an increasingP with reduced mass
when the mass is small, followed by a leveling off and a
decrease with reduced mass for larger masses. The turning point
for iodine-M relaxation is at a collision partner mass of about
50 amu. For different molecules, the turning point is seen to
move. For OCS-M collisions,P rises from M) H2 and M)
He but then has diminished substantially for M) Ar.61 An
interpretation of this effect is a resonance between the velocity
of the incoming molecule and the vibrational frequency of the
target molecule.62 As the velocity (dictated of course by the
mass of the molecule) decreases (i.e., mass increases), it may
move into and then out of resonance with the vibrational
frequency of the target molecule. For a higher vibrational
frequency, then, it is reasonable that the turning point (or
resonance mass) moves to lower mass (higher velocity). This

is what has been observed for I2 and OCS, with iodine having
a vibrational frequency of∼100 cm-1, and OCS,∼520 cm-1.
For diatomics with higher vibrational frequencies, it is possible
that the resonance may never be reached, all collision partners
being too heavy. Therefore, only a decreasing propensity with
collision-reduced mass would be observed, as is predicted by
SSH theory.

Further insight into this effect might be obtained in measure-
ments of state-to-state propensities where the different channels
provide a different amount of vibrational energy exchange for
the same collision partner. The environment of the supersonic
free jet may also assist in unravelling this issue by providing a
much slower collision partner for the same mass. Velocities can
be changed routinely by a factor of 3-4 (a temperature change
of a factor of 15) whereas at higher temperatures this is
substantially more difficult to achieve.

In our development of the model, the estimation ofI(∆E)
was simplified to differentiate only between exoergic and
endoergic transfer processes (eqs 15 and 16). Because our
objective has been to develop a simple model for estimating
state-to-field rate coefficients that uses no adjustable parameters,
we have expressly excluded a consideration of a collision
partner-sensitiveI(∆E). This embellishment might be warranted
(indeed desirable) for a model designed to evaluate state-to-
statepropensities. However, the heavy final-state averaging that
occurs in our state-to-field model means that a collision partner-
dependentI(∆E) is an unwarranted complication given that the
model works satisfactorily in its absence.

Influence of Vibrational-LeVel Structure.The Sf factors are
one of the most important components in our semiempirical
model of vibrational relaxation. They are the dominant factor
in scaling the magnitude of the estimate provided by eq 21.
The dependence ofSf on the vibrational state reproduces in both
a relative and absolute sense the observed vibrational-state
dependence in most cases. We build on the success of our
calculations ofSf and make some further comments concerning
the vibrational relaxation process.

The overriding influence in determiningki from eq 21 comes
from Sf , which is in turn dominated by the exponential energy
gap behavior of the matrix element. The falloff of the
exponential is set somewhat arbitrarily as-0.01∆E and was
chosen by Parmenter and Tang13 on the basis of some results
of SSH theory. (See also Yardley.4) The factor of 10 that was
chosen to distinguish|〈0|Q|1〉|2 from |〈0|Q|2〉|2 is also somewhat
arbitrary and is based on the typical magnitude of∆υ ) 1 and
∆υ ) 2 propensities observed in mode-to-mode studies in just
a few systems.60,61We believe that the success ofSf is entwined
in the averaging that is carried out by summing the propensities
for all destination states. However, even when the number of
normal modes is relatively small,Sf often provides a reasonable
estimate for ki. What is surprising is the generality and
consistency of the size of the matrix elements that have been
used across a large variety of molecular systems.

We turn our attention to the behavior ofSf in regions where
the density of background vibrational states becomes very high.
The highest background density of states explored thus far is
∼200 vibrational states/cm-1 in S0 pDFB. As the density of
states rises and the description of the initial state becomes more
complex, so too will theSf factor rise. For the higher levels
studied in pDFB, the relaxation rate was found to be ap-
proximately the Lennard-Jones elastic encounter rate. We
question whether the vibrational relaxation rate coefficient will
continue to rise withSf or whether some upper bound be reached,
for example, some inelastic rate coefficient calculated with a
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more precise intermolecular potential. Evidence from work on
pDFB indicates that some upper bound may be reached.30 This
upper bound may not be the Lennard-Jones elastic rate; however,
it probably lies close to it.

V. Summary

We have proposed a simple semiempirical, semiclassical
model to estimate the rates of vibrational relaxation for a wide
variety of molecular systems. The model is based on calculating
an efficiency P for the vibrational relaxation process. The
vibrational relaxation rate coefficient is calculated as the product
of P and the classical Lennard-Jones elastic encounter rate. The
probability is dependent on a calculation that carries out a
summation of a set of mode-to-mode propensities. The prob-
ability is also taken to be dependent on the cube root of the
reduced mass of the collision pair. There are no adjustable
parameters. The calculated vibrational relaxation rate coefficients
using the model have been compared to a variety of experi-
mentally obtained rate coefficients involving more than 10
molecules colliding with a variety of collision partners at
temperatures from 1 to 300 K. The accuracy of the calculated
rate coefficients has been found to be within about(30% for
these rate coefficients, which span 4 orders of magnitude. We
have concentrated on larger collision systems because the
approximations inherent in the model are more likely to be valid;
accordingly, we have not by any means covered all of the work
that has been performed on vibrational relaxation, particularly
for small molecules. We have examined much of the available
large-molecule data (pertaining to low-intermediate state
density), but much of the substantial database relating to
vibrational relaxation in small molecules has not been explored.
We have tried to model systems that demonstrate different facets
of the vibrational relaxation process and provide explicit tests
on how our model performs. En route, we have explored systems
with target molecules up to large aromatics, both ground and
excited electronic states, collision partners from helium to
cyclohexane, and initial vibrational levels from 1 to 100 quanta,
0 to 10 000 cm-1 of energy, and densities of destination states
from 1/500 cm-1 to 500/cm-1.

Of course all models have their qualifications. Our interpreta-
tion of probability P ) Sf × µ1/3 does not include additional
factors such as steric effects, dipole moments, other inter-
molecular potentials, and so forth. Theories for particular
molecules have been developed to include these factors. It is
plausible that total rates of deactivation, as opposed to state-
to-state rates, because of the inherent averaging, are less sensitive
to individual variations caused by these factors. Despite these
qualifications, we feel that our model provides a simple and
effective method for estimating absolute V-T vibrational
relaxation rates for a wide variety of systems.
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