J. Phys. Chem. R003,107,11271+-11291 11271

ARTICLES
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A theoretical formulation is presented for the dissociation of aromatic radical anions in solétierX]p~

— Are + X7, and applied to the dissociation of tpecyanochlorobenzene radical anion [ERp—Cl]e~ in

several solvents. Key ingredients of the description are (i) the inclusion of the conical intersection (Cl) aspects
of the problem and (ii) the incorporation of nonequilibrium solvation (within a dielectric continuum solvent
description). The CI feature is critical for this cleavage in the ground electronic state, because the required
electronic coupling that allows the dissociation vanishes for a planar molecular geometry but is finite for
finite C—Cl bending angle. The nonequilibrium solvation aspect is required, because of the inability of the
solvent to equilibrate instantly to the changing molecular charge distribution during the radical anion dissociation
process. These features are illustrated via thef@N-Cl]e~ dissociation reaction path in a dimethylformamide
(DMF) solvent, where €Cl out-of-plane bending is required to avoid the ClI intersection point, which leads

to a bent transition state, and where the solvent is shown to reorganize prior to the crossing of the transition
state. Reaction rate constants calculated via transition state theory (TST) are in reasonable agreement with
experimental values in several solvents. It is also found that intrinsic activation free energies vary linearly
with the homolytic bond dissociation energy of the radical anion, which is an experimentally observed feature.
Comparison with previous descriptions is given, and inclusion of the Cl features of the dissociation is shown
to lead to large differences in the reaction activation free energy, which is related to the large electronic
coupling, and the energetic cost to bend theGTangle to reach the bent transition state. Possible improvements

of the treatment, as well as extensions to other reaction problems, are discussed. Several of the theoretical
constructs required for the reaction rate constants and reaction paths implemented in the present paper are
developed in the second paper of this ser@s the Dissociation of Aromatic Radical Anions in Solution. 2.
Reaction Path and Rate Constant Analysis

both in experimentvia electrochemical*"-12? pulse radioly-
sis}3-17 electron transmission spectroscépy! and electron
spin resonance (ESR)techniques-and in theory23-32 via
assorted techniques. In this paper, we construct a theoretical
[Ar—XJs~ — Are + X~ (1.1) description for this reaction class in solution and illustrate it
via calculation of the reaction paths and rate constants for the

is important in a range of chemical contexts, most prominently thermal dissociation of thg-cyanochlorobenzene radical anion
for the Sk y1 radical chain mechanism of nucleophilic substi- ([CN—®—Cl]e") in several solvents for which experimental rate
tution~* which is of major interest for organic synthesis and data are available for comparison.

more generally connected with fundamental mechanistic ques- |n this first effort, our efforts are focused on the phenyl ring
tions in nucleophile-electrophile chemistry. Furthermore, aro-  class of aromatic radical anions (as opposed to, for example, a
matic radical anions are involved in the formation mechanism penzylic anion class). As shown in more detail within, this class
of Grignard reagentsand in DNA strand damadeThese s characterized by the presence afamical intersectior(Cl),
dissociations have been the object of extensive investigation,ynich has a crucial role in the dynamics. A Cl is produced by

the crossing of electronic curves in one geometry but is an
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hynes@chimie.ens.fr. avoided.crossing at other geometrie_s. AI_though such Cls are
" Département de Chimie, CNRS UMR 8640 PASTEUR. the subject of much current attention in a photochemical
: Département de Chimie, CNRS UMR 8642. _ _ context4—where they provide a “funnel” that connects the
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Heidelberg. excited electronic states with the ground steteere have been
#University of Colorado. very few theoretical studies of the influence of a Cl on a ground-
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state thermal reactiof¥;*243and none in the presence of the (a)
solvent. Therefore, the present work, together with our earlier
communicatiorf? provides the first theoretical study that ++%8,
examines the impact of a Cl on a ground electronic state thermal GO’A,
reaction in solution. We draw attention to a very recent study A,
by Lorance et & on neutralN-methoxyheterocyclic radical
dissociations, where Cls are also involved; these reactions were
studied experimentally in solution and theoretically via vacuum
electronic structure calculations (also see ref 17).

Our general approach is one that has already been followed
by one of us for a variety of solution-phase charge-transfer
reactions that involves bond breaking and/or bond mafing, r
or more generally involving strong participation of reacting
solute nuclear coordinaté%Vacuum electronic structure cal- (b)
culations are used to generate certain electronically nonadiabatic — adiabatic ground state
valence bond (VB) energy curves and the electronic coupling g 24 gdiabatic excited state
between them. The latter are then applied in a formulation that
includes nonequilibrium solvation by the surrounding polar
solvent. This nonadiabatic perspective allows a formulation
which incorporates the critical featdfehat the solution phase
adiabatic wave functions differ electronically from their vacuum
values, because of electrostatic interactions of the reacting solute
with the polar solvent molecules. As will be shown, the
electronic coupling for the radical anion dissociation is large,
which is a typical and crucial feature for bond-breaking ;
reactions, in strong contrast to the simpler weak coupling gigyre 1. Schematic electronic-state patterns and energies for a phenyl
situation for outer-sphere electron-transfer react8i8.The radical anion versus the dissociation coordinate(a) in the planar
nonequilibrium solvation description is required by the feature geometry and (b) in a bent geometry. NB: in some compounds, the
that, typically, the solvent is out of equilibrium during the rapid 2Bz state may not be below @ state (see Section 2.3).
passage through the reaction transition-state (TS) r&§ibhis
important feature has not been adressed in those few semiem
pirical electronic structure treatments of aromatic radical anion
dissociations that include solvatiéni?-50-5which, instead, adopt
an equilibrium solvation perspective.

Compared to other ground-electronic-state unimolecular dis-
sociations studied via this basic approdgh! the phenylic
radical anion case is distinguished by the CI phenomenon, which
is an aspect that also distinguishes the present work from the
pioneering theoretical studies by Sawme?4823as discussed
within. With respect to the electronic structure aspects of the
problem, several semiempirical calculations eXig€ as do 2. General Considerations
several vacuum ab initio studiés**324%2However, the latter In this section, we discuss some key aspects of the electronic
addresses neither the critical Cl nor the solvation aspects, sates that are involved in the dissociation, together with assorted
whereqs the former methodology, as will be shown, unfort_u' criteria resulting in the selection of a particular radical anion
nately is generally unable to accurately and usefully describe o the present study.
even the vacuum system in planar geometry, necessitating the 2 1. Electronic States.Three electronic states are to be
present ab initio approach. (In special circumstances, however,considered for the thermal radical anion dissociation (eq 1.1).
semiempirical calculations can still be useful, vide infra.) A The first two are ther* states that arise from the degenerate
distinctive and important feature of these ab initio calculations |gyest unoccupied molecular orbital (LUMO) state of benzene,
is that they address the critical issue of the vacuum autoion- noting that the degeneracy is lifted upon adding a substituent
ization of the radical anions; the anions are unstable, with respectjn, the ring. These states are labetéd and?B; in C,, geometry,
to electron detachmentAfX]e~ — ArX + €7) in the vacuunt? i.e., referring to a planar reference geometry of the molecule.
which is an aspect that requires special techniques. For suchn* states, the excess electron is localized mainly in

The outline of the remainder of this paper is as follows. the ring. The remaining state is the one with excitation,
Section 2 involves a variety of general considerations, including namely2A;. Here, the excess electron is essentially localized
issues of the electronic states involved and the electronic in the C—X bond and théA; state leads to dissociation of an
coupling (and the key coordinate involved: the-Cl bend) to X~ ion, i.e., Ar—X)e~ — Are + X~; asymptotically, thi?A;
produce the Cl features, as well as the choice of the paradigmstate thus corresponds to the phenyl radical ground %tatee
molecule ([CN-®—ClJs") for study. In Section 3, we present three potential energy curves are schematically illustrated in
the results of vacuum ab initio calculations, which provide the Figure 1a, for a situation of planar geometry and wWigh being
explicit essential required ingredients, such as the diabatic energymore stable thafA,.
curves and the coupling between them, culminating in the picture  All these electronic states are autoionizing in the gas phase,
of the ground adiabatic potential energy surface with a bent i.e., the processAt—X)e~ — (Ar—X) + e~ intervenes, resulting
transition state for the reference vacuum dissociation. Sectionin lifetimes on the order of femtosecontf$>56However, in

4 addresses the radical anion dissociation in solution, where
the reaction actually occurs, including the basic formulation and
the evaluation of the ingredients required for its application.
Calculation of the anion dissociation rate constants in several
solvents is presented in Section 5, as are comparisons with
experiment. The similarities and differences of our approach
and previous work are also discussed. Concluding remarks are
given in Section 6.
In a companion papet (hereafter referenced as “Il”), we

analyze the reaction paths and rate constant ingredients in detail.
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Figure 2. Simplified schematic for theysr* and a;o* orbitals (left), and theéb,z* and a;0* orbitals (right).

solution, autoionization should not have a role, because of the predictions have been experimentally confirmed for radical
stabilization of the ion by the polar solvent, and the much slower anions for several substituerfs®
dissociation process dominafés? With these considerations in mind, we first consider the
2.2. Electronic Coupling.For a phenyl radical anion in planar  simplest anion, which has only a halogen substituent, e.g., the
C,, geometry, there is na*—o* electronic coupling, and a  chlorobenzene radical anion. The Cl atom already lift?Be-
symmetry-breaking coordinate motion is required for a finite 2A, degeneracy; however, it is only a weak resonance donor
coupling inducing an avoided crossing and allowing the reaction and the?B; and?A, states are still almost degenerate. This is
(cf. Figure 1b). These are just the conditions to have a Cl confirmed experimentalf} and by our ab initio calculations,
between the potential energy surfaces that correspond to eithefwhich are presented elsewhéfayhich show, in addition, that

the 2A, or 2B, state and the dissociatié; state. there is a fundamental difficulty withdi—Cl]e~ for our present
The symmetry-forbidden nature of the cleavage in planar purposes? In contrast to the neutral speci®sthese ab initio

geometry was noted long ago fab{-Cl]s~ in the gas phas&:>® results indicate that there i equilibrium geometry for the

In a manner that is similar to that for haloethylene radical anions, anion: the ground state is nonbonding, first bending and then

the z7* —o* intramolecular electron transfer occurs vid—o* dissociating without any barri&f.6”

vibrational coupling?®6% This symmetry-breaking motion was Because conditions (ii) and (iii) are thus not satisfied for the

suggested to correspond to the out-of-plane halogen®#g; simple chlorobenzene anion, we look for the adequate substituent
this was confirmed in the case sP[-Cl]e~ by recent gas-phase  for the paradigm compourfd:f® The nitro substituent is ruled
experiment® and calculations! which showed that this out-  out, because its strength as an inductive withdrawer is so strong
of-plane vibration strongly couples t#8; and 2A; states! and stabilizes th@B; state so much more than tia; state
Quallitatively, this can be understood by consideringarer, that the dissociation can occur on the same time scale as other
by*, and a;o* orbitals (Figure 2): there is no overlap between bimolecular processé$:1* The acetophenone radical anion
the pairsam*/ a;o* and byr*/a;0* in Cy, geometry, butan out-  could be another candidate, because its cleavage is well-
of-plane displacement of the halogen leads to a nonvanishingdocumented experimentaffy516.7%owever, this system is too
overlap, and thus mixing, between ther* and a;0* orbitals 52 large to be studied with the required ab initio methods. The
Thus, the reaction model that we develop within this work p-cyanochlorobenzene radical anion [EB—CI]e~ is another
centers on the out-of-plane wagging coupling mode, and its potential paradigm molecule. Indeed, the resonance withdrawer
explicit inclusion is one of the novel aspects of our treatmifit.  effect of the cyano should ensure that the reactant ground state
Thus, a relatively simple two-state picture emerges, involving is 2B1, whereas its inductive withdrawer power should lead to
2B;—2A; coupling, provided that several conditions are ful- a dissociation reaction that is neither diffusion-limited nor in
filled: (i) the 2B, state is the radical anion ground state; (ii) the competition with other processes. These qualitative consider-
2B, and?A, states are reasonably well-separated, such that theations are confirmed both experimentally, where the measured
2A, state is not thermally accessible; and (iii) the anion rate constant is in the 1610° s~! range391213.7473 and by
equilibrium geometry is planar, such that the states mix only in our ab initio calculation results described in Section 3.2.1, which
the course of the dynamical process. We next try to select aindicate thatB; is 9 kcal more stable thafA,. Furthermore,
suitable “paradigm molecule” for our study, guided by the the calculated equilibrium geometry is plarf&in contrast to
conditions described in points {i)iii), which prevent the [®—Cl]e™.
situation from becoming exceedingly complex. From the aforementioned considerations, we select{CN
2.3. Choice of “Paradigm Molecule”. Our paradigm mol- ®—Cl]e7, for the following reasons. For this species, we know
ecule choice will be thes-cyanochlorobenzene radical anion from the ab initio calculations (to be discussed in Section 3.2)
[CN—®—Cl]e~, as described below. Readers who are only that (i) the?B; state is the electronic ground state, (ii) this state
immediately interested in the result of that choice may safely is sufficiently separated from tHé, state, and (iii) the ground-
proceed to Section 2.4. state geometry is planar. These are the basic requirements for
Condition (i) requires that th#B; state should be much more ~ an analysis in terms of a two-state model, with the electronic
stable than theA, state. In benzene, these two states are coupling of?B;—2A; allowing the dissociation that was devel-
degenerate; therefore, this assurance will be achieved througtPping during the dynamics (see the end of Section 2.2).
the addition of one or more substituent(s) on the ring, with well- Furthermore, the dissociation rate should be sufficiently high
chosen inductive- and resonance_donaﬂng or Withdrawing that other deactivation routes for the anion do not have any
properties. Because the inductive effect involvesctieectrons roles, and experimental rate data are available in several room-
close to the substituent, it affects tAB; and?A, states in a  temperature solvents for compariset»13.7973.75
similar fashion but not the dissociati¢4; state. On the other 2.4. Diabatic versus Adiabatic RepresentationThe gener-
hand, the resonance effect affects theystem that neighbors  ally split adiabatic surfaces (see Figure 1b) are defined in the
the substituent: in théA, state, the orbital exhibits a node on  conventional sense, i.e., as solutions to the electronic"8ehro
the substituent-bearing C atom, whereas, in‘Bgstate, the inger equation, in the BorrnOppenheimer approximation, thus
electronic density is high on this C atom; therefore, the corresponding to the results obtained from electronic structure
resonance effect only influences t& state. Those qualitative  calculations. Focusing solely on the ground (g) and (first) excited
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(e) adiabatic states, the wave functions 8fgr,0) and We- should not be serious (and largealues are, in any event, not
(r,0), wherer denotes the distance between the chlorine and our focus). However, the impact in the transition-state (TS)
the proximate ring carbon, artlis the angle between the ring  neighborhood may not be completely negligible, and this
plane and the €CI bond. In this representation, the nonadia- limitation must be kept in mind.

batic coupling betweel¢(r,0) andW(r,0) is then of kinetic- In our formulation, we will use the aforementioned simple
energy type; it becomes singular at a Cl, which makes this diabatic representation, with the understanding that the corre-
representation computationally inconveniéit. sponding parameters will be eventually obtained from electronic

A more convenient representation for the present purposesstructure calculations for the vacuuadiabatic surfaces (see
is the diabatic representation. Focusing only on the coupled Section 3). In particular, when using the “tuning modednd

states in Figure 1, the diabatic wave functions wouldyl5e “coupling mode”d as the vacuum coordinates, the information
(r,0) and yA(r,0). The adiabatic-diabatic representation con- required in the linearized scheme consists of (i) the adiabatic
nection is then potential slopes af = 0 (Cy, geometry), i.e.xge = (0Vg,d

)=, and (ii) the parameteb in eq 2.4, giving the linear
Wye= cg’e(r,e) P2(r.0) + cge(r,e) PAr,e)  (2.1) increase B of the gap between the adiabatic surfaces at the Cl:
) AV = V(rci,0) — Vy(rci,0) ~ 2b0. With these parameters, the
where thec parameters are appropriate geometry-dependent 5 qiapatic/diabatic mixing angle, which is defitédas y(r,0)

coefficients._ Thg explici_t _cqnstruction of a suitable diabat_ic = Y, arctarf 200/[(ky — «¢)r]} determines the adiabatic/diabatic
representation in the vicinity of a Cl has been much dis- ansformation

cussed?41b-¢ |n the diabatic picture, the surfaces vary with

respect to a “tuning” coordinate (here, the carbbalogen W= cosy(r,0)y°(r,0) — siny(r,.0)y"(r,0)
separatiom, which is located at the crossing of the two surfaces . B A
(cf. Figure 1), and they are coupled and split by a potential- W= siny(r,0)y~(r,0) + cosy(r,0)y"(r,0) (2.5)

like term that depends on the coordinate associated with the
“coupling mode”, in our case, the wag an@leThis electronic
coupling, here calle@, arises from the mixing oft* and o*
orbitals, as discussed in Section 2.2 in bent geometries.

We construct a diabatic model for the coupled energy surfaces
pertaining to the radical anion dissociation in a vacu@rof
the following form:

which is a more explicit version of eq 2.1.

2.5. Analytic Diabatic Potential Models.For the discussion
of the gas-phase surfaces, and especially for the treatment of
the solution-phase reaction, we require analytic representations
for the diabatic potentials® andVA in eq 2.3.

For the energy variation in phenyl-halogen coordimatee
adopt a Morse potential for th#B, state, and an exponential
dissociative potential for théA; state. To both of these

V(r,6) = (VB(r,H) ﬁ(AG) (2.2) potentials, we add a harmonic potential for the wag coordinate,
B(0) VA(r,0) with the same force constant for tP®; and?A; states. Hence,
such that the ground and excited adiabatic potentials are VB(rﬂ) _ Vg + Ds{l _ exp[—aB(r _ fgu)]}z + %kgez
VE(r,0) + VA(r,0
Vo dr.0) = % - VA(r,0) =V + DS exp(—a’r) + %k(,ez (2.6)
%\/(VA(r,G) —VB(r,0))% + 48(0)* (2.3) Several approximations are involved in eq 2.6, which we now

discuss.

Here, the B and A superscripts refer to the uncoupled (i.e., in  We have assumed that the potential alofigis purely
the absence of any electronic coupliiB) and?A; states. Thus, harmonic for the diabatic states. A quartic component may be
we have the vacuum diabatic potentisfr,0) andVA(r,0) and added, which would become dominant for lar§eangles’®
the vacuum coupling(6). However, for the TS geometries, we will find, in Section 3.3,

A convenient prescription to define the diabatic states that the angle remains relatively smalk30°); therefore,
explicitly relies on a Taylor expansion of the adiabatic surfaces incorporation of such a component does not seem to be critical.
about the CI. It is often sufficient to include a coupling term We have also assumed that the force condtaigt the same

linear in the coupling mode, i.e., in the boundB; state and in the dissociati¥a, state. However,
the charge distribution found in Section 3.2 is different in those
B(6) = bo (2.4) two states: for théB; state, the charge is delocalized on the

entire aromatic ring, whereas for tB4, state, the charge is
more localized on the CI group. Because the state is
dissociative, the force constant is probably somewhat smaller
than that in the’B; bound state.

Finally, we have assumed that the wag force condtair
eq 2.6 is independent of the dissociation coordimate fact,

with the coupling parametdy obtained from the slope of the
adiabatic surfaces as the degeneracy is lifted away flom
0.41¢ The fact that linear coupling gives the dominant effect is
characteristic of many CI problem&-.77

In general, should also be regarded as a function of the

C—Cl bond lengthr, presumably increasing aslecreases, for ; .
fixed finite angled, because of the increasing —a* overlap. it must decrease at largewhere there is no longer any restoring

Unfortunately, we have no information from the ab initio torque for the angular motion of the Cl atdfhHowever, the

calculations about this dependence, and we have no method thatf@ctional extension of from its equilibrium value to its TS
we consider reliable to estimate it. Its impact near the planar Vlué in solution is on the order of 10%, and this neglect should
reactant geometry should not be important, because the couplindmt be grossly in error.

will vanish due to itsf dependence. At large separations
where the coupling should vanish as the orbital overlap vanishes,
our treatment will overestimate the coupling; however, because In this section, we examine the gas-phase aspects of the
the 2B;—2A; gap also increases at largevalues, the impact  radical anion dissociation problem; we describe the electronic

3. Gas-Phase Surfaces
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structure methodology that has been used, the vacuum potential (a)

energy curves and the coupling between them, and the force L
constant for the €CI bend. The two-dimensional ground-state 140
surface is then discussed, together with the rate constant.

3.1. Ab Initio Methodology. Semiempirical methods were
proven to be unreliable when applied to the different systems
considered in Section 2.3. In particular, as already noted for a
related compound in the work by Fontan&the semiempirical
2A state is erroneously predicted to be bound alg?f-53but 60
it corresponds to a dissociativg state. In addition, in the i
[®—Cl]e~ case, semiempirical methods yield a stable reactant
geometry?5Pin contradiction with the result of the more-refined
ab initio methods detailed below.

This forces the utilization of ab initio methodology for the
[CN—®—ClIJe~ anion. However, a difficulty does exist, from 80
the ab initio perspective: all the electronic states are autoionizing
in the gas phaseqf—X]e~ — ®—X + €7, i.e., with lifetimes
on the femtosecond scali&>°In contrast, autoionization should
not have a role in solution, because of solvent stabilization of
the anion. Therefore, it would be convenient to refer to a
“modified vacuum Hamiltonian”, with the autoionization process » :
inhibited, as done in Section 2.4. The difficulty is then to 50 + adiabatic ground state ]
perform ab initio calculations in such a way that the system is | © gdiabatic excited state
stabilized (i.e., the electronic states become bound) but the Ay
potential energy surfaces are not modified in an uncontrolled 405 5 10 15
way. 6 / degrees

Among the different suitable techniques that are available to Figure 3. Fitted ab initio data for [CN-®—Cl]s" (a) alongr for 6 =
study autoionizing species, we adopted the “complex absorbing,o and (p) alongé for r values similar to its value at the conical
potentials” (CAPs) methot The idea is to allow autoionization  "tersection (C).
but to absorb the escaping electron by the CAP, which is an TABLE 1: Parameters of the Morse and Dissociative
absorbing potential-iW that is added to the physical Hamil-  Exponential Forms Used for the?By, ?A;, and ?A; State$ of

e
n
=]

V / kcal.mol™
g

40

70

-1

64

V / kcal.mol

tonian H: [CN—®—Cl]."
) value
H@7) =H — inW 3.1) parameter 2B, state 2A, state 27, state
where W is typically a real “soft” boxlike potential in the Vo (keal) 38 =7 49
electron dissociation coordina®andy is a strength parameter. E‘E é\'ﬁ‘i‘;’") %i‘; %%794 11%%
The eigenvalues oH(z) correspond to the complex Siegert B ' ' :
. : redA) 1.76 175
energies of the resonant states:
aSee eq 2.6.
E.=E — |(2ﬁ) (3.2) 3.2. Ab Initio Results. 3.2.1. ResultsAb initio data points
T have been calculated for the three electronic stéBgs?A,,

whereE; is the real part of the energy that we will use in the and?A;, alongr for 6 = 0, i.e., in the planar geometry, and
solution model, and is the state lifetime. along@ for r similar to its value at the CI (see Figure 3). These
The first step of the computation is a self-consistent field data have been fitted using egs 2.6 and 2.4, with the fit
(SCF) calculation on the neutral molecule, performed with the parameters collected in Table 1.
MOLCAS5 packag® with Dunning’s doubleZ basis seéf The 2B; state is the anion electronic ground state and lies
augmented with one d-type polarization function and a (1s6p)/ well below the?A; state, which is a feature anticipated in the
[1s5p] set of diffuse functions on the heavy atoms. The discussion of Section 2.3 (concerning substituent effects). The
resonance-state wave functions are then constructed from theab initio calculatedB;—2A, gap is~9 kcal and remains almost
set of all configurations that describe the N-electron target plus constant over a range ofdistances between the equilibrium
an extra electron: (targé(ng*)!, where¢* is an orbital of geometry and théB,/?A; intersection point (see Figure 3c).
appropriate symmetry. Thus, the target electrons are frozen in To a good approximation, the gap between the couptad
their SCF orbitals, and, loosely speaking, this static-exchangeand?B; states increases linearly along the anglas assumed
assumption is analogous to Koopmans’ thedteior positive for the diabatic coupling(60) = bo (cf. eq 2.4); the gap is given
electron affinities. by A(6) = 2b6, and one can determine the coupling parameter
The specific CAP form that we used is the box-CAP that b value, given in Table 2.
was suggested by Santra et®lwhere the CAP box size has 3.2.2. Force Constant for the Out-of-Plane Berithe
been set to the maximum component of the respective nuclearpotentials alon@ also serve to determine the force constant
coordinates plus 2.5 bohr in each Cartesian direction. The CAPin the assumed harmonic out-of-plane bend potential=
Hamiltonian is then diagonalized repeatedly for different CAP 1/,ky62. We now discuss several pieces of information that allow
strengths;. All described resonance states can be identified at us to fix a range of values that we would expect kgr
all investigated geometries from thegtrajectories of their In terms of ab initio calculations, we only have force constant
complex energies that stay close to the real axis and showinformation on the’A; state. Indeed, in théB; and?A; states,
stabilization cusps. for small 6 values, the potential energy contribution from the
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TABLE 2: Characteristic Data for [CN —®—Cl]e~ (a)
V / keal.mol™
parameter value w0
gap betweefB; and'A; states ato(B1), A2 63 kcal %
wag force constant in the bound 23 cal/deg X
uncouplectA, state ky(2A,) 20 = _,’-,—,:‘,:-_:'___‘
coupling parameteh 0.62-0.75 kcal/deg i 10 o0 _:-,_-.;—__—‘_:—,;—,;,;.,;:;
equilibrium position parametex? 0.53 S PN
vacuum reaction energ,V —45 kcal 12 “;‘:%:f;:%%%}:‘-
- SOOI
2A = |VA(rg, 0) — VB(rg, 0)|. See ref 1162 x = 202%/(koA). an %%j:%%
2 =
TABLE 3: Charges and Dipole Moments in the Different =
Electronic States of [CN-®—Cl]e~, Each Fixed in Its 6/ degrees "
Equilibrium Geometry for the Neutral @ 4 257
charge dipole moment, 18 12 A T
state o Cfing Qe u (D)
neutral 0.02 0.13 —0.15 2.9
B, —0.12 —0.55 —0.33 5.1
’A, —0.08 —0.69 —0.23 3.6
2A; —0.43 —0.34 —0.23 3.2

aThe origin of the dipole moments is the center of mass. 0/ degrees
quadratic bend potentidlky0? is so small, compared to the
linear electronic coupling enerdpp, that no reliable information
on kg can be extracted from the fit of the ab initio data. The
curvature of theA, state, evaluated at= rc¢, is reported in
Table 2. We consider this to be a lower bound, because theFfigure 4. Gas-phase potential energy surface for [8R—Cl]e~ with
force constant should decrease somewhat iasrease§® ko = 28 call/ded (a) three-dimensional representation and (b) contour

Another estimate foky can be obtained by a normal-mode plot with a 2 kcal spacing between two successive contour lines. (Note
anaiysis at the anion equilibrium geometry and the approxima_ that the actual well i for larger value§ should be softer b(_ecause
tion that the wagging local-mode frequency can be identified We assumed thi, force constant to be independentgfThe trajectory

; . plotted in panel a corresponds to the virtual gas-phase dissociation,
W'th the relevant normal-mode frequency. This leads to an which never occurs, because the electron ejection is faster.
estimate oky =~ 34 cal/de§, to be compared to the vallkg =

23 calldeg that was just estimated using th&\, state TABLE 4: Influence of the Force Constant (ks) and the
curvatureds Coupling Parameter (b) on the Gas-Phase Transition State

o . . he C I
In conclusion, it would seem reasonable to consider a force I(_:%%fgtlggf (Pkreff)ctor Avae, Activation Energy (AV7), and Rate
constant range of 2334 cal/ded, with a preference for the 300

former value of 23 cal/dég ko b e Avac AV* kaoox
The reduced mass for thé coordinate is the moment of ~ (callded) (kcalideg) (A) (deg) (x 10¥s™) (kcallmol) (s™)

inertia of the Cl atom in its angular motion, which depends on 23 0.62 214 27 17 128 7610

the ring—Cl-group distancer. For simplicity, we fix its value 35 062 214 19 1.9 156 7210

at that for the transition state (TS). 23 075 214 33 11 89 3510

3.2.3. Charge Distributiong=inally, our calculations provide  distribution on the reaction characteristics will be described in
some information on the charges and dipole moments that aredetail in Section 4.
associated with the different electronic states of {@N-Cl]e~, 3.3. Ground Adiabatic Potential in the Gas PhaseThe
which will be exploited for the solution calculation, because gas-phase potential energy surface for [BR—Cl]e~, using
they govern the important reacting solsolvent interaction. the results and considerations of Sections 3.2.1 and 3.2.2, is
The calculations provide estimates for the atomic charges andshown in Figure 4. Although, as noted in Sections 2.1 and 3.1,
the dipole moments for the different electronic states, all data the anion will autoionize in the gas phase, this surface is,
being for the?B; state equilibrium geometry (cf. Table 3). nonetheless, instructive.

We will consider the neutral cyanochlorobenzene molecule  The topology corresponds to a Cl: there is an actual surface
for comparison, where we find that the Cl atom is practically crossing in planar geometry and avoided crossings in all “cuts”
neutral, whereas in all electronic states of the anion, it is more of the potential surfaces fa = 0. During the course of the
negative than in the neutral, and substantially moreso in the thermal dissociation, the ClI is approached “from below”, and
dissociative?A; state (although Table 3 indicates that, in the the cone topology deflects the trajectories. In the parlance of
latter, the CI charge is not1; we will return to this point in Robb et al33 it corresponds to a “peaked conical intersection
Section 4). At the same time, the dipole moment is much larger with a horizontal moat”, where the dynamics is confined to the
in this state. The data for ti#8; and?A, states are not identical  “moat” of the CI, which is a perspective previously discussed
but are similar to each other. As will be discussed in Section by Rettig in connection with twisted intramolecular charge-
4.2, the solvation energies for these two bound states are mainlytransfer reactions in solutidH.
due to the total point charge, whose magnitude is similar in the  Because the trajectories are forced to circumscribe the cone,
two states, and the dipole moment difference will be too small the process isdiabatic the electronic coupling influence is
to change the bound-state ordering. TherefBeshould remain predominant over that of the wag force const&nt the ClI,
lower in energy thaA; in solution; this important conclusion ~ when 6 increases from zero, the energy decrease due to the
will allow us to continue to focus in solution on t#8; and stabilization by the increasing coupling is larger than the energy
2A; states. The detailed impact of the [EMp—Cl]e~ charge increase, because of the moving away from the wag harmonic
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potential’s equilibrium position. However, for very large angle The second ingredient concerns the nonequilibrium polariza-
values, because, by assumption, the coupling is linear, and thetion state of the solvent. Although much theoretical work
wagging potential is quadratic # the potential increases again involves the characterization of the electronic structure of a

which involves the perpendicular normal-mode frequeméy
at the bent transition state and the mode frequensfgand
wg parallel and perpendicular to the reaction path in the
reactant. There are two independent and symmetric transition
states, located at6* and —6*, because the Cl atom can wag
either above or below the ring plane. These two paths are
independent, because they are very far apaug., in the most
reasonable case in Table#, = £27°—which is the origin of _ B B A A
the factor of 2 in eq 3.3. P=c0.9y (o) +c(ros yrro)  (4.1)

The aforementioned vacuum results will be used in Section where the coefficients®(r,6,5) and cA(r,0,s) depend on the
5 to gain perspective on the reaction in solutiavhere the solvent coordinates. Thus, the composition of the adiabatic
reaction actually occursand we limit our remarks here to two  states in solution, in terms @f® andy”, depends on the solvent
important points. First, we note that, at the transition state, the coordinates, which gauges the solvent polarization. In such a
parallel (i.e., along the reaction path) and perpendicular normal description, solvent effects are added in terms of a diagonal
modes almost coincide with threand & modes, respectively.  contributionGB that is dependent 059293
As we will see, this need not be the case in solution. Second,
the electronic coupling magnitude only depends on the ahgle VE(r,0) + AGZ(r,0,) B(0)
in our description. In our range & andb values, the coupling ~ G(10: ) = () VA(r0) + AGA(r.60.9)
at the vacuum TS varies betwegnr= 12 kcal/mol and 25 kcal/ ' sy

(see Figure 4). solute in equilibrium with the surrounding solv&ntthe solvent
Table 4 collects the rate constants that are calculated in thepolarization is in equilibrium with the solute’s charge distribu-
Il problem, the critical solute nuclear motions involved in the
reaction dynamics are too rapid for the solvent to remain in
R R
_o|@[«c AV* quitori 250 .
k=2 P e exg — T distribution, and nonequilibrium solvation must be addressed.
@g The solvent nonequilibrium polarization state is characterized
= Alc EXF(— ﬁ) (3.3) below, which gauges the electric nuclear (e.g., orientational)
polarization in the solvent. Because one coordinate is a reduced
solution surfaces of interest are free-energy, rather than energy,
surfaces, whose composition is now described.
anion, and the solution electronically ground and excited-state
adiabatic wave functions are expressed as linear combinations

transition state theory (TST) descriptf8rand are derived in  tion at all times-this is generally inappropriate. In the present
equilibrium with the dissociating anion’s changing charge
AVH in our description by the solvent coordinatedescribed further
description compared to a full many-body description, the
We continue to adopt the diabatic perspective for the radical
of the vacuum diabatic wave functions

mol, such that the reaction always remains very strongly _[GB(r.0.9 B(O)
electronically adiabatic. This order of magnitude of electronic - B(6) GA(r 0.9 (4.2)
coupling is consistent with other reactions that involve bond o
i 5

breaking>ee such that the ground-state free-energy surface is
4. Solution-Phase Reaction B GB(r,G,S) + GA(r,G,S)

4.1. Formulation. 4.1.1. General Perspeet. We now turn Gy(r.0.9) = 2 N
to the formulation of the radical anion dissociation problem in 1 A 5 > 5
solution, where the reaction actually occurs, for which we adopt é\/(G (r,0,8) — G°(r,0,9)" + 4(5(0))" (4.3)

a dielectric continuum solvent model. There are two key

ingredients beyond the gas-phase issues addressed and informaa analogy to the gas-phase version in eq 2.3. Because we will

tion obtained in the previous sections: the electronic structure only be concerned with the ground state, we drop the subscript

of the reacting solute, and the nonequilibrium state of the g notation. The occupation probabilities of the diabatic states

solvent. [cBA(r,0,9)]? in the adiabatic solution wave function shown in
The first ingredient centers on the fundamental feature that eq 4.1 are given by

the anion’s electronic structure, at different values of the

separation and the bending angl@ is altered in the presence  [c®(r,0,9)]° =

of a polar sol\_/ent, comp_ared to the vacuum. Thus, for exgmple, 1 GA(r,e,s) _ GB(r,B,s)

one cannot simply consider that the anion at different points of -1+ (4.4)

the calculated electronically adiabatic surface shown in Figure 2 VGAr,0,9 — GB(r,0,9)° + 4(3(0))°

4 should simply now be solvated. A natural way to describe ) ) )

the actual state of affairs is to retain the diabatic perspective of Here, VBA(r,0) are the diabatic state vacuum energies (see

Section 2.4. In the vacuum, the adiabatic wave function is Section 2.4), whereadGE*(r,6;s) are additional free-energy

generated by the mixing of the diabatic wave functions by the contributions that result from the interaction of the diabatic-

electronic coupling, as in egs 2.1 and 2.5. In solution, the mixing State charge distribution with the solvent polarization, and the

of these states to produce the adiabatic state is, in addition,self free energy” of the solvent (which is related to the

influenced by electrostatic interactions with the solvent, becauseinteraction between the electric polarization in two small

of thedifferentcharge distributions associated with these diabatic elements of the solvent, summed over the elements). If the

states. Thus, the ground (adiabatic) electronic wave function Solvent polarization were in equilibrium with the charge

of the anion in solution is a different linear combination of the distribution of the diabatic state (B, A), theRGE(r,0; s)

vacuum diabatic wave functions than that in the vacuum. would reduce to the equilibrium solvation free ene@yiﬁq94
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We will decomposeAGSB’A—and, thus GBA—into equilibrium the nonequilibrium diabatic free energies given in eq 4.5 are
and nonequilibrium solvation contributions below. 1
We pause to note that our basic perspective, and the results GB(r,gyz) = Ggq(r,a) + E|<S(r,¢9)22

which follow from it below, has been previously applied to VB

wave functiong!>46.%which are particular diabatic wave func- A A 1 5

tions, each with a definitéxed charge distribution (or at least G029 = Geq(r’e) + éks(r,ﬁ)(z -1

one that, even if varying with an internal coordinate such,as (4.8)
gulggaigggdtigttC;Lg]ivzc\)/zaftﬁ%ﬁt ggéa;tﬁé rjﬁ‘j'rfe;eflw glrjéd where we have introduced a new solvent force “constadat”,
precisely independent & Here, we apply the formulation to (r.0).

the diabatic states we have previously discussed; the issue of .

any possible solvent dependence of the charge distribution of K{I:0) =k S X [Poreq (% 1.0) = Poreg (i 1.0)° (4.9)
the reacting system, and thusp® andy”, will be discussed

in Section 4.2.1.

4.1.2. Diabatic Free Energie$Ve now outline the develop-
ment to find the form of the diabatic free energ®@%(r,0,s),
extending the basic procedure of Lee and Hyhasd Borgis
and Hyne# to the anion dissociation. A dielectric continuum
model is used for the solvent. It is assumed that the electronic
polarization of the solvent is equilibrated around any relevant 3G(r,6,2)
charge distribution of the solute, because of the rapid time scale Tz
of the solvent molecule electrons. On the other hand, the
orientational polarizationbecause of the dipole moments of so that when the solvent is in equilibrium at any giveand®,
the polar solvent moleculess not generally so equilibrated;  and this derivative vanishes, the solvent coordinate is equal to
thus, we must consider general nonequilibrium orientational the square equilibrium A component of the adiabatic wave
polarization fieldsPo(x), wherex indicates a field pointin the  function:
solvent.

In the special case that the orientational polarization is Zeqz[céq(r,e,zeo)]z (4.11)
equilibrated to the solute’s charge distribution, the latter with
internal coordinates and®, in either diabatic statéB; or 2A;, More generally, one should regard the electronic composition
then an equilibrium orientational polarizati ;gq (x; r,0) at a fixedr and 6 as a function of, via eqs 4.4 and 4.8.
exists in the solvent, and the free energy is the equiliorium  For qualitative purposes, the aforementioned description, in
one: GS&A(r'Q)_ Here, the I(,0) dependence arises because, for terms of z, would be sufficient. However, for the anion
examp|e, in théA state, the location of the negative|y Charged dissociation, we will calculate the rate constant, and, in I, the
CI~ anion will be different for different andé values. In the ~ reaction path; both calculations require the inclusion of the
general case, the free energies are functionals of the polarizatiorkinetic energyKor 0 f dx [Po(X)]?, which is associated with

which, however, is dependent on the solute internal variables
and @, because the equilibrium polarizations are dependent on
them.

Using eq 4.8 in conjunction with eq 4.3 for the adiabatic free
energyG, it is easy to show that the derivative ®f with respect
to the solvent coordinate (using eq 4.4), is given by

k(r,0)[z— c*(r,0,27 (4.10)

field Por(x): the polarization fieldPy(x), where the dot indicates time
differentiation. Using eq 4.7, because of thendf-dependent
GPA(r,0,[P,(0)]) = equilibrium polarizations, this leads to cross terms in kinetic

BA 1 BA 5 energy, e.g., a cross term that involzesThus, the termg, r,
Geq (10) + 3k f dX [Py (X) = Pored; 1,0)]° (4.5) and 6 are not dynamically independent variables, which very
greatly complicates the analysis. However, as shown in I, a

in which newsolvent coordinate can be defined in which the kinetic
1 . energy is diagonal i1, t, 6, circumventing this difficulty. As
o _ detailed in that work, we assume that the charge distributions
= 4a|— — (1/ 4.6 '
ks ﬂ(em)((llew) ( E)) (4.6) of the 2B; and?A; states are not sensitive ty and that the

2B;-state charge distribution (centered in the aromatic ring) does
which involves the static dielectric constargnd high-frequency not change with the €CI extensiorr, such that theéB,-state
dielectric constant., is a force constant that gauges the equilibrium polarization is independent phndf, and the?A;
difficulty of having an orientational polarization fluctuation away state equilibrium polarization is independenttbf
from the appropriate equilibrium value. The dielectric constant

combination ((1¢.) — (1/)) is a characteristic for that polariza- 8P§,’eq BPE,Veq
tion (see, for example, refs 48 and 98). “ar 90 0
We now assume that, for the anion dissociation, the relevant
nonequilibriumPy(x) throughout the reaction process is a linear aPﬁr’eq
combination of the equilibrium polarization fields &8, and Y R (4.12)
2A1:

i.e., the equilibrium functional dependences are

. o . . - Pored:0) = Por.ed e
The variablez thus specifies the orientational polarization state
of the solvent and can be regarded as a solvent coordinate. Thus, Pﬁr,e@(r,e) = Pﬁ,’et{r) (4.13)
for smallz, the polarization is more similar to that appropriate
to the2B; state, whereas far values that approach unity, itis  with rgq being the equilibrium €CI bond extension in the B
more similar to that appropriate to tR&; state. Using eq 4.7,  state of the anion.

Po(X) = (1= 2) Po ofX; 1.60) + 2P 5 X 1,6) (4.7)

or,e
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The solvent coordinate then is given by terms is a constant that isdependenof the anion system
internal variables and 6.
k(") The equilibrium positionsg,(r) defined in egs 4.19 have
= 5 (4.14) the following significance. When the anionic system is in the
ks(rev) 2B, diabatic state, the equilibrium solvent coordinate vaﬁg‘e

= 0 denotes an equilibrium solvent polarization condition
appropriate to the equilibrium geometry= rgq. When the
solute is in the?A; diabatic state, the equilibrium polarization
changes as charge is redistributed between the ring and the CI
atom as the latter moves away; this is ultimately reflected in eq
4.19 via ther-dependenig(r) factor. We must stress that this
shift, which will be more fully discussed in Section 4.2, is within

1 the diabati?A; state. The charge shift for the reaction itself is
Afr) = Eks(r) a consequence of the electronic coupling between the diabatic
2B, and?A; states; i.e., it occurs in the electronically adiabatic
ground state.

Similarly, we emphasize that these equilibrium positions are
for the diabatic states. For the adiabatic case, there is only one
where the latter is just the former evaluated at the B-state soluteequilibrium solvent coordinate positic, for a givenr and#,
equilibrium geometry. The expression fty(r) from eqgs 4.15 which, from eqs 4.14 and 4.11, is
and 4.9, with the relations given in eqgs 4.13, is

in which ks (given in eq 4.9), by the aforementioned assump-
tions, is now only a function of, and ks(rgo) is its value
evaluated at the equilibrium geometry of the radical anion in
the B state. It will prove more convenient to re- express these
parameters in terms of reorganization energies, whose signifi-
cance is explained below:

3= 2% (4.15)

k(")
k(red

Generally, the electronic composition is given by eq 4.4, together
Using egs 4.14 and 4.15 (together with eq 4.9), the free with eqs 4.17 and 4.18.

energies presented in eq 4.5 can now be expressed in terms of 4.1.3. Diabatic Free Energy DiscussioBquations 4.15

10 = iy J O [P 1) = Pl i1 Sed10) = [Cefr 059" (4.20)

€.l(1e,) — (1/e)] e (4.16)

the solvent coordinats, via our working equations: 4.19 complete the reformulation of the diabatic free energies
GBA(r,0,9), in terms of the new solvent variabse
GBA(r,0,9) = VBA(r,0) + AGg'éXr) +A(s— SE(’]‘A(I’))Z The schematic behavior of the diabatic free energies presented

(4.17) in eq 4.17 is illustrated in Figure 5. We consider the two-
B B B dimensional (, s) perspective, in which the geometry is planar
AGg (1) = AG;{reg (4.18) (6 = 0). At any other fixed angle, the bending potentigk,6?

o ~would be added and would thus simply add a constant term to
where we have now expressed the equilibrium free energies inall displayed curves. In the ensuing discussion, we describe these
terms of their two components®A(r,0), which is the diabatic-  curves, focusing on the issues of the solvent equilibrium

B,A H . .
state vacuum energy (cf eq 4.2), aA@,{r,0), which is the positions and force constants.

equilibrium solvation free energy for the solute geometr§)( In panel a of Figure 5, we focus on the dissociation coordinate
Consistent with eq 4.13, the equilibrium solvation free energies r behavior, with the solvent coordinate transverse. The vacuum
for the anion in the diabatic states are independert, afith contributionsvBA(r,0 = 0) for the bound and dissociative states

that for the?B; state having no dependence, whereas the are indicated by the dashed curves. In a polar solvent, the
dependence is retained fmGQe((r), which corresponds to the  constant equilibrium solvation free ener@)ﬁfye((rso) for the
different degree of equilibrium solvation as the Cl moiety moves 2B; state, with the charge localized in the ring system, lowers
away from the ring in théA; state; as discussed later in Section the vacuum curv®®(r,0 = 0) uniformly. The solvent coordinate
4.2.1, this involves a redistribution of the charge between the equilibrium position is iq = 0, and the nonequilibrium
ring and the CI atom. solvation contribution wellig(s — s5)2 = A< is indicated as
The net consequence for these free energies of the shift toa transverse well. In regard to the dissociative dialFaticstate
the new solvent variabledescription is that there are harmonic iy panel a, along the lins = s(r), where the solvent is
contributions for the nonequilibrium polarization terms, centered equilibrated to the dissociating a?ni@Al state at each, the

.ope . e ’A . .
at the equilibrium positions.;'\(r) of s for the anion reaction equilibrium solvation free energ&G..{r) lowers the vacuum

system in the’B; and?A; states: curve VA(r,0 = 0) by an increasing amount as the-Cl~
B coordinate increases. For ease of representation, we only label
Seff) =0 this stabilization at a convenient geometrd, that corre-
sponds to a contact ion pair (CIP). At anythe nonequilibrium
s’;q(r) _ A{r) (4.19) solvation contributiortds — Se“q(r)]z_is a transverse well with a
(5 ) (constant) force constakg = 24, with its minimum located at

s= s;\q(r) = /AL, as indicated in Figure 5a only at the
These expressions follow from the definitions in eqs 4.14 and CIP geometry.

4.15, together with eq 4.9 and the evaluations of eq 4.7 at the In panel b of Figure 5, we display the solution situation in
appropriate equilibrium polarizations for tAB;- and?A-state the solvent coordinate at the two different values of labeled
solutes, with the assumptions given in eq 4.12. An additional in panel a. The two diabatic solvent curves are displayed at the
important feature of the coordinate description is that the force  2B;-state equilibrium geometny = qu; these two curves were
constant, 25 = ks(rsq), for the nonequilibrium polarization  represented as transverse in panel a. The two solvent wells have
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G
(a)
S
G r=rB
(b)
A
Atép
: i : —
8, s{:q(rgq) S o s@l(rélp) S

Figure 5. Schematic picture of the definitions m‘GSB'A and s, showing free-energy curves of tBB; and?A; states along (a) the dissociation
coordinate and (b) the solvent coordinasen the reactant and product geometries. In both cases, the geometry is kept planar. Legend for the upper
panel is as follows: £ — —) in the vacuum and-{) in a polar solvent.

A e B ) A e
different equilibrium positions but the same force constaat 2 AN =GCrs= SSq_ 0) = Gedrs S;[r])

Indeed, this figure identifiests as the so-called solvent 2 s

reorganization energy at= qu. As indicated in the left-hand = 7[%(0 - Seq(r)] (4.23)

panel of Figure 5b, the latter Is defined in terms of a Franck
Condon transition from the bottom of tBB; curve to the?A; s 8
curve, at the?Bs-state equilibrium solvent coordinate valge ~ With Se(r) = qu(reo) =0.
= sgq = 0, followed by the solvent reorganization to the This completes the discussion of the diabatic free energies
minimum of the?A-state curve: G* and GB. The desired ground-state adiabatic free-energy
surfaceG(r,0,s) is given in terms of these energies in eq 4.3.
A, =GB, s=s =0)— GArB, s=LrB)) 4.2. Solution-Model Specification.In this subsection, we
s & qu e SQJ eD] examine the specifics of the modeling of the solvation aspects
22 of the rate probl first di ing th ilibri Ivati
_ ALB B s Byi2 problem, first discussing the equilibrium solvation
=G (req, ST s;[req]) + 2 [séq(reo)] and then the nonequilibrium solvation features that are required
GA(rB s= s/:({rBOD in the overall free energ®(r,0,s) expression (cf. eq 4.3 and
eq e
eqgs 4.154.19). Several features are common to both. The

_ 2 B a2 solvation is treated by considering the molecule to be composed
o 7[$:q(re°>] of two cavities that are embedded in the dielectric continuum
B solvent: one centered on the aromatic ring, the other on the ClI
— Ar=reg| _ 1 (4.21) moiety. In the boundB state, the negative charge is mainly in
9 Afr = rgo) s ' the ring cavity, and in the dissociati¢4; state, it is mainly in

the CI cavity (to a degree that depends gnsee below).

Dissociation then involves a charge transfer from the ring cavity
On the other hand, at a differentvalue, e.g.r = rg, in the to the Cl cavity, which is allowed by th#8,—2A; electronic
right-hand side of panel b in Figure 5, the reorganization energy coupling, and the dominant effect of solvation is due to the
is different, because the equilibrium solvent position for#he charge-solvent interaction. In the treatment below, any depen-

: _ .B.
state differs fronT = req dence of any solvation on the wag angle is neglected, which is
consistent with our model specifications in Section 4.1.2.

Ar=rgp) = GMNrgp s=5,=0) — ~ 4.2.1. Equilibrium Salation Free-Energy Formulatiorie
GA(rA L s= LA first consider the equilibrium solvation free energies, which,
edTcre i‘l crl) from eqgs 4.17 and 4.18, are

_ %(ls(r = rélp))

5 - (4.22)

27 1
AGE (1) = - ;[m] [ dx [P 20 rE? -

Equations 4.21 and 4.22 both are special cases of the general 2;1[;] f dx [P, 2(x; rgq)]2
relationship 1—(Ye,)

S
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TABLE 5: Solvent Static and High-Frequency Dielectric
A 1 1 Ao N2 Constants € and €., Respectively), Solvation Free Energies
AGs,ec{r) = _2[—(1/6 ) — (1/6)] f dx [Py, (X 1)]” — (AGy), and Estimated Chlorine and Ring Cavity Sizes &c;
€ o and ag, Respectively) for [CN-®—Cl]e~ in Water, Dimethyl
Formamide (DMF), and Acetonitrile (MeCN)

1
h[m‘ S X [P (xiN]” (4.24)

value
. o ) o ) parameter water MeCN DMF
in terms of the orientional and electronic polarization fields " 784 375 367
PEA(x). These are as follows: ‘ ' ' )
or,ef\*)- : €0 1.78 1.80 2.04
AG;s (CI7) (kcal/mol) —83 73 -7
€1 1 AGs (CN—®") (kcal/mol) -6 —57° —56°
B _ B/.,. B s
Por.edX) = E(E— - ;)E (X; reg) aci (A) 1.97 2.21 2.25
© as (A) 2.65 2.85 2.90
pB ) = 1,1 EB(x: rBo> a Dielectric constants from ref 117 Hydration free energies from
ele 47 €, e ref 117.¢ Solvation free energies in DMF and MeCN from the hydration

free energies, and the transfer free energies from ref 4%@lvation
€af1 1\_a free energy from ref 105, plus the difference between the hydration
Pﬁr,e,{X; r = 4—(— - —)E (x;r) free energies of Clin refs 117 and 105 No transfer free energies
TN € were available fod—CH,; it was estimated from the values from
1 1\ A ref 117 for anions that have similar hydration free energiesaid
PhodXi 1) = Ez(l - G—)E ;1) (4.25)  SCN).

the Cl atom to a moleculas* orbital, delocalized over the Cl
atom and the ring C atom that it is approaching.

As confirmed by the ab initio calculations, for tHé;
electronic state in théB; equilibrium geometry, the Cl charge
is only approximately-0.4 (see Table 3). Most of the remaining
negative charge is on the C atom that bears the Cl atom, and
5 s 1 1 5 N 5 recgives a_pproxim_ately hal_f of_ t_he electronic_ density ofdte

AGg(leg = — @(1 - E)f dX [E7(X; Teg)"E™(X; Teg)] orbital. This explains the significantly negative charge on the
ring in the2A; state reported in Table 3. TRA; state charges
A _ 11 Arye 1Y EAfy- thus depend on the bond lengttas modeled by an exponential
ACsedn) = 8\71(1 e)f A [ET0G1)-ET0G ] (4.26) decay,q3(r) = —1 + qo exp(—r/d). The parameter valuegy

) ) . o = 3.2 andd = 0.9 A, are obtained from AM® semiempirical
where the electronic and orientational contributions have been -5icylations with configuration interaction between five states,

combined. The (I- (1/)) factor here reflects the feature that performed with AMPACfor different bond lengths, and in
both the electronic and orientation polarizations are equilibrated; 5 planar geometry, where the obtained adiabatic states coincide
the static dielectric constamtgauges the total polarization in  \ith the diabatic states.
equilibrium. . In addition, these calculations show that the cyano endgroup
_ We evaluate these in terms of the Born model of solval#n,  charge remains approximately constant when theCChond
in which the equilibrium solvation free energy of a unit charge s sretched. Even at very largevalues & 5 A, i.e., well past
in a cavity can be expressed as the transition state (TS)), the CN charge in the dialFaicstate

1 1 has ultimately decreased in magnitude by onl25%; the

AG(e) = — 5(1 - —) f dx [E(X)-E(X)] (4.27) approximate constancy of tHié;-state CN charge from the
€ reactant to the TS region is evidently associated with the fact

that, as discussed previously, the major rearrangements in the

whereEBA are the vacuum electric fields that result from the
charge distributions of the reacting solute in i3 and?A;
states. Substituting eq 4.25 into eq 4.24, the equilibrium free
energies of solvation can be directly expressed in terms of the
vacuum electric fields:

whereE(x) is the vacuum field due to the charge. Evaluation

for a spherical cavity gives the well-known reggt ZAl_ state are associated with rearrangements in theCIC
moiety, far from the CN. Therefore, we assume that the CN

& 1 group charge remains constamicf = —0.28), and we ap-

AG(e) = — 2—61(1 - E) (4.28) proximate it to be identical in both t#&; and2B; states, which

is an approximation that has been shown to be reasonable by
in terms of the static dielectric constanif the solvent, the ~ the AM1 calculations. The cyano endgroup thus generates no
elementary charge, and the cavity radiua, which is the key difference in the equilibrium solvation free energies of the two
ingredient that must be assigned for each of the two cavities of States, and no solvent reorganization occurs around it during
the [CN—®—ClJe~ model. The specification of the cavities is the charge transfer. Its only effect is to reduce the magnitude
discussed next. of the charge transfer between the ring and the CI atom. The
4.2.2. Caity Model SpecificationThis specification proves  ring cavity charge is eventually deduced a§(r) = —1 —
to be somewhat long and complex; readers who are moreqél(r) — Jcn-
interested in the results that follow from the specification may  The Cl cavity radius is determined by the requirement that

proceed directly to Section 5. the Born solvation free energy fit the experimental hydration
4.2.2.1. DissociativéA; State. For very large values, the free energy of the Cl anion. For the ring cavity, we use an
adiabatic ground state asymptotically tends toward ¥he estimate based on the benzyl anion with a full negative charge

diabatic dissociative state, and there is a full negative charge inin the cavity. For simplicity, we assume that the cavity sizes
the CI cavity and no charge in the ring cavity. However, for are independent of the magnitude of the charge in the cavity.
smallerr values, the orbital that accommodates the excess The cavity sizes in water, dimethyl formamide (DMF) and

electron is transforming from an atomic 3p orbital localized on acetonitrile (MeCN) are reported in Table 5. It is an unavoidable
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TABLE 6: Calculated Charge Distributions for 2B; With such cavity radii, in the ground-state equilibrium

[CN—®—Cl].~ Ground State in the Gas Phase and in geometry, the two cavities will overlap, because, from our ab

\(’E/)?}ﬁ:r)' égﬁ/tgr'?t'g'(lgb('\lﬂn?t%\% e@ﬂﬂﬂgﬁhjyé&grgamude initio calculations, the distance between the ring center and the
C atom isdcc = 1.41 A and the € ClI equilibrium distance is

charge distribution 1.76 A, so that the distance between the two cavity centers is
environment method i ring Jen 3.17 A. This would bring us into a regime where the separate
vacuum  ab initio —0.12 -055 -0.33 cavity approach is definitely no longer valid. To address this
vacuum  AM1-C.l.5 -0.14 —0.57 -0.29 situation, we have decided to rescale the cavity radii while also
water AM1-C.I.5— SM2 —0.07 —-0.57 —0.36 rescaling the solvation energies, to keep the values of those
water AM1-C.l.5—COSMO -0.07 -0.55 -0.38 energies unchanged; this could be considered to be a rescaling

MeCN AML—C.1.5=COSMO —0.08 ~0.54 —0.38 of the dielectric constant. We rescale the two cavity radii so
DMF AM1 —C.1.5— COSMO -0.08 —0.54 -0.38 . . . .
that their sum is equal to the distance between the two cavity

feature of this type of modeling that the cavity size changes centers in the ground-state equilibrium geometry. Thus, we
with the solvent. In the three solvents considered, the radius of gefine the scaling factor as

the ring cavity was estimated to be larger than that of the ClI

anion cavity (cf Table 5). At this point, we stress the importance d..+ B
of the relative sizes of the Cl and ring cavities, because these =—¢_ (4.29)
will determine which diabatic state is preferentially stabilized A T 3
in a polar solvent. ] . ] )

4.2.2.2. BoundB; State. In the planar geometry, tA&;— ar!d the new cavity radii and solvation energies (denoted by
2B, state coupling vanishes, and the adiabatic ground statePrimes after rescaling) are
coincides with the’B; state. Thus, the charge distribution of ,
our model diabati@B; state must match that of the adiabatic a=oaa (4.30)
ground state in planar geometry. These charges have already AG'seq(r') = aAG ec(r')
been calculated ab initio in the vacuum (see Table 3), but they ' ’
should be altered in solution. We estimate the polar solvent _ an 1- 1 A 431
influence on the charge distribution via semiempirical calcula- - ﬁ( Z)_ Gsedr)  (4.31)

tions in a model dielectric continuum solvent, via standard

procedure§! We have already noted in Section 3.1 that Therefore, the equilibrium solvation energies are
semiempirical calculations are generally not reliable for radical

anions; therefore, we stress that the semiempirical charge & ol 1|[@? @) 20895
distribution is only used as a guide. Nonetheless, when used in AG seq— 2 1—-= +

U U B
the vacuum and compared with the ab initio results, the )\ &a o dectre
semiempirical results seem to yield satisfactory charges (see A
Table 6). AG (') =

Two different solvent models were used for the water solvent Ao 2 A 2 A
’ r'lo r'lo 2

and the different models led to similar charge distributions; the — — —( — 1)([%'(, ) + [9a - ) qC'qg, (4.32)
main trend is a shift of the electronic distribution from=CI € dg dg dec+r

toward CN'. (Similar results are found for acetonitrile and DMF . o
solvents; see Table 6.) However, this observation raises the issudVote that eq 4.32 defines tif&\; and ?B, state equilibrium
first mentioned in Section 4.1.1, concerning the identification Solvation free energies for the anion system at the equilibrium
of the diabatic states as VB staf8syith the latter having the ~ geometry of the?B; state, i.e., at = rg, As we have already
characteristic features that the charge distribution, at any givendiscussed, we are ignoring any possible dependence of the
molecular geometry, is fixed. If tHB; diabatic state were truly ~ equilibrium polarization for théB, state on the €CI bond
a VB state, solvation would change its free energy, compared extension, largely because of the smallnessigf The situa-
to that in the vacuum, but would not change the charge tion is more complicated for théA; state. As discussed in
distribution. However, Table 6 has shown that the internal charge Section 4.2.1, there is a charge redistribution between the ring
distribution of the?B; state is changed by solvation. We must C atom and the Cl atom in th&\; state ag increases. We
conclude that the diabatf8, state cannot be strictly represented have taken this important effect into account, and it provides
as a single VB structure. Evidently, a detailed description would the majorr dependence foAG’Qeq on the bond extension that
require at least two VB states, each with a fixed charge is carried along in the formulation equations eq 4.17 and 4.32.
distribution, whose contribution in solution would be shifted Otherwise, much less important sources afependence that
compared to that in the vacuum. One could imagine, for are associated with the changing physical location of a charged
example, two VB structures with all the negative charge not in Cl moiety and the induced solvent displacement are discussed
the ring on the CN and one where that excess charge was onn ref 101.
the Cl atom. Although one could consider a generalization to  Finally, we note that, with théA; and?B; charges defined
include this feature, the extra complexity required is very as previously noted, the charge transfer betweerfBieand
considerablé>d%However, judging from Table 6, the vacuum 27, states is fractional:Aq(r) = o2, — & (r), Aq(reBD) =~ 0.4.
solution charge shift is not extensive; therefore, we will simply - This transfer factor will occur explicitly in the nonequilibrium
adopt a value oﬂgI = —0.12 in the following discussion as the  solvent reorganization free energy, which is discussed next.
diabatic?B;-state fixed distribution. 4.2.3. Nonequilibrium Sehtion Reorganization Energies.
Therefore, the equilibrium solvation energy of tig state The nonequilibrium solvation componenfs(s — se(r))?, of
will involve a partial charge in the Cl cavity and a partial charge the diabatic free energies shown in eq 4.17, involve the
in the ring cavity. The Cl and ring cavity sizes are assumed to reorganization free energly, which, with eqs 4.15, 4.16, and
be the same as those in th&; state (see Table 5). 4.25, is given by
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1
2\e,,
and, by eq 4.19, becauﬁq(r) = 0, only the equilibrium

position ﬁq(r) must be evaluated and this involves the
dependent analogue of eq 4.33:

A= %) [ ok [EA0G 18y — ER0x 15 (4.33)

S

=32

EOO

1) [ [EAG ) — BB D (4.34)

€

Again, the presence of the difference of the inverses of the high- f
frequency and static dielectric constants reflects the feature that 9

the reorganization is associated exclusively with the orientational
polarization.

When the integrals within the Marcu$lush cavity model
framework are evaluateé§2the two reorganization energies are

(1 a)fl6d - R [0g - g
/ls(r) = (g - Z)l 2ac| + 2a¢, +
[dey — de(Nlds — da()]
et 1

Ag=ALr =rg) (4.35)

wheredcc is the distance between the center of the ring and
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TABLE 7: Influence of the Cavity Sizes @e and ag)), the
Magnitude of the Charge Transfer (Aq(r — «)), and the
Charge on the Cyano Engroup ¢cn) on AGF in Water,
Acetonitrile (MeCN), and Dimethyl Formamide (DMF)?2

AGF
case solvent ¢ an(R) ac(A) Aq(e) gen(e) (kcal/mol)
a water 784 2.65 1.97 0.88 —0.28 9.7
b water 784 287 2.18 0.88 —0.28 10.1
c water 784 265 1.97 0.85 —0.28 8.8
d water 78.4 265 1.97 0.88 —0.20 11.8
e MeCN 375 285 2.21 0.88 —0.28 10.2
DMF  36.7 2.90 2.25 0.88 —0.28 9.9
DMF 36.7 3.00 2.25 0.88 —0.28 9.6

aky = 23 cal/deg andb = 0.62 kcal/deg. The termq(r — «)
represents the charge transfer from the reactant to the final product.
See text for the description of the various cases. Some selected
transition-state (TS) locations are reported in Table 8.

ated according to eq 4.32), and the reorganization enefgies
and A(r) (the latter of which enters the equilibrium solvent
position séq(r) via eq 4.20), evaluated according to eq 4.36.
Next, the TS on this surface is located (see Il), and, in each
solvent, the molecule is bent at the TS, because of conical
intersection point (CIP) avoidance; the reactant (R) minimum
also is located. Finally, the rate constant is calculated via
transition state theory (TST). The basic program is similar to
that used previously for events such &g dissociationgb-c
proton transfef®@ and excited-electronic-state intramolecular

the C atom (which has been determined by ab initio calculations charge-transfer reactiofs.

to be dec = 1.41 A) andag and ap are the cavity radii
determined previously (they are assumed not to vary with the

According to TST as applied to our three-coordinate system
and discussed in detail in 1l, the reaction rate constant is

charge present in the cavity). After the rescaling procedure, as

described in Section 4.2.1, these become

. a( 1 ;)([q% () R e ) i

€ 28 28

00

[ag — dallag — ap(r)]
e+

A= Ar=rg) (4.36)

As we noted at the end of Section 4.2.2, ndependent

27 ¢ o )F
Wm W

K= 2‘“:? (UEl ng exp(— A_G*)
RT
Wherewff is the frequency along the reaction coordinate in the
R region, whereaa, andwp, are the frequencies for the two
modes transverse to the reaction coordinate in the R region and
at the TS. We have definedG* to be the difference of the
free-energy values at the TS and the R minimidf/e recall

from Section 4.1 that it is a free energy, rather than an energy,
because of the many degrees of freedom of the solvent molecule

(5.1)

screening effects are included in the reorganization energy that are implicit in the solvent coordinate.

expressions. The origin of thredependence here, beyond that
which occurs from the-dependent charge distribution in the
2A; state, is the fact that the cost of the charge transfer from
the 2B, state to the?A; state is dependent on the transfer
distance, which increases méncrease3®

5. Reaction Rate Constants in Solution

The full details of the pre-exponential frequency factors in
the rate-constant expression in eq 5.1 will be discussed in II.
Here, we simply combine them into one prefactyr:

+
ﬁ) (5.2)

k= Asol 6X4_ RT

As we will see, theAg, factor is approximately the same for

We now address the calculation of the reaction rate constantthe solvents considerefid, = 1.6 x 1013s7) and is reasonably

for the [CN—=®—Cl]e~ dissociation in solution. We use the

similar to its vacuum analogue (cf Table 4). Thus, we focus on

approach and the parameters that have been presented previoustfie most sensitive factor fdc the AG* factor.

in the three solvents (water, acetonitrile, and DMF). After
discussion of the rate-constant formulation, we initially explore

5.1.1. Exploration of Model Parameter Senstiy of AG*.
5.1.1.1. The Wag Force Constdptand the Coupling Parameter

the variation of those parameters and the solvent to examineb. We have already studied the influencekpfand b on the
how sensitive the resulting transition state (TS) locations and vacuum reaction barrier height in Section 3.3. For our solution

barrier heights are. Using the most likely parameter choices,

calculations, we will keep the most likely values: the force

we then compare the predicted rate constants with experimentalconstant in the?A, state, which isky = 23 cal/ded, and the

results.
5.1. Rate-Constant Formulation. The first step is the

linear increase of the coupling, whichlis= 0.62 kcal/deg.
5.1.1.2. The Cavity Sizes. Case a in Table 7 gives the results

calculation of the adiabatic ground-state free-energy surfacefor the water solvent, using the hydration free energy values

G(r,0,9), using egs 4.3 and 4.1%.19, with the vacuum
potentialsvBA (given in eq 4.4), the electronic couplifig(from

eq 4.2), the equilibrium solvation free energk@sz@gfq (evalu-

employed for Table 5. However, other estimates exist for the
hydration free energi€$€> which leads to larger Cl and ring
cavity radii. The result is presented in case b in Table 7, which
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TABLE 8: Transition-State Coordinates, Prefactor Asg, 40 . T
Free Energy Barrier AG¥, and Calculated and Experimental T
Rate Constantsk and kB for [CN —®—Cl]«~ Dissociation in g sl
Water, Acetonitrile (MeCN), and Dimethyl Formamide T oolm——-——""" oA
(DMF) Solvents g AN
value 8 ]
parameter case a (water) case e (MeCN) case f(DMF) ;'r 0 )
€0 78.4 37.5 36.7 o —-G
€ 1.78 1.80 2.04 20 g i
r (A) 2.04 2.05 2.05 vac
0% (deg) 26 26 26 50 : 0 : 50
sF 0.50 0.52 0.51 reaction coordinate / arb. units
A5°'¢(X 10s) 16 16 1.6 Figure 6. Free energy in DMF and vacuum potential energy profiles
AG* (kcal/mol) 9.7 102 9.9 along the [CN-®—Cl]s~ dissociation reaction path.
Kook (x 10P s71) 15 0.5 0.9
EXp —1 —
Kaoor (¢ 10°7%) >-ir 50-500  160-450 (-90¥ behavior should be expected, more generally, for Cls that
aFrom refs 13 and 72 From refs 73 and 7X.From refs 8 and 12. involve states with differing charge distributions.

Figure 6 shows the free energy for the calculated reaction
leads to a barrier height increase~0.4 kcal. This direction is path in DMF, together with the potential energy along the
understandable, in terms of the decreased solvation for increaseqyirtual) vacuum reaction path. Although the R, TS, and product
radii, which is more important for the charge-localized Cl atom. gare all greatly stabilized by the solvent, the net solution barrier

The ring cavity sizes in DMF and acetonitrile in Table 5 have is only slightly reduced (by 2.9 kcal/mol), compared to the gas
been approximately determined from the solvation free energiesphase. The TS occurs earlier, consistent with the Hammond
of anions that have similar hydration free energies. The postulate, which is further pursued below.
consequence of this uncertainty on the barrier properties for the  Actually, although useful, the aforementioned diabatic per-
DMF reaction is detailed in Table 7: the larger ring cavity in spective explanation is quite crude, given the fact that the
case g, compared to that in case f, leads to a smaller solvationelectronic coupling that produces the adiabatic free-energy
of the (predominantlyB; state) R, compared to the TS, which  surface is very large at the bent TS, which is characterized by
is a mixture of’B; and?A; states, and, thus, a slightly reduced g finite wag angleg*. A more proper explanation would be in
AG¥ result. terms of the electronic structure of the adiabatic TS, the

5.1.1.3. Influence of the Diabatic Charge Distributions. stabilization of the contact ion pair (CIP) product and the
Section 4.2.1 showed that the determination of the partial Hammond postulate, as follows.
charges in botliA; and?B; states-and, therefore, the charge- The electronic composition of the TS for the three solvent
transfer magnitudeis not unambiguous. We recall here that reactions can be determined from eq 4.4, with the results being
this magnitude i\g(r — ), i.e., from the reactant to the final  [cB(r¥,6%,s%)]2 = 0.63, 0.61, and 0.62 in water, acetonitrile, and
product. DMF, respectively, compared to the vacuum value (0.52). The

In case c in Table 7, the magnitude of the charge transfer is important solvation of théB; state component of the electronic
decreased, with respect to case a, fraiqp = 0.88 toAq = structure of the TS species reduces the barrier compared to that
0.85. The consequence on the barrier height is a decrease ofn the vacuum. The CIP product is even more stabilized,
~0.9 kcallo compared to that in the vacuum, because the charge on Cl is

We now examine the influence of the charge located on the more fully developed: )2 = 0, and the reaction free
cyano endgroup. In our model, this charge is approximated to energies for the three solvents, defined from the reactants to
be fixed, and equal, for tH8; and?A, states (cf. Section 4.2.2). the CIP, are—73, —70, and —73 kcal/mol, respectively.

In case d in Table 7, the cyano endgroup chaxggds decreased  Consistent with the Hammond postulate, the TS will be
from —0.28 to—0.20, whereas the charge-transfer magnitude progressively earlier. Interestingly, this TS electronic structure
Aq and the Cl charges are kept constant; this amounts to variation, as in other exampH845¢46is not consistent with
changing the fraction of the ring charge that is withdrawn by other proposal$” that it should remain fixed at a value 4.

the cyano group. Decreasing the fraction of the charge fixed 5.1.2. Comparison with Experimenthe experimental rate
on the cyano group implies that the charge shared by the “active” constants for [CN-®@—Cl]e~ measured in water, acetonitrile,
parts of the system (the ring and the Cl) is increased. The barrierand DMF are reported in Table 8.

height consequence is an increase~¢f.1 kcal/mol. Indeed, Our best estimate (using the raw parameters extracted from
the larger ring charge stabilizes tAB; state, with respect to  the calculations in Table 2 and the experimental solvation
the 2A; state, because tH#8; solvation free energy is mainly  energies detailed in Section 4.2.1) is case a, for whieh1.5
due to the solvation of the ring. x 10 s71 in water. This rate constant is similar to the range

5.1.1.4. Influence of Solvent Polarity. A comparison of Tables defined by the two available ratds= 5 x 10° st andk = 17
4 and 8 shows that the solution activation barriers are, in all x 10 s™%. In acetonitrile and DMF, our best estimates are,
cases, lower than the vacuum energy barrier, and that the TSrespectively, case e, for whidh= 0.5 x 1f s™%, and case f,
location of the G-Cl bond extensionr{) is smaller in solution for whichk = 0.9 x 10° s7%, which are both reasonably similar
than that in the vacuum. These are associated trends, which aréo the available experimental determinations. However, cases
ultimately related to the better solvation of the anion system in b, ¢, d, and g show that the uncertainty on these values is large
its dissociative?’A; state, with the charge localized on the Cl  (at least an order of magnitude).
anion, compared to the bouriB; state with the charged From the theoretical rate constants just listed, the reaction
delocalized in the ring system; in increasingly polar solvents, seems to be slightly accelerated by a more polar solvent. This
the Cl location moves toward smallevalues, and thus toward  trend, although not pronounced, is consistent with the picture
lower energies, because of this differential solvation. Related of the 2A; state being preferentially stabilized with respect to
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Figure 7. Dissociation of [CN-®—Cl]e~ in DMF (case f), showing Figure 8. Free-energy profiles along thed,s) reaction coordinates,

the contribution of each (mass-weighted) coordinate to the reaction and along the path restricted to planar geometry, with no electronic

coordinater, 6, ands along the reaction path. coupling, for [CN-®—Cl]«~ in DMF (case f). The reaction free energy
is A/G = —70 kcal/mol.

the 2B; state in a more polar solvent, implying a decrease of

the free-energy barrier (see Section 5.1.1). The polarity trend in r. The required reorganization 6fandsto reach the required

of the experimental rates in Table 8 seems to be in the oppositeTS values-for the first, to avoid the CIP, and for the second,
direction. However, the change in the rate-constant valuesto provide the requisitive solvation for the TS charge distribution
between DMF, acetonitrile, and water (e.g., approximately an is largely completed before the major part of this final stretching.
order of magnitude) is too small, compared to the experimental (As we will see in Il, the reaction paths vary in important aspects
uncertainty (an order of magnitude for the measurements in for the other solvents water and acetonitrile.)

acetonitrile), to be significant. (Furthermore, related recent Figure 8 compares the free-energy profiles of [GR—Cl]e~
experiments do not observe a polarity dependéffyeln in DMF calculated along the reaction coordinate, explained in
addition, those rates have been measured by different groupdl in terms of the three dimensions 6, ands (Figure 8a), and
with different methods, and this renders the comparison more along the path restricted to planar geomeiry= 0, and thus
difficult. We would recommend a re-examination of those with no electronic coupling (Figure 8b). The barrier in the latter
experimental results. On the other hand, in our treatment, thecase is significantly highee{8 kcal/mol) than that in the former,
description of the solvent by a dielectric continuum with solute which is a pattern that has also been observed for the other two
cavities whose sizes must be determined semiempirically for solvents considered. Focusing solely on the most significant
each solvent is obviously a heavy approximation. The influence aspects of this difference, we note that, in our formulation
of solvent polarity on the rates should be re-examined with (illustrated in Figure 8), the wag angle is significaéi & 26°)
molecular dynamics simulatiot8? at the TS and the electronic coupling at this value is quite large

5.2. Comparison with Previous Work. We will discuss (B(6%) = 16 kcal/mol)!11 Beyond the feature that, in Figure 8,
many more details of the reaction rate constant, as well as thethe TS is not located at the samgor s) values in the two
reaction path, in Il. Here, we limit ourselves to an exposition descriptions, the large difference between the barrier heights
of those aspects that are connected solely to a comparison with(8 kcal/mol) is a result of the stabilizing effect on the ground-
the only previous theoretical formulation for radical anion state adiabatic surface by the electronic coupling (see ref 112
dissociation in solution, which is due to Sawvé? The latter on the additional effect of solvent-induced coupling), together
formulation shares some general features with the present work.with the smaller destabilizing effect that is due to the energy
For example, bound-state and dissociative-state model potentialcost to bend the €CI bond, i.e., just those ingredients
in the separation coordinatevere used (although not informed  responsible for the fact that the solution reaction path (I1), when
by ab initio calculations), and solvent reorganization was viewed in ther and 6 coordinates, corresponds to motion in
included (although in a fashion appropriate for outer-sphere the moat avoiding the CIP, just as in the gas phase (Figure 4).
electron transfers). Two quite significant differences are that We continue to examine these issues below.

() the C—CI wag angle was not explicitly included and its 5.2.1. Free Energy Profile along s and r at the Transition
impact on the barrier height was neglectétialthough its role State. We noted in the Introduction that the current strong
in allowing the dissociation was clearly recognized, and (ii) the electronic coupling anion dissociation is to be distinguished from
explicit numerical impact of the electronic coupling on the the situation for more weak-coupling outer-sphere electron
barrier height (and reaction path) was neglected. The explicit transfer (ET) reactions. The differences are many, but Figures
incorporation of the wag angle and the electronic coupling 9 and 10 show especially important ones.

provides essential ingredients in our formulation; therefore, here, In Figure 9, the free energy is shown as a function of the
we present some results that have been obtained using thesolvent coordinate in the neighborhood of the TS values of
methods of 1I, which are addressed specifically to the conse- (sf), all with r and 6 values at their TS values’ and 6%,
guences of these aspects. respectively. The TS solvent coordinates a local minimum.

We begin in Figure 7, which has information about the three- On the other hand, if, at these T§6* values, the electronic
dimensional reaction path for the anion dissociation in DMF coupling were ignored, as in standard ET perspectives, the pair
(calculated in ). This figure represents the contribution of each of solvent parabolas result (and there is no longer any solvent
of the coordinatesr(6,s) to the reaction path leading from the minimum). In the latter view, an activated ET process in the
R to the TS with bent geometry. The pathway portrayadd solvent coordinate would be involved. Clearly, the current
explained in I, in terms of the various time scales for these adiabatic and a standard ET description are significantly
coordinates-is a path that, initially, is dominated by the different.
reorganization of the solvent (i.e., motiong)) followed by an In Figure 10, the free energy is shown as a function of the
adjustment of the bending angle and finally followed in the C—Cl distancer in the TS neighborhood, witB ands being
immediate neighborhood of the TS by the-Cl stretch motion fixed at their TS value§* ands’, respectively. In the adiabatic
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Figure 9. Free-energy profile along the solvent coordinate, with the
solute in its transition-state (TS) geometny,§%), in the adiabatic
ground state and in each diabatic state, for {8D—ClJe~ in DMF
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Figure 10. Free-energy profile alongin the TS neighborhood, with
(6,9 = (6%, in the adiabatic ground state and in each diabatic state,
for [CN—®—Cl]e~ in DMF (case f). The free-energy origin is
G(r*,6% s).

ground state, the system goes over a barrier alor@n the
other hand, if the electronic coupling vanishes, the picture is
that of two crossing curves, again strongly contrasting the
present adiabatic perspective with that of ET.

5.2.2. Anion Bond Dissociation Energyhe considerations

Laage et al.

of dependence oD? Our [CN-®—ClJe~ reaction results in
three solvents do not provide a wide range; therefore, we have
chosen to address this question in the following manner.

Our strategy is to var artificially about its [CN-®—Cl]e~
value, separately in the vacuum and in DMF, in such a way
that the reaction free energy remains constant. To do this
conveniently, we must somewhat alter the vacuum potential
forms given in eq 2.6, such that tH&; repulsive curve is
described as in the Saaet modeP

VE(r,0 = 0)= Vg + D{1 — exp[-a(r — re)]}’
VA(r,0 = 0)= Vg + D exp[-2a(r — r3)]

=V, + D exp(2r3) exp-2ar)  (5.5)

The connection with the parameters of eq 2.6 is the following:
DE=D
Dy = D exp(2rg)
a®=a

a*=2a (5.6)

In this formulation, the?B; and?A; state bond dissociation
energies are proportional, and scaling the paranigtenplies
scaling the dissociation energies of both states by the same
amount.

With the modification shown in eq 5.5, we then calculate
the rate constants in the vacuum and in DMF, for various values
of D, using exactly our entire theoretical development used to
predict the rates in Tables 4 and 8. All these reactions are
asymmetric: in the vacuum, the reaction free energi,ié=
V4 — Vo = —455 kcal/mol, and in DMF, the equilibrium
solvation increases the asymmetryAgs = (V5 + AGL,) —

just discussed indicate the very strong difference between the(vS + AGsBec) =~ —73 kcal/mol.
predictions where the electronic coupling (and the associated For our comparison in the vacuum, for each valu@oﬁvf,

C—CI wagging motion) are neglected, and when they are
included. However, it is a very striking result that, in the former
type of treatment, Saa@€ has been able to determine that the
activation free energy for the thermodynamically symmetric
reaction A,G = 0), the so-called intrinsic barriexGy*¥, should
vary with the homolytic bond dissociation ener@y of the
radical anion (Ar—X]Je~ — [Are]e~ + oX) and a solvent
reorganization energy that, here, is calledn particular, the
intrinsic barrier height was predicted to%e

AG0¢=D+A

5.3
" (5.3)
The intrinsic barriers were extracted from rate data for non-
symmetric reactions via the quadratic relation of the Marcus
type, as derived by Saaat?

AG \2

AG' = AGy -
4AG,

1+

(5.4)

The predicted linear dependence Drof the intrinsic barriers

is obtained in two different ways. First, we use our model with
the explicit wag coordinat@ and a nonvanishing coupling. The
TS is located on the two-dimensionalf) reaction surface, and
AVE is calculated as the RTS potential-energy difference for
the symmetric reaction. The other route is via the ‘@ate
Marcus relations given in egs 5.3 and 5.4, where, in the latter,
there is obviously no solvent reorganization contribution for the
vaccum reaction, and only potential energy is involved. This
yields, in fact, the potential-energy difference between the tip
of the CI and the reactant. The two sets AW} results
displayed in Figure 11 are approximately lineabinhowever,
the comparison shows that, in thef) picture, the wag allows
access to a TS that is lower in energy, because of the avoidance
of the ClI tip, which is due to the wagging motion.

In DMF, we compare two different ways of obtainimﬁz.
First, it is (properly) calculated as the free-energy difference
between the TS and the R on our three-dimensiondld
surface. A second determination is provided by the” Satwe
Marcus relationships presented in eqgs 5.3 and 5.4. Figure 12
shows the important point that the present treatment yields an
approximately linear relation betweeXGé andD. The other

so extracted was observed to be in very good general agreemendletermination yields values GSGE, which are approximately

with experimeng24

An important question is then: does our treatment, which
explicitly includes the strong electronic coupling and the wag
coordinate neglected in the Sawe treatment, show this type

linear withD, but the value obtained is considerably larger than
that in the full picture.

5.2.3. Actiation Free EnergiesWe have already drawn
attention in our discussion of Figures 9 and 10 to the fact that
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50

T where the equilibrium diabatic free energi@é&A consist of
] the vacuum potentials and the equilibrium solvation free
energies: Ggy' = VBA + AGJE,

T T
L e-0aV* with explicit p and 6
+—|—AV"° from Saveant-Marcus relations

IS
(=)

E 30' A discussion of the therm’odynamically symmetric reaction
g | will suffice to make the basic point. The TS will be located, by
) symmetry, atG® = GA, with (cB)2 = (cA)2 = Y,, and eq 5.9
P reduces at the TS to
10 e 1
L +_ ~B% *
. . . . G =G t ZA -p (5.10)
100 120 L 160
D /keal.mol where we have defined a solvent reorganization t&rm
Figure 11. Comparison ofAVE obtained from our picture with
explicit coupling and angular coordinat@, and from the Marcus A= 2&5[5*2 + (S¢ — g:q*)z] (5.11)

Savant relationships presented in eqs 5.3 and 5.4 for different bond

dissociation energied) in the vacuum. If, for simplicity, we ignore ther dependence o@q* (see eq

—— — . . 4.19) ands,q (see eq 4.20), then this reduces to the simple result
| G-OAG" | within (r,6,s) picture | 2.4 (1/2)2 + [(1/2) — 1]2} = s

-2 AG* | from Marcus-Saveant relations In the R, we can safely assume, as a good approximation,
that the composition is pure B, i.ecBj?2 = 1, (c*)?2 = 0, ands

50

1
N
o

o
% = 0 (see eq 4.19), so that, from eq 5.9, we h&¢e= GSq at
£ 30 7 the B reactant geometry. The intrinsic barrier height for the
% symmetric reaction then is
<9 . .
AGy=G" — Gy
10 120 140 160 — £ gty _ B g— 1y _ gt
o eatma” [VE(r*,6%) — VP(rg,0 = 0)] + A-F (612

Figure 12. Comparison of the intrinsic activation free energg, where we have used the fact that, in our model, the equilibrium
obtained from our picture with explicit coupling and angular

coordinated and theAGz value obtained from the MarcaSavant SOIVatlon, fre(.e engr%y of B goesé not change between the R and
relationships presented in egs 5.3 and 5.4 for different bond dissociation TS locations: AGgeq — AGgc{reg = 0. ] ) )
energies D) in DMF. Note: for [CN—®—Cl]e~, D = 114 kcal/mol, The result shown in eq 5.12 shows two important things. First,
but the correspondingG* value reported here is not the one that we  within the approximations stated, the contribution of the@

have determined in DMF, because our analytical model is based onphond stretching contained in the expressio®(f*,6%) —
Lhe fits of the ab initio poter]tlal§, and these fits cannot be reproduced VB(r8 9 = 0)] is proportional toD, whereD is the anion

y the restrictive form of Saamt’'s model potentials that are given in eq” ! L . . .

eq 5.5: our potentials do not fulfill the condition described in eq 5.6. Nomolytic bond dissociation energy. This explains the linear

correlation withD observed in our theory of the intrinsic barrier

the barrier heights estimated in the absence of the electronic(see Figure 12). Second, te&cessver thisAGﬁ value of the
coupling and wag motion are in considerable excess Kcal) intrinsic barrier AGy (AAG, = AGy — AG;), which one
than those calculated in our theory; this excess is approximatelywould infer by ignoring the wag and the electronic coupling, is
composed of the magnitude of the electronic coupling minus then
the wagging potential energy, both evaluated at the TS. This

same sort of excess is also evident in Figures 11 and 12 at any AAGz = ,8* - [VB(B*) — VB0 =0)] (5.13)
D value considered. Here, we analyze the situation more
explicitly. which explicitly shows the difference that has been previously
To proceed, we re-express the adiabatic system free energydiscussed qualitatively: the electronic coupling minus the cost
G, presented in eq 4.3, in the form (we suppress th&gj- of the wag to reach the TS value 6f
dependent notation) This explains why the experimental intrinsic barri‘érAGz
are much smaller than th® (+ 1)/4 value that is predicted by
G= (CB)ZGB + (CA)ZGA — chcAﬁ (5.7) eq 5.3. The intrinsic barrier should not be interpreted, as

suggested in ref 12, as being mainly constituted by the solvent
in terms of the population factors, the diabatic free energies reorganization energy, with a negligible geometric reorganiza-

GBA, and the coupling. Here, we have used tBB;- and?A ;- tion energy corresponding to a significant electronic density
state populationf)2 and ¢*), given in eq 4.4, in the adiabatic ~ already in the’B; state. Numerically, for [CN-®—Cl]e~ in
wave function, and the relation DMF, VB(6*) — VB(H = 0) = 21.2 kcal/mol,A = 10.7 kcal/
mol, B¥ = 16.2kcal/mol, which shows that the geometric
BA_ [/ B2 A2 _ B reorganization energy is far from being negligible. In addition,
cc =4(C)(c) = 5.8
©)1e) x/(GA — GB)2 + 482 (5-8) our resulting intrinsic barrier vaIuAGé = 7.7 kcal/mol is in

good agreement with the experimental réwf 5.7 kcal/mol.

With 4.17 hen h .
th eq » we then have 6. Concluding Remarks

G = (c°)%G, + ()°Gh, + In this paper, we have developed a theoretical description

B\2 2 A\Z o B for the dissociation of aromatic radical anions in solution,
A(c%) <+ (CA) (s g;) ]—2c CAﬂ (5.9) illustrated for [CN-®—Cl]e~ in water, acetonitrile, and di-
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methyl formamide (DMF) solvents. A key and novel component  Beyond its role inSgnl nucleophilic substitution, radical
is the treatment of the conical intersection (Cl) aspects of the anion dissociation is also implicated in the formation mechanism
reaction. In particular, the €Cl wag motion is critical in of Grignard reagents, which is of considerable significance in
avoiding the Cl and, thus, generating strong electronic coupling organic synthesis. Two mechanisms are envisaged, which differ
between the diabatic bound and dissociative staidsch in the decay channel for the radical anid®{X]e~ intermedi-
allows the charge flow from the ring system onto the departing ate: it can either dissociate or be reduced by the magnesium
Cl atom and results in a bent transition state (TS). The required metallic surface to form a dianidhAccordingly, an analysis
electronic structure information was provided by ab initio of the present type for the lifetime of aromatic radical anions
calculations. The strong coupling of the reaction to the sur- in solution could help decide between those mechanisms.
rounding polar solvent was included via the explicit introduction Furthermore, our analysis should also be relevant for halo-
of a solvent coordinate, with attention to the central nonequi- genated uracil (halo-uracil) compoufidbkat are involved in
librium solvation feature: the solvent does not have time to DNA damage. Halo-uracils are widely used in radiation therapy,
equilibrate to the €CI stretch and bending motions as the where they are incorporated in DNA in place of thymine bases
reaction proceeds. to enhance the DNA sensivity to radiation and increase the death
The entire formulation was couched in analytic terms, Of proliferating cells. The ionizing radiation produces secondary
culminating in expressions for the dissociation reaction rate electrons and their attachment to halo-uracil leads to the
constant. Evaluation in the three solvents gave results that weredissociation Y—X]Je~ — Us + X~ producing the uracil radical
in fair agreement with experiment, given the uncertainties in Ue, which causes breaks in the DNA strand. The detailed
the latter. This success suggests that the present formulationMechanism is not yet well understood; however, recent calcula-
could be useful for other ground-state Cl-dominated dissocia- tions that are associated with the present research indicate the
tions (see, for example, ref 43). The relatively modest increase 0ccurrence of a Cl in the chloro-uracil dissociatioh.
of the rate constant with increasing solvent polariyi (order Finally, aspects of the present formulation could prove useful
of magnitude) suggests that major changes in rate constants fronfor the study of photochemical dynamics for radical anions in
one molecule/solvent System to another are ||ke|y to be SOIUtion;ll hOWeVer, the nature of the states that are excited
dominated by molecular changes, which implies different requires clarificatiot! and further theoretical developments for
electronic coupling and state ordering effects (see Sections 2.2the dynamical passage through Cls in solution will be required.
and 2.3).

Analysis of the rate constantand, in particular, analysis of
the activation free energieshowed that the inclusion of the
wagging motion and the resulting strong electronic coupling
has a very important impact on the reaction barrier; without
this effect, the barrier almost doubles, frea®.7 kcal to=18
kcal. This contrasts with the neglect of this feature in the
pioneering theoretical model that was reported by “Satie
However, the Sawant model first pinpointed the important
correlation of the barrier height with the homolytic bond
dissociation energy of the anion; this experimentally confirmed
correlation is also shown by the present theory.

The present treatment is approximate, and several improve-

ments within this present formulation could be made. Examples _ 35(1%) (guggé?béu%’a‘ﬁ‘gge;"- OCrhe’gHem- ggg- 253”22117%_75C1‘éuﬁ:t
include inclusion of the €CI bond-length-distance dependence  j F:/ic)c. Chem. Réié?%' 11 );1'3_‘?2'0_ (d) Bowman, W. Fgc)hem. Soc.
of the electronic coupling and attention to a varying screening Rev. 1988 17, 283-316. (e) Rossi, R. A; de Rossi, R. Aromatic
of the Cl solvation as the dissociation proceeds. These will not (S:lﬁbstl_tutllog b_ytthe V?/‘iul h'\_/'e?hanlljsg ?gg?) “?f())rg)grapg 1A78;P_Ame_rchanB

: : : : emical society: asnington, y . 0sslI, R. A.; Plerini, A. B.;
change the b_a5|c picture but probably W|I_I hg\_/e some relz_mvely Penenory, A. BChem. Re. 2003 103 71-167. (g) Eberson, LElectron-
minor numerical consequencE$ A more significant extension  Transfer Reactions in Organic Chemist§pringer-Verlag: New York,
of interest would be to include a microscopic treatment of the .
fint t Id be to includ i pic treat t of the 1987 )
solvent, rather than the somewhat crude dielectric continuum g; Sa‘{@”:v j-'m-JA-dPhgz- Chg”ﬂggé ?r?i939701%312130

. L . . avant, J.-M.Adv. Phys. Org. Che , 1-130.

model that has been applled_ within. In th_ls connection, one must (4) Savent. J-M Tetrahedron1994 50, 10117-10165,
remember that the electronic structure issues must be simulta-  (5) (a) Garst, J. F.; Boone, J. R.; Webb, L.; Lawrence, K. E.; Baxter,
neously addressed. One possibility would be to maintain the J. T.; Ungvay, F. Inorg. Chim. Act.1999 296 52-66. (b) Garst, J. F.;
diabatic description of the present work, augmented by calcula- \l/JVUIQVm{v t': Grignard Flfleagt\e(ntsk: ’2\‘(;3(‘)"6 D("*')OEWQ‘?NS'?'CEGY"\AH&CT;' EJd-ZM
. : . . liey—lnterscience: ew YOorkK, . (C odineau, N.; Mattalla, J.-\l.;
tions to deterr_nme thedependence of the electronic couplm_g, Thimokhin, V. Handoo, K.; Ngrel, J.-C.; Chanon, MOrg. Lett.2000 2.
and to combine that with the type of molecular dynamics 2303-2306. (d) Berg, U.; Bodineau, N.; Neel, J.-C.; Mattalia, J.-M.;
computer simulation used successfully for, e%J dissocia- ﬁimtzl;nin, \é.(;ol-i'a[rlldgg,7 Ké;7l\o/larchi, C.; Chanon, M. R. Acad. Sci., Ser.
i 45f,114a,114b i ] C. m. ) — .
thn. . For this purpose, one would have. to define a (6) (a) Abdoul-Carime, H.; Huels, M.; lllenberger, E.; SancheJL.
microscopic analogue of the type of solvent coordinate we have o, “chem. S0@001, 123 5354-5355. (b) Li, X.; Sanche, L.; Sevilla, M.
used within both to find the TS region and to examine the D. J. Phys. Chem. 2002 106 11248-11253. (c) Abdoul-Carime, H.;
dynamics in its neighborhood. In other bond-breaking and bond- Tf??lsz'shf'?Azl;sgrlml(gg)]’BFd; 'C','g-?ft;e'.ge"ci; ts.grncge'lﬂ-- ﬁtr.‘r?g“-g hﬁZg%Q "

. . . —2521. udaiffa, B.; Cloutier, P.; Hunting, D.; Huels, M.
ma.kmg. reaction problems, one can define such a c_oord}h’iat_e, A.; Sanche, L.Science200Q 287, 1658-1660. (€) Fujimoto, K.; Ikeda,
which is related to the difference of the full microscopic Y.; Saito, . Tetrahedron Lett200Q 41, 6455-6459. () Denifl, S.; Matejcik,
Hamiltonians, including the solvent molecule’s contributions, ESO%SE,&BZE%HE&&; Probst, M.; Scheier, P.;idar. D. J. Chem. Phys.
fpr the reaction system in the two diabatic Stat.es' a.nd I ;egms (7) Amatore, C.; Combellas, C.; Pinson, J.; Oturan, M. A.; Robveille,
likely that one could do the same for the anion dissociation g . Savant, J-M.: Thidault, A. J. Am. Chem. Sod985 107, 4846

problem, using théA; and?B; diabatic states. 4853.
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equilibrium solvent polarization (see ref 47). First, we consider the effect this moment how a stable chlorobenzene radical anion with a lifetime of
of this contribution at the solution transition state (TS). If ffiontribution more than approximately a picosecond can exist in solution. For further
were to have the same angle dependence as that of the vacuum contributiomliscussion, see ref 63.
in eq 2.4, i.e.fis = bsf, then a simple analysis using the angle potential (114) (a) Keirstead, W. P.; Wilson, K. R.; Hynes, J.JT Chem. Phys.
1/2kg0? and the renormalized coupling (& bg/b)b shows that the TS 1991, 95, 5256-5267. (b) Gertner, B. J.; Hynes, J. Faraday Discuss.
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in the beginning of Section 5.2 (approximateh}/-b%/ky by the factor (1 25—-37. (d) Ando, K.; Hynes, J. TJ. Phys. Chem. B997 101, 10464
+ bg/b)2 If bg/b were as much as 3096,this would be a significant 10478. (e) Ando, K.; Hynes, J. T. Phys. Chem. A999 103 10398
enhancement in the TS reduction ®70%. (This is, however, likely an 10408. (f) Ando, K.; Hynes, J. T. AcieBase Proton Transfer and lon Pair
overestimate, because the angle at the TS is increased by the faetor (1 Formation in Solution. IrAdvances in Chemistry and Physjd®rigogine,

bg/b), and positived potential anharmonicity likely becomes important, |., Rice, S. A., Eds.; Wiley: New York, 1999; Vol. 110, Chapter 6, pp
reducing the predicting TS angle.) In the other limit,5i§ were angle- 381-430. (g) Staib, A.; Borgis, D.; Hynes, J. J.Chem. Physl995 102,
independent, then, the estimate given in the text in Section 5.2 for the 2487-2505.

reduction would not be altered, becaykewould reduce the Cl and the (115) Sommerfeld, TChemPhysCher001, 2, 677—679.

TS by equal amounts. But ffs were indeed finite a# = 0, there would no (116) Because the energy gap is one of the important quantities in our
longer be a conical intersection fér= 0 in solution: the?B; and 2A; model, we note that it may be approximately determined by calculations

curves would be split by /#%. Such a splitting, although not essential for ~ for the neutral molecule, by invoking Koopmans’ theorem. This says that
the present ground-electronic-state problem, would be of potential signifi- the orbital energies for the neutral give an estimate of the electron affinity
cance for the excited electronic state to ground-state transition, i.e., in the and, hence, the energy of the anion. The estimate is reasonably good: at
usual context of the interest in Cls as photochemical funnels (see refs 33 the equilibrium geometry of the neutral= 1.74 A, the energies obtained
41). Unfortunately, we are presently unable to estimate either the magnitudeusing Koopmans’ theorem are 2.1 eBi), 2.9 eV @), and 4.8 eV 4,), to

or the 6 dependence of the required transition moment reliably. The be compared with 1.7 eVBf), 2.1 eV (), and 4.6 eV A;) from a
difficulty is that no computational methodology currently exists to calculate calculation for the anion.

such moments with CAPS (cf. Section 3.1), and one would be forced to  (117) Marcus, Ylon Sobation; Wiley—Interscience: New York, 1985.



