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The multidimensional wave packet dynamics of salicylaldimine following ultrafast infrared laser excitation
of the OH-bending and -stretching vibrations is discussed. A seven-dimensional Cartesian reaction surface
Hamiltonian in the diabatic representation is employed comprising the five skeleton normal modes which
have the greatest influence on the in-plane hydrogen motion. For the numerical solution of the time-dependent
Schrödinger equation the multiconfiguration time-dependent Hartree method is used. Coherent wave packet
dynamics is observed after excitation of the OH-bending fundamental transition, whereas strong anharmonic
mode couplings to the stretching transition cause intramolecular vibrational energy redistribution on a time
scale of about 700 fs.

1. Introduction

Ever since hydrogen bonds (HBs) have been discovered, an
effort has been made to understand their influence on the
structural and dynamical properties of chemical and biological
systems.1-4 Infrared (IR) spectroscopy provides a valuable tool
for characterizing HBs in terms of their vibrational states and
the dipole transitions connecting them. As a consequence of
HB formation, IR line shapes carry the signatures of anharmo-
nicity and multidimensional mode coupling. Indeed, the avail-
able information provides the basis for a classification of HBs
according to their strength.5 The theoretical frame for this
discussion is given by a simple Taylor expansion of the potential
energy surface (PES) where only those anharmonicities are kept
which are vital for a given situation.6,7 For instance, for an HB
of the type X-H‚‚‚Y theQX-H-stretching vibrational coordinate
will be coupled to theQX-Y coordinate which modulates the
HB geometry. This coupling can be modeled by an interaction
potential which is proportional toQX-H

2QX-Y. 5 Upon adiabatic
separation of slow and fast motions, this leads to a picture of
the PES for the motion along the slow coordinate in a given
quantum state with respect to the fast coordinate. By analogy
to vibronic transitions one expects a Franck-Condon like
progression in the IR spectrum, which in the present case would
correspond to combination transitions. With increasing system
size the picture becomes more complex, that is, in principle
many transitions can contribute to the line shape, and the
ubiquitous Fermi resonance interaction between the bending
overtone and the stretching fundamental X-H vibration may
have a strong influence. From the perspective of nuclear wave
packet dynamics in the excited X-H-stretching state, this
increased complexity manifests itself in the transition from a
simple coherent motion of the low-frequency coordinate to an
intramolecular vibrational energy redistribution (IVR) process
(for reviews on IVR see, for example, refs 8-10).

The problem of understanding the mechanism which leads
to an X-H IR band shape is even more intricate in the

condensed phase. Various models for incorporating the line
broadening due to interactions with the solvent have been
proposed,11-19 but only the recent advances in ultrafast nonlinear
IR spectroscopy20-24 gave access to a microscopic understanding
of the interplay between intramolecular and intermolecular
broadening mechanisms. The intermolecular HB dynamics of
liquid water, for instance, has been a challenge for decades,
and recent efforts in experiment20,22 and theory17,18 advanced
the subject considerably. On the other hand, intramolecular HBs
are much better defined, and this was where quasi-coherent
nuclear wave packet dynamics of an anharmonically coupled
low-frequency mode were observed for the first time.21 This
provided a look behind a broad condensed phase IR line shape,
revealing, for example, hidden combination transitions. The case
of carboxy-deuterated phthalic acid monomethylester in CCl4

was theoretically investigated using a density matrix formalism
in combination with a classical molecular dynamics simula-
tion.19,25 It was found that a reasonable explanation especially
of the∼400 fs OD stretch vibrational relaxation time could be
given in terms of a fourth-order solvent-assisted coupling
mechanism.

Quantum dynamical wave packet propagations require the a
priori knowledge of the PES. For the purpose of linear IR
spectroscopy, in many cases a representation in terms of normal
mode coordinates is appropriate,26-28 whose selection for larger
molecules can be based, for example, on the gradients of the
PES in the vicinity of the primary mode which is optically
excited.19 Being interested in large amplitude motions, that is,
proton transfer, one has to resort to reaction path/surface
approaches. Here one uses a coordinate system which is adapted
to the reaction and not biased toward a specific minimum
configuration. The idea of a reaction path/surface Hamiltonian
is to describe a few large amplitude motions accurately including
all anharmonicities while treating the remaining degrees of
freedom as orthogonal coupled oscillators.29 A reaction path
Hamiltonian formulated in terms of a one-dimensional intrinsic
reaction coordinate30 is not well-suited for proton transfer
because this path may have a large curvature yielding consider-
able kinetic couplings. In some cases it might be appropriate to* Corresponding author.
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use a straight-line reaction path instead which also facilitates a
diabatic representation where all couplings are in the potential
energy operator.31 More flexibility, however, is provided by
constructing a reaction surface in terms of several large
amplitude coordinates such as the X-H-Y bond distances32,33

or simple Cartesian coordinates.34,35 The latter choice has the
additional advantage of vanishing kinetic couplings, and it
provides a straightforward connection to system-bath approaches
used in condensed phase theory.36,37

Given a multidimensional reaction surface Hamiltonian, an
appropriate method for wave packet propagation has to be
chosen. Semiclassical methods have attracted considerable
attention recently, despite the fact that quantum effects such as
tunneling are accounted for only approximately.38 Time-
dependent self-consistent field theory in principle allows for
an efficient high-dimensional quantum propagation,39,40 but it
is not well-adapted to situations such as proton transfer where
anharmonic couplings change appreciably on the reaction
surface.41 Thus, a multiconfiguration time-dependent Hartree
(MCTDH) approach42 appears to be the method of choice for
proton transfer. In passing we note that the combination of a
reaction surface Hamiltonian with an MCTDH propagation has
the additional advantage that for most coordinates the Hamil-
tonian has the separable form required for efficient implementa-
tion in the propagation scheme.43

In ref 43 we have combined an all-Cartesian reaction surface
(CRS) Hamiltonian with an MCTDH wave packet propagation
to investigate the laser-driven dynamics of the medium strong
HB in deuterated phthalic acid monomethylester. Here only two
modes coupled strongly to the OD-stretching motion giving rise
to an IVR time scale of about 20 ps for this mode. The solvent-
induced damping of the low-frequency X-Y type mode was
about 1.7 ps which allowed for the observation of quasi-coherent
wave packet dynamics. The question which motivated the
present work can be stated as follows: Can we observe such
wave packet dynamics also in systems having a somewhat
weaker HB such that proton transfer between two stable
configurations becomes possible? Particularly, we are interested
in asymmetric low-barriersystems which in principle should
allow for proton transfer triggered by a few IR photon
process.44,45In fact, current ultrafast IR pulses are still too weak
to enable multiphoton processes, and even nonlinear third-order
spectroscopy requires a rather high extinction coefficient for
the OH band.

In this respect 2-hydroxybenzaldimine compounds (Figure
1) seem to be well-suited. However, preliminary experimental
results forN-phenylsalicylaldimine (R) Ph) in CCl4 showed
no indication of wave packet motion. Instead, an upper bound
for the population decay after excitation at 2800 cm-1 was given
as 0.9-1.3 ps.46 In the following we will concentrate on the
gas-phase dynamics of the simpler salicylaldimine (R) H)
paying special attention to the issue of coherent wave packet
dynamics vs IVR. In section 2 we outline the determination of

a CRS Hamiltonian in the diabatic representation. Section 3
briefly reviews the MCTDH wave packet propagation method.
Numerical results for a seven-dimensional model of salicyl-
aldimine (SA) are given in section 4. Here we discuss the linear
IR absorption spectrum and the dynamics after ultrafast IR laser
excitation of the OH-bending and -stretching fundamental
transitions. The paper is summarized in section 5.

2. Reaction Surface Hamiltonian

In the following we will focus on the simplest molecule from
the 2-hydroxybenzaldimine family, that is, salicylaldimine (cf.
Figure 1) because the computational effort increases significantly
with the size of the R-group. We will construct an approximate
but full-dimensional all-Cartesian reaction surface Hamiltonian
for SA. In a first step we have determined the stationary points
along the minimum energy path connecting the enol and the
keto configuration using density functional theory (DFT) with
the B3LYP exchange-correlation functional and a 6-31+G(d,p)
basis set (all quantum chemistry calculations have been per-
formed using the Gaussian 98 program package47). The opti-
mized geometries of the planar enol and keto configuration are
shown overlayed in Figure 2; characteristic parameters are
compiled in Table 1. The more stable tautomer is the enol form
because of the presence of the aromatic ring, whereas the less
stable keto form possesses no aromatic character. Quantum
chemical calculations of the stationary points for the enol-keto
tautomerization of SA have been reported previously.48-51

Specifically our results are in accord with ref 50 where it was
established that the reaction is a proton transfer coupled to an
electron transfer through the conjugated system.

Next we separate the total set of 3N ) 48 coordinates into
those of the reactive H atomx and those of the substrateZ.
The origin of the coordinate system is taken to be the center of
mass at the enol configuration with the axes pointing along the
principal axes of inertia (see Figure 2). This separation assumes
that the substrate coordinates are well-described by a harmonic

Figure 1. The two most stable tautomers of 2-hydroxybenzaldimine
compounds; for salicylaldimine (SA) R) H.

Figure 2. The two stationary configurations of SA (overlayed)
as obtained at the DFT/B3LYP level of theory with a Gaussian
6-31+G(d,p) basis set. The origin of the molecule-fixed coordinate
system corresponds to the center of mass and is marked by a cross.
The axes (x, y) point along the principal axes of inertia for the more
stable enol configuration.

TABLE 1: Parameters for the Stationary Points along the
Enol-Keto Minimum Energy Path of Salicylaldimine As
Obtained Using the DFT/B3LYP Method with a Gaussian
6-31+G(d,p) Basis Seta

enol TS keto

∆ESPE(cm-1) 0.0 1940 1308
∆Ereorg (cm-1) 0.0 3573 3112
RO-H (Ȧ) 0.999 1.293 1.729
RN-H (Ȧ) 1.716 1.194 1.038
RO-N (Ȧ) 2.611 2.406 2.579
dx (D) 0.032 -1.042 -1.743
dy (D) 2.847 3.522 3.842

a The components of the dipole momentd are given with respect to
the coordinate system of the CRS Hamiltonian (cf. Figure 2).
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approximation of the PESV(x,Z) for a givenx. Thus, we can
write for some configuration,Z(0)(x), of the substrate atoms34

In their original paper34 Ruf and Miller discuss two different
choices forZ(0)(x); that is, either one uses some fixed reference
configuration,Z(0)(xref) ≡ Zref, or the reference configuration
is taken to be flexible,Z(0)(x). In the language of proton-transfer
reactions these choices resemble the sudden switch and the
adiabatic approximation, respectively. It should be emphasized
that as long as the harmonic approximation for the substrate
atoms holds, there is no difference between these two choices
as far as thetotal CRS Hamiltonian is concerned. However,
for many systems the range of the validity of the harmonic
approximation will be located in the vicinity of the minimum
energy path on the adiabatic PES. Thus, fixing the substrate
atoms at some reference configuration might carry the system
too far into the anharmonic part of the PES. For the present
enol-keto tautomerization this implies that although the PES
in the vicinity of the enol configuration could be well-described
by fixing the substrate at the respective stationary point, the
harmonic approximation is likely to break down when crossing
the reaction barrier. This is reflected in the fact that the relative
energies of the enol, transition state (TS), and keto configuration
on the full-dimensional Cartesian reaction surface do not match
the fully relaxed values obtained from quantum chemistry.

Therefore, a more accurate description has to resort to a
flexible reference. An obvious choice for theZ(0)(x) is to perform
a partial geometry optimization of all substrate coordinates for
each value ofx. Although laborious, this procedure guarantees
the correct energetics for the stationary points. Specifically, the
single-point energies of the transition state and the keto tautomer,
with respect to the enol form, which are 1940 and 1308 cm-1,
respectively (cf. Table 1), are well-reproduced.

Having calculated the forces and the Hessian matrix as a
function of the reaction coordinates, one introduces normal mode
coordinates for the substrate atoms according to the transforma-
tion Z - Z(0)(xref) ) m-1/2UQ. Note that the normal modes are
defined with respect to some fixed reference configuration which
in the present case is the enol minimum. Thus we have

The geometries of the stationary points are planar; that is, there
is no force on the H atom acting along thezdirection. Therefore,
we have chosen to restrict the large amplitude, anharmonic
motion of the H atom to take place in the (x, y) plane. Thez
coordinate of the H atom is considered to belong to the harmonic
substrate (for details see also ref 34). The coupling of this
coordinate to the (x, y) reaction coordinates but also to the
substrate is included in the Hessian matrix. Note that the
appearance of this type of coupling is rather obvious because
the corresponding out-of-plane-bending vibration is not proceed-
ing perpendicular to the plane and its frequency is not constant
when comparing the stationary points. Hence the substrate has
total of 3N - 8 ) 40 degrees of freedom and the CRS
Hamiltonian reads

Here the potentialV(x, y), the forcesf, and the HessianK follow
straightforwardly from the normal mode transformation of eq
1. The linear coupling,∝f(x, y), appears because of the fact
that the large amplitude motion does not take place along the
minimum energy path. It is the force which acts on the substrate
normal mode oscillators to push them back into their (locally)
relaxed configuration. The mixing between the substrate normal
modes induced by the reaction coordinates is described by the
quadratic coupling, which is proportional to the transformed
Hessian,K (x, y). Notice that because of the large mass ratio
between the H atom and the substrate the center of mass as
well as the orientation of the principal axes of inertia do not
change appreciably during the proton transfer; that is, for the
present purpose we can neglect the coupling to the external
motions and retain the simple form of the kinetic energy
operator.

We have determinedHCRS from a total of 205 quantum
chemistry points in the (x, y) plane which were scattered to cover
the reaction surface valley. The data have been fitted on a regular
grid employing a bivariate, locally quintic interpolant. The
effective potentialV(x, y) is shown in Figure 3A. The right valley
corresponds to the enol form (i.e., it represents the global
minimum), and the left one corresponds to the less stable keto
tautomer. It is noteworthy that the keto valley is comparatively
shallow.

In principle, eq 3 provides a full-dimensional description of
the proton motion in SA. Of course, not all modes are strongly
coupled to the reaction coordinate, and it is to be expected that
there is some hierarchy of couplings by which the importance
of particular substrate modes can be judged. The most obvious
classification is in terms of in-plane and out-of-plane modes;
for the latterfi(x, y) vanishes. In the spirit of our two-dimensional
reaction coordinate model we restrict our considerations to the
25 in-plane substrate modes. Their coupling to the reaction
coordinates can be characterized by the total reorganization
energy

which in the present case is 3573 and 3112 cm-1 for the TS
and the keto configuration, respectively. Notice that subtracting
these values fromV(x, y) at the stationary points reproduces
the energetics of the fully relaxed PES (see Table 1). As a
compromise between accuracy and feasibility of the numerical
solution of the Schro¨dinger equation, we have chosen the five
most important in-plane substrate modes. They account for
approximately 80% and 46% of the total reorganization energy
at the TS and keto configuration. The contributions of the
different modes are listed in Table 2 neglecting mode coupling,
that is,∆Ereorg,i ) fi2/(2Kii). For the remaining in-plane as well
as for the out-of-plane modes, we assume that they are frozen
at their reference enol configuration, because none of them are
particularly strongly coupled to the reaction coordinate.

The normal mode displacements of the selected modes for
the enol reference point are shown in Figure 4; their frequencies
at the enol configuration are given in Table 2. As expected,
these modes modify the H bond geometry. We notice, however,
that the effect of modes (ν4, ν14) and of modes (ν6, ν26, ν30) is
different. The former are of the gating type because they reduce
the N-O distance and thus promote proton transfer. In contrast,
the latter three modes are directly related to the rearrangement
of single and double bonds which takes place during enol-
keto tautomerization (cf. Figure 1). In the context of proton

V(x,Z) ) V(x,Z(0)(x)) + ∂V
∂Z|Z(0)(x)

(Z - Z(0)(x))

+ 1
2
(Z - Z(0)(x))

∂
2V

∂Z ∂Z|Z(0)(x)
(Z - Z(0)(x)) (1)

Z - Z(0)(x) ) Z(0)(xref) - Z(0)(x) + m-1/2UQ (2)

H CRS) Tx,y + V(x, y) - f(x, y)Q + 1
2
[P2 + QK (x, y)Q]

(3)

∆Ereorg(x, y) ) 1
2
f(x, y)[K (x, y)]-1f(x, y) (4)
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tunneling between equivalent minima, this type of mode is
usually referred to as being of the “linear-coupling” type.52 But
notice that this classification is based on symmetry consider-
ations which do not apply for the present case of nonequivalent
enol and keto configurations.

We proceed by definingdiabaticstates,φR(x, y) ) 〈x, y|R〉,
with respect to the reaction coordinate according to the
Schrödinger equation

This definition implies that only the hydrogen motion is
accounted for and all relevant substrate modes are frozen at
their equilibrium valueQ ) 0 corresponding to the enol
configuration. The motivation for introducing the diabatic
representation is twofold: First, the diabatic states are rather
useful zero-order states for classifying the nature of the IR

transitions in terms of OH-bending and -stretching transitions.
This is illustrated in Figure 3 where we show the respective
wave functions for the ground state (panel B), the first excited
state (OH bending, panel C), and the second excited state (OH
stretching, panel D). The excitation energies for the lowest 10
diabatic states are given in Table 3. The second point is of a
more technical nature. It is to be expected that the harmonic
approximation for the substrate modes breaks down far away
from the reaction surface valley. Thus, it is rather difficult to
obtain reliable information about the substrate modes on the
full range of coordinates shown in Figure 3A. In practice this
means, for example, that the Hessian will have several negative
eigenvalues. However, from Figure 3 it is also clear that the
diabatic wave functions, which can be obtained on a much larger
grid than a useful Hessian, are localized in the relevant reaction
valley region where the substrate mode potential can reliably
be obtained.

In the diabatic representation the CRS Hamiltonian for the
reduced seven-dimensional model is given by

where the diabatic potential energy curves have been defined
as

Figure 3. (A) Potential energy surface,V(x, y) for the reaction coordinates corresponding to the in-plane H motion in SA with the substrate normal
modes fixed at their equilibrium positions (see Figure 2). The contours are given in steps of 500 cm-1 up to 6500 cm-1. The wave functions for
the ground state (B), the lowest bending excitation (C), and stretching excitation (D) are given as well. They have been calculated on a 64× 64
grid in the interval (ina0) x ∈ [3.3:1.3] andy ∈ [-2.0:-0.3] using the WavePacket 3.0 program.57

TABLE 2: Mode Number ( i), Mode Frequencies at the Enol
Configuration of SA, and Approximate Reorganization
Energies for Each Mode at the Transition State (TS) and
Keto Configuration As Obtained Using the DFT/B3LYP
Method with a Gaussian 6-31+G(d,p) Basis Set

∆Ereorg (cm-1)

i ωi (cm-1) TS keto

4 336 1317 3
6 451 771 88

14 861 1100 55
26 1333 114 635
30 1513 263 755

[Tx,y + V(x, y)] φR(x, y) ) ER φR(x, y) (5) H CRS
diab )

1

2
P2 + ∑

R,â

[UR(Q)δRâ + VRâ(Q)(1 - δRâ)]|R〉〈â|
(6)

UR(Q) ) ER - fRRQ + 1
2
QKRRQ (7)
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and the coupling between the diabatic states is given by

Here fRâ andKRâ are the diabatic state matrix elements of the
forces and the Hessian, respectively. As an example we show
diabatic potential energy curvesUR(Q14) for modeν14 in Figure
5. The lowest state corresponds to the global minimum, enol
tautomer, and curve 5 to a diabatic state localized in the left
minimum (keto form). As indicated earlier, the second state
represents the bending and the third state the stretching
fundamental vibration. The fourth state is the second excited
bending vibration (overtone). This means that the first four states
are localized in theenol well (-OH), whereas the fifth state
has aketo character(-NH). For that reason the fifth curve has
the greatest shift with respect to the ground state, which implies
a strong force acting on this mode in the keto valley.

In the following we investigate the dynamics triggered by
an ultrafast IR laser pulse excitation. The matter-field interac-
tion is described (within the dipole approximation) by a time-
dependent interaction Hamiltonian, which contains the dipole
moment operatord(x, y) in the diabatic representation

For the laser field we will assume the following form

whereê andε0 represent the polarization and amplitude of the
field, respectively,τ represents the duration of the pulse, and

Figure 4. Normal mode displacement vectors at the enol configuration for the five most important in-plane substrate modes. The mode frequencies
and reorganization energies are compiled in Table 2.

TABLE 3: Number of Single-Particle Functions per Diabatic State,|r〉, and the Grid Dimension (min(Qi)/max(Qi)) Used for the
MCTDH Wave Packet Propagation for the Substrate Modes Shown in Figure 4

diabatic state (R)

i
1

(0a)
2

(1416a)
3

(2612a)
4

(2811a)
5

(3806a)
6

(4063a)
7

(4253a)
8

(4702a)
9

(5140a)
10

(5450a) gridb

4 5 4 4 4 4 3 3 3 2 2 -170/170
6 5 4 4 4 4 3 3 3 2 2 -130/130

14 5 4 4 4 4 3 3 3 2 2 -70/70
26 4 3 3 3 3 3 3 3 2 2 -45/45
30 4 3 3 3 3 3 3 3 2 2 -40/40

a The transition frequency in cm-1 is given in parentheses.b Units area0xamume.

VRâ(Q) ) -fRâQ + 1
2
QKRâQ (8)

Hfield(t) ) -∑
R,â

|R〉dRâ ε(t)〈â| (9)

ε(t) ) êε0 Θ(t) Θ(τ - t) sin2(πt/τ) cos(Ωt) (10)

Figure 5. Diabatic potential energy curvesUR(Q14) for modeν14. The
arrows schematically show the laser pulse excitation of the bending
(I) and stretching (II) fundamental transitions. The actual excitation
frequencies have been chosen according to the linear IR spectrum which
contains the effect of diabatic state and mode-mode coupling.
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Ω represents its center frequency. The dipole moment vector
is oriented in the plane of the molecule, that is,d(x, y) )
(dx(x, y), dy(x, y), 0). In the vicinity of the enol configuration
the gradient of the dipole fordx(x, y)/dy(x, y) points ap-
proximately along thex/y axis (not shown). Notice that we have
tacitly assumed that the field interacts with the reaction
coordinates only. This point will be further discussed in section
4.

To summarize this section, the total CRS Hamiltonian can
be written as

Both contributions are readily incorporated into the MCTDH
wave function propagation which will be outlined in the next
section.

3. MCTDH Wave Packet Dynamics

The time-dependent Schro¨dinger equation for the CRS
Hamiltonian, eq 11, has been solved using the MCTDH method,
as detailed in ref 42. Here the wave function is expanded in the
set of diabatic states|R〉

where the coefficients are represented as linear combinations
of Hartree products of one-dimensional time-dependent single-
particle functionsæ,

HereQi are the substrate normal mode coordinates andAJR
R (t)

are time-dependent expansion coefficients for the Hartree
productΦJR

R . Equation 13 corresponds to the so-called multiset
formulation, where different sets of single-particle functions
have been defined for each diabatic state.42,53 In the simulation
we employed 10 diabatic states, with the numbers of single-
particle functions per level for each mode compiled in Table 3.
Each single-particle function is expanded using a fast Fourier
transform primitive basis representation with 32 grid points (see
also Table 3).

Using the Dirac-Frenkel variational principle, one arrives
at a system of coupled equations of motion for the expansion
coefficients and the single-particle functions entering eq 13. The
numerical solution requires the evaluation of multidimensional
integrals to obtain a mean-field Hamiltonian matrix. Here it is
important to emphasize that the CRS Hamiltonian, eq 11, is
separable with respect to the substrate modes which enables a
very efficient integral evaluation.43 The propagation of a wave
function has been performed using the Heidelberg MCTDH
package.54 We employed a variable mean-field method using
the Adams-Bashforth-Moulton predictor-corrector integrator
of sixth-order with an error tolerance of 10-7 and an initial step
size 0.01 fs.42

4. Numerical Results

4.1. Linear IR Absorption Spectrum. Before presenting
laser-driven dynamics, we will focus on the stationary linear

IR absorption spectrum which can be obtained from the dipole
autocorrelation function according to (nmol: volume density)36

Here pω0 stands for the energy of the ground state|Ψ0〉 (for
simplicity we assume that the temperature isT ) 0 K).
Furthermore, a phenomenological damping parameterΓ has
been introduced to account for the effect of lifetime broadening.
The latter will be dominated by the interaction with, for example,
a solvent and may in principle depend on the type of motion
(bending, stretching). Because we are not aiming at a micro-
scopic description of solvent effects,Γ is solely used to facilitate
the calculation of the Fourier transform of a finite-time (3 ps)
correlation function in eq 14. In Figure 6 we show the separate
contributions from thedx anddy vector components of the dipole
moment. Inspection of Figure 3 already indicates that the
excitations of the bending and stretching transitions will be
dominated by thedy anddx components of the dipole moment.
Indeed, there is a clear separation of the two dipole orienta-
tions: Thedy component gives mostly the bending fundamental
transition around 1400-1500 cm-1, whereas thedx component
is responsible for the broad band from 2200 to 2800 cm-1

corresponding to the fundamental stretching transition. Notice
that experimental spectra have been recorded, but not fully
assigned, for SA-Ph in CCl4 solution only.46 Here one finds
two broad bands around 2600 and 2750 cm-1 which disappear
upon deuteration. Given some solvent-induced broadening
mechanism, this correlates well with the OH-stretching type
transition in Figure 6. Furthermore, the region around 1400 cm-1

shows a double peak which almost disappears in the deuterated
species. In view of Figure 6 this might be related to the OH-
bending fundamental transition.

Already at the level of the linear absorption the difference
between bending and stretching fundamental transitions becomes

Htot(t) ) H CRS
diab + Hfield(t) (11)

|Ψ〉 ) ∑
R)1

V

ψR|R〉 (12)

ψR(Q1, ...,Qf, t) )

∑
j1
(R))1

n1
(R)

... ∑
jf
(R))1

nf
(R)

Aj1
(R),...,jf

(R)
(R)

(t)∏
κ)1

f

æjκ
R

(R,κ)
(Qκ, t) ) ∑

JR

AJR
R ΦJR

R (13)

Figure 6. Linear absorption spectrum, eq 14, for the 7D model of
SA. The separate contributions from thedy (gray) anddx (black)
components of the dipole moment are shown. The spectra have been
obtained from a 3 pswave function propagation. For the damping
parameter we have takenΓ-1 ) 2.5 ps (dy) and 0.5 ps (dx), merely for
visual clarity.

I(ω) )
4πωnmol

3pc
∑
i)x,y

Re∫0

∞
dt ei(ω-ω0)t-Γt

× 〈Ψ0|di(x, y)e-iH CRS
diabt/p di(x, y)|Ψ0〉 (14)
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apparent. The bending transition is found to develop a dominant
double-peak structure due to a resonance with the fundamental
transition of the substrate modeν30. For the stretching funda-
mental transitions we have a rather strong coupling toall
substrate modes as well as a mixing with the bending overtone
transition (cf. Figure 5). This renders an assignment in terms
of single zero-order states meaningless.

In general it is to be expected that the inclusion of the
substrate modes in the dipole operator may change the IR
spectrum quantitatively and thus the initial conditions for the
dynamics after excitation. However, in the spirit of the harmonic
approximation this would mainly affect the fundamental transi-
tions involving those modes. In this respect it is interesting to
note that, for example, for the OH-bending region the correct
behavior upon deuteration is reproduced (see above). This
implies that theν30 fundamental transition mostly “borrows”
oscillator strength from the OH-bending vibration via anhar-
monic coupling.

4.2. OH-Bending Vibration. In Figure 7 we show the
dynamics of our seven-dimensional CRS Hamiltonian after
ultrafast excitation of the OH-bending fundamental transition
(Ω/(2πc) ) 1425 cm-1, cf. Figure 5). After the pulse was
switched off (τ ) 260 fs), the wave function was propagated
so that the total propagation lasted 2000 fs. The maximum
natural orbital population of the single-particle function giving
the smallest contribution was 3.7375× 10-3 for modeν4 of
state|R ) 1〉.

Figure 7A contains the expectation values for the energy of
the reaction coordinates

as well as the energy of the uncoupled substrate modes

As to be expected from the linear spectrum, the spectrally broad
pulse excites a coherent superposition of the bending andν30

fundamental transitions. Viewed in terms of the energy exchange
between the reaction coordinates and the substrate mode, this
is reflected in the slow modulations which have opposite phase
for Exy(t) andEQ30(t) in Figure 7A. The other four modes are
only very weakly coupled to this dynamics. In fact their energy
content is only slightly increasing during the first 2 ps which
comes along with the overall decrease of the energy in the H
atom’s motion. This reflects IVR which under the present
conditions is very inefficient. In fact a single-exponential fit of
the slow decay ofExy(t) gives a time scale of about 5.2 ps.

It is instructive to explore the dynamics in terms of the
populations of the diabatic states defined as

The population change with respect to time zero,∆PR(t) )
PR(t) - PR(0), is shown in Figure 7B.

Because of the excitation conditions, only the two lowest
states are becoming appreciably excited. The fact that the OH-
bending vibration and the substrate modeν30 are strongly
coupled manifests itself in the opposite phase oscillations of
the population changes∆P1 and∆P2. This implies that theν30

fundamental transition belongs to the potential energy surface
for the diabatic ground state of the reaction coordinates. Again
we notice a very slow recovery of the ground state population
change due to IVR processes.

The participation of mainly two states in Figure 7 suggests
an interpretation of the slow opposite phase modulation in terms
of a two-state model. Here it is known36 that the population
exchange between two states takes place with a frequency
(∆ε2 + 4V2)1/2/(2p), where∆ε andV are the detuning and the
coupling between the states, respectively. In the present case
the detuning between the zero-order states is about 100 cm-1

which gives a value of 70 cm-1 for the state-couplingV factor
to reproduce the modulation frequency of 280 fs.

4.3. OH-Stretching Vibration. The situation is rather dif-
ferent when exciting in the region of the OH-stretching
fundamental transition. In Figure 8A we show the change in
energy expectation values which follow after an excitation at
Ω/(2πc) ) 2680 cm-1. The spectral width of the pulse
(175 cm-1) is sufficient to excite most of the broad band shown
in Figure 6. As can be seen from Figure 8A, this implies that
all substrate normal modes become almost equally excited. As
a consequence the energy contained in the reaction coordinates
quickly relaxes. That means IVR is very effective, and the
related time scale obtained from a single-exponential fit of
Exy(t) is about 720 fs. We note that there is a slow modulation
with a period of about 400 fs superimposed on the overall decay
of Exy(t). This cannot be attributed to the interaction with asingle
substrate mode so as to resemble wave packet motion in the
excited diabatic state potential. Inspecting the total energy
content of all substrate modes which is also shown in Figure
8A, we observe the same slow modulation; that is, this is related
to a time scale given by the coupling between the reaction
coordinates and the substrate as a whole.

This point can be further clarified by inspecting the diabatic
state populations shown in Figure 8B. First we notice that

Figure 7. (A) Energy change with respect to time zero for the two
reaction coordinates,Exy(t) (eq 15), modeν30, EQ30(t) (eq 16), and the
combined other four substrate modes (from top, curves have been
vertically offset). (B) Difference population, eq 17, with respect to time
zero for selected diabatic states:∆P1, ∑R)3,10∆PR, and ∆P2 (curves
from bottom to top). The laser pulse was tuned in resonance with the
bending fundamental transition taking into account only they compo-
nent of the dipole operator. The pulse parameters areε0 ) 4 ×
10-3Eh/(ea0), Ω/(2πc) ) 1425 cm-1, τ ) 260 fs.

Exy(t) ) ∑
R

ER〈Ψ(t)|R〉〈R|Ψ(t)〉 (15)

EQi
(t) )

1

2
∑

R
〈Ψ(t)|R〉[Pi

2 + 〈R|Kii(x, y)|R〉Qi
2]〈R|Ψ(t)〉

(16)

PR(t) ) 〈Ψ(t)|R〉〈R|Ψ(t)〉 (17)
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essentially the population of the lowest three states is changed,
although higher excited states are populated as well, most
notably the diabatic state|R ) 5〉 which corresponds to the keto
configuration. From the dynamics of the three lowest diabatic
states we can draw the following conclusions: (i) Because both
states|R ) 3〉 and |R ) 2〉 are populated already by the laser
pulse, it follows that part of the OH-stretching band comes from
contribution of vibrational states which belong to the diabatic
OH-bending state. (ii) The low-frequency modulations seen in
Figure 8A is also found in the population dynamics of these
three states. In fact the modulation in∆P3 has an opposite phase
with respect to the modulation of∆P1 and∆P2. This suggests
that this slow modulation comes from a quasi-coherent popula-
tion exchange between the stretching state|R ) 3〉 and substrate
mode states which present energetically accessible excitations
in the ground and bending diabatic PESUR)1,2(Q). It is
intriguing to see that despite the complexity a modulation in
the average energy can be observed over three periods.

5. Summary

We have investigated the intramolecular vibrational dynamics
of salicylaldimine, triggered by an ultrafast IR laser pulse.
Thereby we combined a seven-dimensional diabatic reaction
surface Hamiltonian including the most relevant in-plane
vibrational modes with a numerically exact MCTDH wave
packet propagation. After assignment of the linear IR spectrum
to the OH-bending (1400-1500 cm-1) and OH-stretching
(2200-2800 cm-1) fundamental transitions, two excitation
conditions have been considered which lead to rather different
dynamics. (i) For OH-bending excitation the dynamics during

the first 2 ps is governed by the exchange of energy between
the fundamental transitions of the OH-bending and a single
nearly resonant substrate mode (ν30). The energy flow (IVR)
into the other modes is rather slow with an estimated time scale
of about 5.2 ps. (ii) For OH-stretching excitation the transition
is strongly coupled to all substrate normal modes giving rise to
a subpicosecond (720 fs) IVR process in rather good agreement
with the preliminary experimental result.46 However, we have
to emphasize that for a conclusive comparison more experi-
mental data are needed. Despite this fast energy redistribution,
the analysis of the energy content of the different degrees of
freedom and the population changes in the diabatic states
showed some slow (400 fs) modulation for about three periods.
This has been explained by a population flow between the OH-
stretching diabatic state and the vibrationally excited states of
the substrate normal modes within the ground and bending state
potential energy surfaces.

The dynamics of the present system apparently is rather
different from that of the previously studied phthalic acid
monomethylester.19,25,43 In that case the coupling of the OD-
stretching vibration to two specific modes was very pronounced
and vibrational wave packet dynamics with respect to a low-
frequency mode which modulates the HB geometry could be
observed. However, this system has only a single minimum
potential energy surface. The low-barrier double-minimum
situation in salicylaldminine leads to a more anharmonic
potential energy surface with considerable mode couplings.
Interestingly, we predict a slow modulation of the excited-state
dynamics which, however, should not be confused with wave
packet dynamics with respect to a particular mode. In fact all
substrate modes in our model have frequencies which are much
too high to facilitate an efficient direct excitation of a Franck-
Condon like progression with available IR lasers.

The IR dynamics and spectroscopy of HBs are of fundamental
interest on their own. Looking ahead, one might speculate
whether the active control of proton motion by means of
specially designed IR laser pulses is possible. Here different
scenarios have been suggested based on low-dimensional model
systems.45,55,56 The present example of salicylaldimine gives
some insight into the feasibility of IR laser control. Suppose
the goal would be to trigger the enol-keto tautomerization. In
terms of the diabatic states this would imply a transition between
states|R ) 1〉 and|R ) 5〉 (see Figure 3). First we notice that
this state is not easily accessible by a direct excitation because
of small dipole matrix elements caused by the localization of
the initial and final states in different potentials wells. Note,
however, that there is a small population of this state upon
excitation of the OH-stretching transition because of the mixing
of the diabatic states. Looking for a two-step excitation
mechanism, we note that the OH-bending and -stretching states
are almost equivalent for the first step as far as the transition
dipole matrix elements are concerned. However, the rather fast
IVR in the OH-stretching state suggests an initial bending
excitation to be more appropriate. The potential energy surface
of the final state is considerably shifted with respect to the
bending state potential as seen in Figure 3. This implies that
even in the one-dimensional picture shown in this figure the
wave packet promoted to the|R ) 5〉 state will start to move
until it reaches a region whereU5(Q) crosses withU4(Q). This
would cause a population flow between the two states, and IVR
would most likely diminish the control yield considerably. Thus,
the second pulse should not only excite the product state but at
the same time stabilize it, that is, drive the wave packet toward
the minimum configuration of the potential surfaceU5(Q). It

Figure 8. (A) Energy change with respect to time zero for all substrate
modes, the two reaction coordinates, as well as modesν14, ν26, ν30, ν4,
andν6 (from top of right-hand side, cf. eqs 15 and 16). (B) Difference
population, eq 17, with respect to the time zero for the lowest 10 diabatic
states:∆P1, ∆P2, ∆P3, ∆P5, and∑R)4,6-10∆PR (curves from bottom to
top, upper curves are vertically offset). The laser pulse was tuned in
resonance with the stretching fundamental transition region taking into
account only thex component of the dipole operator. The pulse
parameters areε0 ) 4 × 10-3Eh/(ea0), Ω/(2πc) ) 2680 cm-1, τ )
260 fs.
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goes without saying that the picture is more complicated than
that shown in Figure 5 because of the mode coupling. Neverthe-
less this discussion illustrates that simple sequences of pulses
with fixed carrier frequencies most likely will not work and
more elaborate pulse shapes have to be utilized.
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