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The origin of the photochromic properties of diarylethenes is a conical intersection (which we have located
computationally), but we show that dynamics calculations are necessary to explain why the conical intersection
is accessible, because the excited-state reaction path is not contained in the branching space defining the
intersection. Four different systems have been studied: 1,2-di(3-furyl)ethene, 1,2-di(3-thienyl)ethene, 1,2-
bis(2-methyl-5-phenyl-3-thienyl)perfluorocyclopentene, and a model hydrocarbon system. Critical points on
the ground- and excited-state potential energy surfaces were calculated using complete active space self-
consistent field (CASSCF) theory; dynamics calculations were carried out using the molecular mechanics-
valence bond (MMVB) method. The main experimental observations (i.e., picosecond time domain, quantum
yield, temperature dependence, and fluorescence) can be interpreted on the basis of our results.

Introduction

Photochromism is defined as the reversible phototransfor-
mation of a chemical species between two forms having different
absorption spectra.1 A wide variety of materials with potential
applications in optoelectronic and photooptical devices2-5 have
been characterized in recent years. Such applications require
thermal irreversibility, fatigue resistance, rapid response, high
sensitivity, and nondestructive readout capability. Diarylethenes
with heterocyclic aryl groups satisfy these requirements, and
bisthienylethene-based compounds in particular (X) S, Scheme
1) exhibit remarkable switching sensitivity (i.e. high quantum
yield) and rapid response.5,6

Recent experimental investigations have focused on the
switching dynamics of the ring-closure and ring-opening reac-
tions of photochromic compounds. Time-resolved experimental
studies6-13 have shown that both ring-closure (cyclization) and
ring-opening (cycloreversion) reactions in diarylethenes take
place in the picosecond time domain and that these rapid
transformations do not involve triplet states. The quantum yields
for ring-closure can be very high: approaching 1.0 for “edge-
to-edge” (antiparallel) conformations, while the “face-to-face”
(parallel) conformations are photochemically unreactive.5,14

Ring-opening quantum yields are generally much lower com-
paratively (but enhancement of the quantum efficiency can be
obtained by means of picosecond laser exposure,15,16and it was
concluded that a stepwise multiphoton process was the origin
of this increased efficiency). The temperature dependence of
ring-closure and ring-opening reactions was measured in solution
and crystalline phases.17 Appreciable temperature dependence
of the ring-closure rates was not observed, whereas the ring-
opening quantum yield increases with temperature. Fluorescence
spectra were also measured in a supersonic jet for a compound

with thiophene rings bound to the ethene moiety at position
2.18 The intensity of fluorescence from the open-ring isomer
was strong even in solution. The fluorescence intensity modula-
tion by the photoisomerization observed in some diarylethenes1

and the fact that the dominant species in a supersonic free jet
is the “edge-to-edge” (antiparallel) conformer suggest this
species is responsible for the emission observed. The dispersed
fluorescence spectrum is remarkably red shifted, indicating that
the geometry of the molecule changes substantially upon
photoexcitation. Fluorescence emission from the closed-ring
isomer was also observed recently.19

The experimental work described above suggests that there
is a delicate balance between adiabatic reactivity (ring-opening
and ring-closure) and nonadiabatic processes (yielding ground
state products), which can only be rationalized using the
potential energy surfaces of the electronic states involved. Older
work used semiempirical calculations for some dithienylethene
derivatives.20 Density functional theory (DFT) and time-
dependent DFT have also been used.12,21 Recent, ab initio
multiconfigurational self-consistent field (MCSCF) calculations
on a model dithienylethene photochromic system were aimed
at explaining the stepwise multiphoton process in the ring-
opening reaction.22,23 Our study is focused instead on the
behavior of diarylethenes upon one-photon irradiation. We will
present a mechanism accounting for the remarkable photochro-
mic properties of diarylethenes, based upon a complete active
space self-consistent field (CASSCF) study of the potential
energy surface topology and a molecular mechanics-valence
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bond (MMVB) computation of the dynamics. Diarylethenes are
the first systems we have studied for which dynamics calcula-
tions are essential for explaining the observed photochemical
behavior qualitatively; a reaction path alone is insufficient.

We studied three diarylethenes (Chart 1) in this work: 1,2-
di(3-furyl)ethene (system1), 1,2-di(3-thienyl)ethene (system2),
and 1,2-bis(2-methyl-5-phenyl-3-thienyl)perfluorocyclopentene
(system 3). System 3 is the experimental target system,
synthesized and studied in a single-crystalline phase by Irie et
al.,17 whereas systems1 and2 are model systems. The dynamics
simulations were carried out on the hydrocarbon model system
4, for technical reasons we discuss in the Computational
Methods section.

We cannot fully explain the mechanism of diarylethene
photochromism without using some concepts that are relatively
new and unfamiliar (or which may be used in an unfamiliar
way). We therefore summarize these essential concepts in the
next section, before presenting our method and results in detail.

Conceptual Development

The photochromism of diarylethenes and the decay of their
first excited singlet states cannot be explained by the topology
of the corresponding potential energy surfaces alone. Though
we have located a conical intersection between ground and
excited states, it is only through dynamics calculations that we
can show that such a crossing is accessible: more accessible,
in fact, than the transition structure for excited-state ring-closure.
As we show below, this follows from the fact that the geometry
changes that lift the degeneracy at the crossing (branching space)
are quite different from the adiabatic ring-opening/ring-closure
coordinate (reaction path). To demonstrate this, we reexamine
the prototype conical intersection of H3

• (for a general math-
ematical discussion, see ref 24), after showing that this situation

is analogous to the first excited state of diarylethenes and that
the essential ideas will be transferable. Our aim is to contrast
two different types of reaction path leading to a surface crossing.

In previous work, we have characterized a general electronic
and structural feature of the conical intersections in conjugated
hydrocarbons.25-27 This feature, illustrated in Chart 2 for
diarylethenes, was also documented in our previous study of
the ring-opening/ring-closure of cyclohexadiene/hexatriene.28-32

At the conical intersection geometry (Chart 2), one has a
triangular arrangement between three unpaired electrons belong-
ing to carbon atoms in the two five-membered rings. These three
electrons are weakly coupledπ-electrons, and a fourth (belong-
ing to a three-electron allyl fragment) is an uncoupled spectator.
Thus, there is a strong electronic and structural analogy with
the three-electron conical intersection that occurs in H3 for all
triangular geometries.

The valence bond (VB) expression for the energy of three
coupled electrons (viz. H3) is given in eq 1 above.33 The
exchange integralskij are proportional to the overlap between
centersi and j, and the variableQ is the Coulomb energy.
Clearly, the total exchangeK is zero for equilateral triangular
geometries (r12 ) r13 ) r23) in H3 and the conical intersection
is traced out by all such geometries (D3h symmetry), with
different energies determined byQ. It is also clear that any
nontotally symmetric motion lifts the degeneracy.

The energy of eq 1 is plotted in Figure 1a for two nontotally
symmetric motions and in Figure 1b for one totally symmetric
motion and one nontotally symmetric motion. In Figure 1a we
see the characteristic double-cone structure of an intersection,
whereas in Figure 1b the intersection appears as a seam, tracing
out equilateral triangular geometries whereK ) 0 andQ varies
along q3. Note that in Figure 1b there is a minimum energy
alongq3 at which the two surfaces intersect.

Now let us imagine two possible nonadiabatic reaction paths
using Figure 1 as an example. In the first (Figure 1a), we have
a reaction path Ra* f CI(Ra*/Pa) f Pa involving only the
branching spaceq1 and q2, corresponding to simple downhill
decay via the hourglass-like funnel. In the second case (Figure
1b), we not only have a reaction path Rb f CI(Rb/Pb) f Pb but
we also have an orthogonal “valley” (R′b T R′′b) along a totally
symmetric coordinate parallel to the intersection seamq3. The
seam itself can only be accessed via motion perpendicular to
the valley, along the nontotally symmetric coordinateq2. Thus,
the accessibility of the nonadiabatic crossing seam in Figure
1b depends on the amount of vibrational energy along coordinate
q2 which is orthogonal to R′b T R′′b.

In diarylethene molecules, one expects to have a three-
electron recoupling scheme at any conical intersection. In Chart
2, one has bothπ- andσ-electrons being recoupled, leading to

CHART 1 CHART 2

E( ) Q ( xK

K ) (k12 - k23)
2 + (k23 - k13)

2 + (k13 - k12)
2 (1)
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an (approximately) isosceles triangular geometry for the three
electrons being recoupled. Nevertheless, eq 1 will still be valid
qualitatively, and both types of reactivity embodied in Figure
1 are possible. (Note that this analogy between the excited-
state process in diarylethenes and the ground-state process for
H3 is not perfect, as, for example, the latter would not actually
pass through the seam but would go around the lower cone of
the conical intersection instead.)

Subsequently, we will describe in detail our CASSCF study
of the topology of the S0 and S1 potential energy surfaces of
four different diarylethene molecules, but the results are
summarized in Scheme 2.

Scheme 2 shows the different critical structures found along
the S1 reaction coordinateq. Two minima, a closed-ring isomer
(CHD and CHD*, cf. cyclohexadiene) and an open-ring isomer
(HT and HT*, cf. hexatriene), were found on S0 and S1 for all
of the diarylethenes studied. Transition structures (TS0 and TS1)

were also characterized on each potential energy surface. These
results are in general agreement with other ab initio studies by
Uchida et al.22,23 We have also characterized several conical
intersection minima (indicated by crosses in Scheme 2) on the
closed- and open-ring sides of the potential surface. The conical
intersection CI3 is the most important, because it is the only
one that provides a pathway toward both open and closed
minima on the ground state. (The other crossings lead back to
the corresponding reactant). However, Scheme 2 shows only
the reaction coordinate: the conical intersection structures do
not lie directly on the reaction path traced by an IRC computa-
tion from TS1 linking CHD* and HT* but should be imagined
to be somewhere “behind” the figure, along a parallel coordinate.

In Figure 2a we show the two coordinates that define the
branching space34 of the conical intersection CI3 (analogous to
q1 and q2 in Figure 1a). We also show the correspondence
between the three coordinates used in Figure 1 for H3 (Figure
2c) and the coordinates at CI3 (Figure 2b, extracted from Figure
2a). Because the two coordinates that lift the degeneracy at the
crossing CI3 are orthogonal to the initial reaction pathq (Figure
2b), CI3 closely resembles Figure 1b. Thus, the adiabatic S1

reaction path alongq (the “valley” in Figure 1b) is not sufficient
to understand the photochromism of diarylethenes in detail.
Along this path there is competition between the adiabatic S1

reaction, fluorescence from the CHD* and HT* minima, and
radiationless decay to products via, for example, CI3. This
competition must be controlled by the dynamics of the energy
flow from the initial reaction coordinate into the orthogonal

Figure 1. Three-dimensional representation of the S0/S1 equilateral
crossing in H3 (a) in the branching space and (b) in a space including
a symmetric coordinateq3 orthogonal to the branching space.

SCHEME 2

Figure 2. (a) Derivative coupling (d.c.) and gradient difference (g.d.)
vectors at CI3 in the hydrocarbon model system4, (b) the three
coordinates to consider in the photochemistry of diarylethenes (q:
reaction coordinate), and (c) normal modes of vibration for isosceles
triangular type molecules (C2V symmetry).
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degeneracy-lifting/creating (depending on the direction of
motion) coordinates shown in Figure 2a and b.

To understand the energy flow from the reaction coordinate
to the conical intersection, we have used MMVB dynamics35

on a model diarylethene, to demonstrate that the intersection is
accessible and to discover the geometries at which nonadiabatic
“surface hops” occur. Provided that the topology of the potential
energy surfaces is correct (existence of minima, TSs, crossings),
the detailed energetics are not vital even in solution: these will
affect the time scale of the dynamics simulation but not the
mechanistic information we seek. We are also not attempting
to compute product quantum yields, and therefore, the descrip-
tion of the crossing region need only be qualitatively correct.

A three-dimensional “cartoon” of the structure of the S0 and
S1 potential energy surfaces of diarylethenes is presented in
Figure 3. This figure is only qualitative but derives from
CASSCF calculations of stationary points and the MMVB
dynamics simulation. The energy is plotted in a space including
one of the degeneracy-lifting coordinates and the S1 reaction
coordinate q (Figure 2b). The reaction coordinate in the
photoisomerization of diarylethenes is orthogonal to the branch-
ing space associated with CI3, and the Figure 3 surfaces are
topologically similar to those in Figure 1b for H3: the crossing
appears like a seam, parallel to the reaction path (with R′b )
CHD* and R′′b ) HT*). However, there is an important
difference. In Figure 1b the crossing is peaked,34 that is, the
minima all lie on S0, while in Figure 3 the crossing is tipped,
because corresponding minima on either side of the seam, for
example, CHD and CHD*, are on the potential energy surfaces
of different states, S0 and S1.

Figure 3 can be used to explain the main experimental
observations reported above. In our dynamics calculations started
from HT*, about 50% of the trajectories decayed (after between
200 fs and 5 ps) at geometries near CI3, before evolving to the
open or closed forms on the ground state. Similarly, trajectories
started from TS1 decayed in the region of CI3. Thus, CI3 is
dynamically accessiblefrom both sides of the S1 surface: energy
can flow from the reaction coordinateq into the coordinates

leading to the crossing seam within the time scale of the
simulation. The dynamics study supports the suggestion that
this crossing seam is involved in both the ring-closure and ring-
opening (via TS1) processes, which is consistent with the very
short time scale of these processes. In Figure 3 however, notice
that the crossing seam appears on the open-ring side (HT*) of
the S1 surface. Thus, the system has to pass from CHD* through
TS1 to reach the crossing seam CI3 for ring-opening. This
activated process is consistent with the observed temperature
dependence of the ring-opening quantum yields17 and emission
from CHD*. Dynamically, passage through a transition state is
a “rare” event relative to decay at a potential surface crossing
if both have similar energies. Both may be activated as in this
casesrequiring an energy barrier to be overcomesbut the range
of accessible crossing geometries is much larger, leading to a
larger preexponential factor for decay. Ring-closure is therefore
more efficient than ring-opening for the systems represented
by Figure 3, because the time required to pass through the
transition state TS1 “bottleneck” for ring-opening is long
compared to that for hitting the crossing seam near CI3 for ring
closure. Our dynamics simulations support this, as no trajectory
from HT* overcame the transition state TS1 despite the huge
excess of energy available. This is consistent with the lack of
appreciable temperature dependence of the ring-closure rates,
although our dynamics simulation shows that the system can
still remain in the HT* minimum region for up to several
picoseconds, which explains the fluorescence observed from the
open-ring isomer. Finally, the geometry of the HT* minimum
is similar to that of the ground-state transition structure, and
the energy gap between the two electronic states considered is
much smaller than that in the Franck-Condon (FC) region, both
of which are consistent with the fact that the observed dispersed
fluorescence spectrum is remarkably red shifted with respect
to the excitation energy.

Computational Methods

First, we reemphasize that, in our dynamics simulations,
accurate energetics of the potential surface are not vital, but
the surface topology (minima, TSs, crossing seams, etc.) needs
to be qualitatively correct. Thus, our central objective is to
demonstrate that the potential energy surfaces for compounds
1-4 in Chart 1 are broadly similar and that the key features of
our dynamics simulation for4 will therefore apply for all four
systems. Energy barriers affect the detailed time scales observed
in the simulation, but the mechanistic information will still be
valid. While the locus of the crossing seam may only be
qualitatively correct, this will only affect the accuracy of
computed quantum yields. Thus, our objective is to obtain
mechanistic information, and we do not attempt to make
quantitative predictions.

CASSCF Computations. The most critical decision in
CASSCF computations is the choice of the active space (orbitals
which can have variable occupancies between 2.0 and 0.0). Due
to the large size of the systems under investigation, some
compromises have been made concerning the size of the active
space and of the basis set. All our calculations used a CAS-
(10,10) active space consisting of 10π,π*-orbitals for the open-
ring isomer and 8π,π*- plus 2 σ,σ*-orbitals (describing the
sigma bond which is made/broken) for the closed-ring isomer.
Exploratory calculations including the lone pairs of the het-
eroatoms in the active space did not lead to significant
differences for the lowest energy structures,23 and the excited
states under consideration do not involve excitations from any
lone pair electrons. Basis sets36 ranging from STO-3G to 6-31G*

Figure 3. Schematic representation of the structure of the S0 and S1

potential energy surfaces corresponding to the closed-ring (CHD)f
open-ring (HT) isomerization. The coordinateq is the internuclear
distance between the two reactive carbon atoms;d.c.andg.d.represent
the derivative coupling and gradient difference vectors (branching space)
which lift the degeneracy at the conical intersection CI3. The structure
TS1 is the transition state connecting the two excited-state minima
CHD* and HT*.
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were used, depending on the system. Time-dependent density
functional theory (TDDFT; B3LYP functional with the standard
6-31+G* basis) was used to compute oscillator strengths at
Franck-Condon (FC) geometries. All calculations were per-
formed with a development version ofGaussian 99.37

Stationary points were optimized at the CASSCF level
without any symmetry constraints (unlike previous calcula-
tions22,23). Numerical frequency calculations were used in all
of our computations to determine the nature of the stationary
points. Conical intersections were optimized using the algorithm
described in ref 38. To obtain a very accurate gradient in this
procedure, one should compute the orbital rotation derivatives
via state-averaged coupled-perturbed MCSCF theory.39 This is
a very expensive procedure, and these (usually small) corrections
have been neglected here.

Full investigation of the potential surface topology (intrinsic
reaction coordinates, initial reaction direction, and frequency
calculations) was carried out for system1 only, as the calcula-
tions are less expensive for that system. We used a modest
4-31G basis set, as this is sufficient to provide qualitative
information on the potential energy surfaces. The effect of
including polarization functions was assessed for system2. A
minimal STO-3G basis set was used for system3 because of
the computational demands. Intrinsic reaction coordinates (IRCs)
were calculated from all transition structures. Reaction paths
on S0 leading down from the conical intersection were calculated
using the constrained optimization algorithm described in refs
31 and 40. This “initial reaction direction” (IRD) search for
steepest descent directions from a singularity enables reaction
paths to be located without having to compute force constants,
starting at points on a potential energy surface where the gradient
is not zero. The same IRD method was also used to locate
reaction paths from the vertically excited open-ring and closed-
ring isomers on the S1 state.

MMVB Dynamics. The MMVB hybrid method41 uses the
molecular mechanics MM2 force field42 to describe an inert
molecularσ-framework and a parametrized Heisenberg Hamil-
tonian43 to simulate CASSCF active orbitals in a valence bond
space. Because of the nature of the Heisenberg Hamiltonian,
MMVB only has the capability to reproduce CASSCF potential
energy surfaces for covalent electronic states at present. MMVB
has already been tested for 10 active electrons systems,
reproducing CASSCF geometries for the S0 and S1 states of
naphthalene44 and azulene.45 However, VB parameters are
currently available for sp2 and sp3 carbon atoms only, limiting
the treatment of electronic excitation and bond making/breaking
to these centers. This is the reason MMVB calculations had to
be performed on a hydrocarbon model system (system4, Chart
1). Nevertheless, as we show later,4 has the same potential
energy surface topology as1, 2, and3 (Chart 1).

MMVB can describe the formation of newσ-bonds from
p-orbitals in a π-system. However, we encountered some
problems here with our current parametrization of the terms in
the Heisenberg Hamiltonian needed to describe this new bond
formation, specifically, the behavior of the formulas for
determiningQij at long range (>2.5 Å).41 To try to minimize
the problem, we included only theQij terms necessary to
describe the formation of the one newσ-bond (Scheme 1).
However, CHD structures (with the newσ-bond) are conse-
quently much too low in energy relative to HT structures on a
particular potential energy surface.

The MMVB energy and gradient are used to solve the
Newtonian equations of motion for diarylethenes.46 Full details
of our implementation have been given elsewhere.35 This is a

“direct” dynamics method: the trajectories are propagated using
a series of local quadratic approximations to the MMVB
potential energy surface, as suggested by Helgaker et al.47 The
step size is determined by a trust radius. The surface-hopping
algorithm of Tully and Preston46 is used to allow excited-state
trajectories to transfer to the ground state in the conical
intersection region, where strong nonadiabatic coupling effects
appear. The difference in energy between S0 and S1 at the hop
is then redistributed along the component of the momentum
parallel to the nonadiabatic coupling vector to ensure total
energy conservation.

On the HT side, initial conditions (geometries and velocities)
were obtained from a ground-state trajectory, sampled after 1
ps, where the total energy was reduced compared to the zero-
point vibrational energy and two dihedral angles were con-
strained to forbid the free rotation of the five-membered rings
around theσ-bonds. This avoids the system flipping between
various open-ring conformers from which ring-closure cannot
proceed. We believe that this is a realistic simulation of the
experimental conditions when a single crystal is irradiated or
when a diarylethene is spatially confined to increase the
population of the photoreactive (switchable) antiparallel con-
former.

Trajectories starting from TS1 were sampled directly on the
S1 potential energy surface. The phase of the transition vector
was chosen such that ring-opening occurred.

All trajectories were run for a few picoseconds.

Results and Discussion

CASSCF Computations for Molecules 1, 2, and 3.The
CASSCF ab initio results for systems1, 2, and3 are collected
in Tables 1-5. A qualitative energy profile along the reaction
coordinate, as well as the positions of five conical intersections,
is given in Scheme 2. The optimized structures found for system
1 (Chart 1) are presented in Figures 4-6, while the structures
for systems2 and 3 are available as Supporting Information
(Figures S1-S5).

For the ring-opening/ring-closure reactions of diarylethenes,
the two lowest electronic excited states are the 1B and 2A states
in the Franck-Condon region. The 1B state is dominated by
the single excitation from the HOMO to the LUMO (π f π*)
and presents a strong ionic character. This state is the optically
active state, whereas the covalent 2A state is a dark state, as
shown by our TDDFT calculations: the oscillator strength was
computed to be 0.18 (CHD geometry) and 0.09 (HT geometry)
for 1B and 0.01 for 2A (at both geometries). The most accurate

TABLE 1: CASSCF(10,10)/4-31G Energiesa for System 1 at
Optimized Geometries

geometry ∆E(S1-S0) ∆E(S0) ∆E(S1)

HT 148.7 0.0 57.6
HT* 35.2 56.0 0.0
CI1 <0.1 114 23
CI2 <0.1 129 38
CI3 0.1 124 33
CI4 0.6 131 41
CI5 <0.1 139 48
CHD 116.0 3.8 28.7
CHD* 60.1 27.0 -4.0
TS0 38.8 53.9 1.6
TS1 49.3 47.1 5.2
C2-HT* 38.5 53.2 0.5

a Energies are in kilocalories per mole. Energies at conical intersec-
tion geometries are state-averaged.∆E(S0) and∆E(S1) are calculated
with the open-ring S0 and S1 minimum energies, respectively, as
references.
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computations on hexatrienes48 show that the 2A/1B states are
degenerate in the Franck-Condon region. As a consequence,
the initially excited 1B state decays within a few femtoseconds
to the 2A state.49 The experiments of Fuss show that, in the
photoexcitation of the B state of cyclohexadiene, the A state is
populated within 10 fs.50 Because there is a close similarity
between the electronic structures of the excited states of
diarylethene derivatives and the systems mentioned above, we
expect that internal conversion from the 1B state to the 2A state
will be rapid in diarylethenes too. Moreover, it seems reasonable

that the 2A state is below the 1B state as it is in octatetraene,
the chromophore in the closed-ring form of the diarylethenes.
CASPT2 and MRMP calculations51,52on all-trans-octatetraene
show the 1Bu ionic state is just 0.04 and 0.19 eV, respectively,
above the 2Ag covalent state. We can therefore assume that these
two states are close in energy in diarylethenes as well and that
rapid radiationless decay from 1B to 2A occurs in the Franck-
Condon region soon after initial irradiation. Thus, in this section
we shall concentrate on the behavior of the covalent A state
potential energy surface, since it is well established that the
photochemical transformations occur on this surface.

For the ground-state S0, two minima (corresponding to open-
and closed-ring isomers denoted HT and CHD, respectively,
because of their resemblance to hexatriene and cyclohexadiene)
and a transition structure connecting them (TS0, Scheme 2) were
located on the potential energy surfaces of systems1-3. All
these structures haveC2 symmetry, as shown in Figures 4, S1,
and S3, in agreement with the calculations of Guillaumont et
al.23 The reaction coordinate leading to the HT product involves
a simultaneousσ-bond breaking and complete reorganization
of theπ-electronic system. The closed-ring form is found to be
less stable by a few kilocalories per mole, but this order depends
on the basis set used, as shown in Tables 1-5. Considering the
limited accuracy of the calculations and the small differences
in energy between the two isomers, we cannot say for certain
which isomersCHD or HTsis lower in energy. A large
potential energy barrier (∼50 kcal mol-1) connecting these two
minima was found for systems1-3, accounting for the thermal
stability of both isomers.

TABLE 2: CASSCF(10,10)/6-31G Energiesa for System 2 at
Optimized Geometries

geometry ∆E(S1-S0) ∆E(S0) ∆E(S1)

HT 144.3 0.0 56.1
HT* 0.0
CI2 <0.1 113.0 ∼25
CI3 <0.1 122.0 ∼33
CHD 110.0 -1.0 21.0
CHD* -8.3
TS0 50.3
TS1 5.9

a Energies are in kilocalories per mole. Energies at conical intersec-
tion geometries are state-averaged.∆E(S0) and∆E(S1) are calculated
with the open-ring S0 and S1 minimum energies, respectively, as
references.

TABLE 3: CASSCF(10,10)/6-31G* Energiesa for System 2
at Optimized Geometries

geometry ∆E(S1-S0) ∆E(S0) ∆E(S1)

HT 144.0 0.0 54.2
HT* 0.0
CI2 <0.1 112.0 ∼22
CI3 <0.1 118.0 ∼28
CHD 112.0 3.3 26.0
CHD* -5.2
TS0 53.8
TS1 6.0

a Energies are in kilocalories per mole. Energies at conical intersec-
tion geometries are state-averaged.∆E(S0) and∆E(S1) are calculated
with the open-ring S0 and S1 minimum energies, respectively, as
references.

TABLE 4: CASSCF(10,10)/STO-3G Energiesa for System 3
at Optimized Geometries

geometry ∆E(S1-S0) ∆E(S0) ∆E(S1)

HT 159.8 0.0 57.9
HT* 0.0
CI3 <0.1 119.0 19.3
CHD 120.6 -0.5 18.2
CHD* -23.2
TS0 61.8 54.4 14.3
TS1 2.3

a Energies are in kilocalories per mole. Energies at conical intersec-
tion geometries are state-averaged.∆E(S0) and∆E(S1) are calculated
with the open-ring S0 and S1 minimum energies, respectively, as
references.

TABLE 5: CASSCF(10,10)/4-31G Energiesa for System 3 at
Optimized Geometries

geometry ∆E(S0) ∆E(S1)

HT 0.0
HT* 0.0
CHD 5.5
CHD* -11.4

a Energies are in kilocalories per mole1. ∆E(S0) and ∆E(S1) are
calculated with the open-ring S0 and S1 minimum energies, respectively,
as references.

Figure 4. Optimized structures on the S0 potential energy surface of
system 1 at the CASSCF(10,10)/4-31G level. Distances are in
angstroms.
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On the S1 excited state aC2 minimum was located, corre-
sponding to the closed-ring form (CHD*, Scheme 2) for systems
1-3 (see Figures 5, S2, and S4). AC2 stationary point was
also found for the open-ring form HT*, but a frequency
calculation at this geometry for system1 reveals a negative
direction of curvature along a mode that breaks theC2 symmetry.
This transition structure (labeledC2-HT*) connects two equiva-
lent asymmetric minima (HT*, Figure 5), which are located at
the bottom of a very flat double well (with the barrier to
interconversion of only 0.5 kcal mol-1 for system1). On the
other hand, the HT* minimum is found to haveC2 symmetry
for system2, in agreement with the results of Guillaumont et
al.23 A similar topology to that of system1 has already been
found in the case of the cyclohexadiene/hexatriene system.29

This is not surprising, as the part of the molecular framework
involved in the electronic reorganization is of the hexatriene
type. This flat double well may disappear, depending on the
level of theory and the substituents or heteroatoms involved.

The closed-ring isomer CHD* was found to be the more
stable of the excited-state minima, which is the reverse of the
order found for the ground state. CHD* was computed to be
just a few kilocalories per mole more stable than HT* for
systems1 and2 (Tables 1 and 2). The asymmetric transition
state TS1 (Figure 5) that connects CHD* and HT* was located
less than 10 kcal mol-1 above CHD* in system1. Thus, the
energy barrier along the reaction coordinate from the closed-
ring minimum to the open-ring minimum decreases on going
from the S0 surface (∼50 kcal mol-1) to the S1 surface (∼10
kcal mol-1). It is worth noting that the TS1 barrier does not
exist in the cyclohexadiene/hexatriene system. As the excited-

state conrotatory reaction is allowed according to the Wood-
ward-Hoffmann rule based onπ-orbital symmetries for hexa-
1,3,5-triene,53 the diarylethene barrier is probably due to steric
constraints from the sigma framework.

Five S0/S1 conical intersections were found for system1 at
energies accessible from the Franck-Condon regions (see
Figure 6 and Table 1). Two conical intersections (CI1 and CI2)
are located on the closed-ring isomer side (q < 1.6 Å, whereq
is the distance between the two reactive carbon atoms), whereas
two (CI4 and CI5) are on the open-ring side (q > 3 Å). The
central CI (CI3) is located at an intermediate geometry region
(q ) 2.05 Å) and is similar to the conical intersection found in
cZc-hexatriene.28,32Only CI1 appears to have a near-C2 structure,
with all the other CIs being asymmetric. As discussed in the
Conceptual Development, CI1 through CI5 belong to a well-
known class of conical intersections involving an unusual out-
of-plane distortion, a “kink” of a segment of the polyene
chain.25-27 This type of CI is associated with three weakly
coupledπ-electrons and a fourth spectator. The “kink” is located
in the central CC bond in the case of CI1 and CI4, whereas it is
found in the furyl rings for CI2 and CI5. The CI3 structure
involves an inter-ring “kink”, since the triangular shape occurs
between one carbon atom belonging to a furyl ring and two
others of the other ring.

Reaction paths on S0 from the conical intersections were
calculated using the IRD procedure described in the Compu-
tational Methods section. Direct relaxation on S0 from CI1 and
CI2 leads only to the formation of CHD, whereas relaxation
from CI4 and CI5 leads to HT. However, relaxation from CI3

can lead to either CHD or HT, as two reaction pathways develop

Figure 5. Optimized structures on the S1 potential energy surface of system1 at the CASSCF(10,10)/4-31G level. Distances are in angstroms.
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from CI3 (Figure S6). It is likely that many other CIs exist in
this kind of system, but we believe the five structures discussed
here are the most important ones. (For example, two other
higher-energy crossing geometries are presented in the Sup-
porting Information, Figure S7.)

CI1 through CI5 are all located more than 20 kcal mol-1

(Table 1) above the S1 minima (33 kcal mol-1 for CI3).
However, these CASSCF energies have not been corrected for
dynamic electron correlation. The CI in hexatriene is 18 kcal
mol-1 above the excitedcZc-hexatriene minimum at the
CASSCF level, but one estimate using dynamic correlation gives
a crossing point lying only 1.0 kcal mol-1 above the excited
cZc-hexatriene minimum.28 Thus, the CI structures may be
stabilized when dynamic electron correlation is accounted for.
Nonetheless, one can have confidence that the topology of the
surface is qualitatively correct at the CASSCF level. Moreover,
CI3 is suspected to be involved in the photochromism of
diarylethenes, as it is the only crossing that offers distinct
reaction pathways to both open and closed photoproducts. (Our
dynamics simulationsdetails belowsfurther supports this.)

To ensure that the topology of the potential energy surfaces
is conserved between the different systems (Chart 1), we have
optimized conical intersection CI3 for systems2 and3. Figure
S5 shows that the resulting structures are very similar to the
one optimized for system1 (Figure 6), and this reassures us
that system1 is a good model system for this study. We would
expect to find similar CIs to CI1,2,4,5in systems2 and3 as well.

The ring-opening reaction follows irradiation of CHD.
Initially, the system evolves on the 2A potential energy surface
to reach the S1 closed-ring minimum CHD* via relaxation of
the π-system (Figures 4 and 5). Subsequently, the system can
cross the barrier TS1 (9 kcal mol-1) to reach the flat HT*
plateau, provided there is sufficient energy in the ring-opening
coordinate which dominates CHD* (1.546 Å)f TS1 (1.821 Å,
Figure 5). This is similar to motion in the valley discussed in
connection with Figure 1b in the Conceptual Development
section, and as in Figure 1b, the relaxation funnel (conical
intersection CI3) can be reached via vibrations orthogonal to
the initial motion in the valley. Decay at CI3 leads toward HT
on S0.

In the ring-closure reaction an IRD from the FC geometry
on S1 leads to the transition structureC2-HT*. The resulting
path bifurcates toward one of the two equivalent asymmetric
HT* minima. The CI3 funnel can then be accessed, again via
vibrations orthogonal to the reaction path, leading to the
formation of CHD on the S0 potential energy surface.

The key difference between ring-opening and ring-closure
reactions is that the CI3 crossing is on the HT “side” of the TS1

barrier (Figure 3). From either CHD* or HT*, it will take a
finite time for sufficient energy to flow into the coordinate
leading from the minimum to TS1. However, from HT*, there
is a greater chance of encountering the crossing CI3 first, as
the crossing extends over a wide range of geometries. In other
words, the transition state looks like a small “bottleneck”

Figure 6. Optimized S0/S1 conical intersections at the CASSCF(10,10)/4-31G level in system1: closed-ring CI1, closed-ring CI2, intermediate CI3,
open-ring CI4, and open-ring CI5. Distances are in angstroms.
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compared to the crossing, which looks like a much larger “hole”
leading to the ground-state surface.

MMVB Force Field and Dynamics Simulation. The
CASSCF results presented above explain part of the mechanism
of diarylethene photochemistry, but a more detailed understand-
ing requires dynamics. Unfortunately, a CASSCF dynamics
study is beyond present computational resources for such large
systems (Chart 1), and we have therefore used the MMVB
method to generate the required energies and gradients. In this
section, we first show that the hydrocarbon system4 (Chart 1)
is a reasonable model for systems1-3 using CASSCF, and
then we show that the MMVB and CASSCF results for4 are
comparable, before describing the results of the MMVB
dynamics simulation for4. Our objective is to demonstrate
that the nonadiabatic surface transition is feasible and to
discover the geometries where “surface hops” occur. (The
technical reasons for the choice of model system4 are discussed
in the Computational Methods section.) The determination of
quantum yields is outside the scope of this work, as it would
require more accurate potential surfaces than the present MMVB
ones.

All of the stationary points located on the potential energy
surfaces of systems1-3 (Figures 4-6) have been found for
system 4 using CASSCF (Figures 7-9), and the energy
differences (Table 6) are all comparable (cf. Tables 1-5). We
can therefore regard system4 as a realistic model system for a
theoretical study of the photochromism of diarylethenes1-3.

The same stationary points have also been located with
MMVB. Figures 7-9 show that the MMVB and CASSCF
geometries for4 are in reasonable agreement: bond lengths are
reproduced to within∼2%. The energetics are only qualitatively
correct (compare Tables 6 and 7): for reasons discussed in the
Computational Methods section, the closed-ring structures are
all too low in energy relative to the open-ring structures.
However, if we restrict ourselves to the open-ring side of the
S1 potential energy surface, MMVB is sufficient to investigate
the dynamics of this system. Crucially, the conical intersection
CI3 is realistically described by MMVB: Figure 9 shows that
both its geometry and the branching space (defined by the
gradient difference and derivative coupling vectors) are es-
sentially the same with CASSCF and MMVB. (Although the
MMVB energy at CI3 is too low compared to the case of HT*,
it has no bearing on the mechanism, as the system hits the
crossing seam at higher energies anyway, as discussed below.)
In addition, minimum energy paths performed at the MMVB
level starting from the Franck-Condon regions lead to the
CHD* and HT* minima as in system1.

We now discuss the MMVB dynamics simulations (Tables
8 and 9). Following the strategy described in refs 35, 46, and
47 and summarized in the Computational Methods section, we
have carried out semiclassical trajectory computations starting
from two different regions of the S1 potential energy surface.
Analysis of the trajectories provides insight into the mechanism
and approximate time scale of the photochromism of diaryl-

Figure 7. Optimized structures on the S0 potential energy surface of
system4 at the CASSCF and MMVB levels. MMVB distances are in
parentheses. Distances are in angstroms.

Figure 8. Optimized structures on the S1 potential energy surface of
system4 at the CASSCF and MMVB levels. MMVB distances are in
parentheses. Distances are in angstroms.

Diarylethene Photochromism J. Phys. Chem. A, Vol. 107, No. 50, 200311147



ethenes. A total of 61 trajectories were computed: 41 starting
from the HT FC region and 20 from the TS1 region.

Table 8 shows that, of the trajectories started in the HT FC
region, 23 reached the intermediate conical intersection CI3,

mostly within 2 ps. The isosceles triangular feature character-
izing CI3 is conserved (distance C3C9 is close to C3C8, in Table
8, cf. Chart 2), despite distortion due to the energy available
from the FC region. Nine trajectories from HT FC hit different
crossings (resembling CI4 and CI5) on the open-ring side close
to the FC region. Finally, the nine remaining trajectories did
not hit any crossing within the propagation time. None of the
trajectories crossed the TS1 barrier to give CHD*.

These results support the hypothesis that CI3 is the critical
structure at which rapid deactivation to the ground state occurs,
before the system switches to the photoproduct. A closer analysis
of the reactive trajectories provides a better understanding of
the mechanism. Figures 10 and 11 present a typical reactive
trajectory. The system reaches the HT* minimum region very
quickly (Figure 10), that is, within a few femtoseconds (phase
1), due to the very steep gradient directed toward HT* on the
S1 potential energy surface at the Franck-Condon geometry.
The resulting kinetic energy is redistributed in the large number
of vibrational modes of the molecule, without finding the “exit”
toward the excited closed-ring isomer formed by TS1 (phase
2). Within a few picoseconds, the system encounters the CI3

hyperline, as energy flows in one of the degeneracy-lifting
coordinates (phase 3). Note the similarity of the “kink” at the
conical intersection minimum (Figure 9) and the structure found
for the S1 f S0 radiationless decay (Figure 11). After decay to
the ground state, the ring-closure takes place on S0 and the
system reaches the CHD photoproduct (phase 4).

The lifetime of the system in the HT* well ranges from∼100
fs to several picoseconds, depending on the time taken for
energy to flow into the necessary degeneracy-lifting coordinates.
Although these lifetimes are approximate, they account for the
competition observed between the fluorescence from HT* and
the ring-closure reaction.18 None of the trajectories we monitored
passed through the transition state TS1 to reach CHD*. This
result seems surprising at first sight given the energy and time
available: TS1 lies only 6.5 kcal mol-1 above HT*, whereas
the hopping event occurs at much higher energies, and we might
initially expect the relative barrier heights to determine the rates.

Figure 9. Optimized S0/S1 CI3 in system4 at the CASSCF and MMVB levels. (a) CASSCF derivative coupling vector, (b) CASSCF gradient
difference vector, (c) MMVB derivative coupling vector, and (d) MMVB gradient difference vector. Distances are in angstroms.

TABLE 6: CASSCF(10,10)/4-31G Energiesa for System 4 at
Optimized Geometries

geometry ∆E(S1-S0) ∆E(S0) ∆E(S1)

HT 135.5 0.0 54.1
HT* 39.6 41.9 0.0
CI1 0.7 100 22
CI2 <0.1 111 30
CI3 <0.1 100 21
CI4 <0.1 114 33
CI5 <0.1 123 42
CHD 116.5 -13.2 21.9
CHD* 65.3 7.8 -8.4
TS0 40.7 43.3 2.5
TS1 54.3 37.5 10.3

a Energies are in kilocalories per mole. Energies at conical intersec-
tion geometries are state-averaged.∆E(S0) and∆E(S1) are calculated
with the open-ring S0 and S1 minimum energies, respectively, as
references.

TABLE 7: MMVB Energies a for System 4 at Optimized
Geometries

geometry ∆E(S1-S0) ∆E(S0) ∆E(S1)

HT 146.7 0.0 54.1
HT* 65.0 27.6 0.0
CI1 <0.1 53.2 -39.4
CI2 0.1 50.6 -41.9
CI3 0.1 84.0 -8.5
CI4 0.2 119.8 27.5
CI5 0.8 121.0 29.2
CHD 131.3 -50.8 -12.1
CHD* 63.1 -24.9 -54.5
TS0 83.2 18.4 9.0
TS1 78.6 20.5 6.5

a Energies are in kilocalories per mole.∆E(S0) and ∆E(S1) are
calculated with the open-ring S0 and S1 minimum energies, respectively,
as references.
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However, this is not comparing like with like. As shown in
Figure 3, the CI3 crossing seam lies in the vicinity of the HT*
well and extends over a wide range of geometries as the
electronic degeneracy is preserved in a 3N - 8 dimensional
subspace of the internuclear coordinates. Therefore, the prob-
ability for the system to go through the TS1 “bottleneck” is very
small compared to that of hitting the crossing hyperline, as the
partially equilibrated fluctuations taking place in the HT* well
are far more likely to bring the system to the crossing seam
than across the energy barrier. This is illustrated in Figure 11,
where the fluctuations occurring in the HT* region on the S1

potential energy surface are clearly visible before a particular
vibrational mode brings the system to the CI3 crossing seam.

In addition, Table 8 shows that the system hits the CI3

crossing seam over a large energy range of∼90 kcal mol-1,
ranging from 30.2 to 121.3 kcal mol-1 above the HT* minimum
energy. (A similar phenomenon has previously been encountered
in a study of the dihydroazulene/vinylheptafulvene photochromic
couple.54) The mechanism we propose above explains this and
also accounts for the absence of appreciable temperature
dependence for the ring-closure.17 Because the real activation
energies are certainly lower than the ones calculated, and also
because of vibrational deactivation by the solvent not simulated

here, we expect the higher energy trajectories to be unrealistic.
The important point is that since there is so much excess energy
already, the rate-limiting step is waiting for sufficient energy
to randomly enter a coordinate orthogonal to the initial reaction
path that leads to the crossing.

Twenty trajectories starting from the TS1 region were
propagated for up to∼4 ps, simulating the ring-opening process
(Table 9). Of these trajectories, 14 hit the crossing seam, most
of them within 2 ps. The geometry at the hop identifies the
seam as CI3 in this case too (Scheme 2 and Figure 3). The
quantum yield is relatively low for ring-opening compared to
ring-closure in general. This may be due to the fact that the
system has to first go through the “bottleneck” formed by TS1

before reaching CI3, allowing time for fluorescence to take
place.19 Another reason could be access to the CI1,2 funnels as
the system spends time vibrating in the CHD* well. This second
hypothesis seems more likely, as no evidence of stronger
fluorescence from CHD* relative to HT* has been observed.
The ring-opening activated process accounts as well for the
temperature dependence observed in the quantum yield.17

Indeed, the ring-opening quantum yield increases with temper-
ature as the system has more available energy to overcome the
barrier.

TABLE 8: MMVB Dynamics Simulation for System 4: Results of the Trajectories Starting from HT a

trajectory ∆Einit ∆Ehop S1-S0 C3C9 C3C8 C8C9 thop tend CI type product

reference -8.5 0.1 2.17 1.95 1.48 CI3

1 58.1 30.2 6.7 2.34 2.02 1.60 766.9 3682 CI3 HT
2 56.2 30.5 2.5 2.24 1.99 1.51 1927.8 4007 CI3 CHD
3 63.2 30.7 4.9 2.33 2.03 1.59 2788.4 4522 CI3 HT
4 62.8 34.7 3.9 2.41 2.14 1.57 963.3 3495 CI3 CHD
5 57.9 34.8 1.3 2.34 2.06 1.54 232.8 3824 CI3 HT
6 56.6 36.3 3.4 2.32 2.07 1.49 3985.1 5167 CI3 HT
7 63.2 38.4 5.1 2.39 2.05 1.53 1373.0 2546 CI3 CHD
8 59.4 40.9 8.6 2.46 2.04 1.53 757.2 783 CI3 indeterminate
9 70.1 41.9 6.1 2.35 1.99 1.53 3609.6 6222 CI3 HT
10 61.6 49.1 4.2 2.32 2.07 1.53 4666.6 5702 CI3 HT
11 62.2 50.4 5.5 2.13 2.03 1.48 1981.7 5406 CI3 CHD
12 61.3 50.4 6.0 2.29 2.08 1.48 2090.8 2114 CI3 indeterminate
13 54.8 62.3 3.6 2.30 1.99 1.44 3443.6 3466 CI3 indeterminate
14 63.2 62.3 6.2 2.20 2.23 1.46 187.6 3221 CI3 HT
15 66.6 65.7 4.4 2.71 2.23 1.54 139.7 4748 CI3 HT
16 67.0 67.7 5.9 2.70 2.28 1.59 824.3 3480 CI3 HT
17 77.4 68.7 5.7 2.26 2.00 1.43 299.2 337 CI3 indeterminate
18 62.9 70.8 5.4 2.49 2.12 1.59 667.7 4984 CI3 HT
19 69.4 71.8 2.1 2.51 2.01 1.63 1123.3 3331 CI3 HT
20 54.6 72.2 5.9 2.39 2.21 1.53 1895.8 3664 CI3 HT
21 52.3 73.5 2.2 2.27 2.07 1.48 207.3 3206 CI3 HT
22 55.6 88.5 6.1 5.54 4.46 1.58 1247.1 3176 CI5 HT
23 54.6 93.8 6.8 2.31 2.06 1.45 1277.0 1299 CI3 indeterminate
24 61.3 120.5 4.0 4.97 4.25 1.57 4707.5 4871 CI5 HT
25 62.6 121.3 4.6 2.52 2.21 1.59 1194.6 2985 CI3 HT
26 61.4 143.1 6.7 5.75 4.83 1.60 1196.0 1241 CI5 indeterminate
27 58.5 154.8 2.9 5.20 4.11 1.54 286.2 2397 CI4 indeterminate
28 61.8 155.9 5.1 3.51 4.02 1.69 233.5 669 CI4 indeterminate
29 57.4 178.2 11.6 3.14 3.90 1.39 122.9 134 CI5 indeterminate
30 70.8 186.4 5.4 3.80 4.21 1.59 222.0 356 CI4 HT
31 56.5 241.1 6.7 4.45 3.65 1.50 217.3 230 CI5 indeterminate
32 77.3 243.4 6.7 3.80 3.95 1.81 197.8 271 CI4 indeterminate
33 65.8 no hop 5844
34 64.8 no hop 5044
35 64.9 no hop 6069
36 58.8 no hop 5974
37 63.4 no hop 5387
38 75.1 no hop 7346
39 67.0 no hop 6415
40 58.1 no hop 6020
41 68.2 no hop 5817

a Data for the optimized CI3 structure are given as a reference.∆E values are calculated with the open-ring S1 minimum energy as reference.
∆Einit refers to the initial potential energy difference, whereas∆Ehop refers to the energy difference at the hop. Energies are in kilocalories per mole,
distances are in angstroms, and time is in femtoseconds. Carbon atoms are numbered as Figure 2.
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Conclusions

An ab initio molecular orbital study of three different
diarylethene derivatives and a prototype hydrocarbon model
system is presented. The origin of the photochromic properties
of these systems is a conical intersection (which we have located
computationally), but the key result of this work is that dynamics
are necessary to explain why the conical intersection is
accessible. The reason is that the excited-state reaction path is
not contained in the branching space defining the intersection,
which is quite different from the case of other prototypical fast
reactions from excited states, for example, azulene, where the
initial relaxation is strongly directed toward the crossing.45

MMVB dynamics calculations were carried out on a hydro-
carbon model system, which preserves the topological features
of the diarylethene PESs, to support our interpretation of the

mechanism of the photochemical process investigated. Both
ring-closure and ring-opening have been rationalized on the basis
of the topological features of the S0 and S1 potential energy
surfaces, the analysis of the reaction path relative to the
branching space, and the dynamics calculations. Figures 3 and
12 summarize the results obtained.

For the ring-closure reaction, the system decays to S0 at the
crossing CI3 before finding the “bottleneck” formed by the
transition structure TS1 on S1. This is due to the fact that the
crossing hyperline extends over a wide range of nuclear
configurations and the probability for the system to go through
the transition state TS1 is therefore small compared to that of
hitting the crossing seam CI3. Moreover, since the reaction path
is parallel to the crossing seam, the system can encounter it
over a wide range of energies. At the crossing, efficient decay

TABLE 9: MMVB Dynamics Simulation for System 4: Results of the Trajectories Starting from TS1
a

trajectory ∆Einit ∆Ehop S1-S0 C3C9 C3C8 C8C9 thop tend CI type product

reference -8.5 0.1 2.17 1.95 1.48 CI3

1 28.6 9.9 4.9 2.27 2.03 1.55 1488.9 2576 CI3 CHD
2 28.1 10.8 5.3 2.28 2.03 1.51 2384.6 3078 CI3 CHD
3 26.5 11.2 0.1 2.25 2.00 1.42 1314.6 2516 CI3 CHD
4 27.3 13.8 2.9 2.20 2.04 1.54 3569.9 3751 CI3 CHD
5 28.3 14.7 4.7 2.31 2.06 1.50 2777.7 2905 CI3 HT
6 26.9 15.2 5.3 2.23 2.00 1.50 2517.9 2560 CI3 indeterminate
7 23.3 15.8 7.2 2.24 2.03 1.49 2216.4 2327 CI3 HT
8 27.5 16.7 4.5 2.33 2.05 1.54 1542.8 2106 CI3 HT
9 40.6 16.8 10.6 2.21 1.99 1.48 2166.9 2914 CI3 HT
10 30.4 18.5 3.9 2.35 2.12 1.57 3076.5 3214 CI3 HT
11 20.8 19.1 4.2 2.18 1.96 1.47 3803.2 4041 CI3 HT
12 34.9 21.8 5.2 2.27 2.04 1.46 2662.0 2773 CI3 HT
13 39.1 22.9 3.8 2.29 1.99 1.57 1472.7 1493 CI3 indeterminate
14 26.2 23.4 3.7 2.25 2.00 1.53 1450.1 2605 CI3 CHD
15 26.9 no hop 3991
16 20.8 no hop 4272
17 22.4 no hop 4215
18 30.1 no hop 3797
19 21.1 no hop 4235
20 26.8 no hop 3943

a Data for the optimized CI3 structure are given as a reference.∆E values are calculated with the open-ring S1 minimum energy as reference.
∆Einit refers to the initial potential energy difference, whereas∆Ehop refers to the energy difference at the hop. Energies are in kilocalories per mole,
distances are in angstroms, and time is in femtoseconds.

Figure 10. Description of the four phases in a typical MMVB trajectory started on the HT side: (1) ultrafast relaxation to HT*; (2) motion on S1

in the HT* minimum well; (3) energy flowing in one of the degeneracy-lifting coordinates and the system decaying at CI3; and (4) ring-closure on
the ground state.
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to the ground state potential energy surface takes place, leading
subsequently to the CHD minimum. This mechanism accounts
for the highly effective and ultrafast ring-closure.

On the other hand, the ring-opening reaction encounters a
potential energy barrier on S1, before reaching the same
relaxation funnel that is involved in the ring-closure. Then, fast
deactivation to the ground state takes place and leads to the
formation of HT. The existence of a potential energy barrier
along the pathway accounts for the temperature dependence and
the relatively low quantum yield observed. Moreover, several

conical intersections near CHD* provide photophysical decay
pathways back to CHD, decreasing the ring-opening quantum
yield. We cannot predict whether these funnels are more
accessible than those lying on the HT side, as the MMVB
potential proved unreliable for CHD structures. Hence, we
cannot say anything definitive about the relative fluorescence
yields from CHD* and HT*.

The type of surface topology documented in this work merits
study as a test system for coherent control in ultrafast photo-
chemical reactions.55 Shaped laser excitation pulses to guide

Figure 11. Typical MMVB trajectory started on the HT side with random sampling from a ground-state trajectory calculation. The starting geometry
is shown at the top left, the one at which the S1 f S0 surface hop takes place at the top right, and the final photoproduct at the bottom right. The
inset displays a magnified view of the electronic energies near the hop.

Figure 12. Outline of the two reaction paths corresponding to the ring-opening (plain arrows) and ring-closure (dashed arrows) of diarylethenes.
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the chemical reaction from initial to final states could be used
to enhance the efficiency of nonadiabatic transitions. A sequence
of laser pulses could be designed in such a way that the wave
packet is driven systematically to the CI3 crossing seam to
enhance the ring-closure rate. Similarly, the system could be
directed toward the transition state to increase the ring-opening
quantum yield.
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