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Regioselectivity in the Chemical Reactions between Molecules and Protons: A Quantum
Fluid Density Functional Study
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Proton—molecule collisions mimicking various chemical reactions are studied within a quantum fluid density
functional framework. The regioselectivity of a proton attack is clearly delineated through the dynamic hardness
and polarizability profiles. A time-dependent version of the HSAB principle is found to be operative.

I. Introduction aspects of DFT, viz., time-dependent (TD) D¥&nd excited-

Collision processes between different atoms and moleculess'[ate DFT>* There is no general excited-state DFT except for
p some special cases such as in states that are of lowest energy

i prtons e Seen an upsuIGe of st n recentYears. 1o gen symmety iadSand for wo-stte ersembis.
and astroph sicr:Js Theoretical stuzlies%n collision d namﬁcg of For a system comprisiny electrons in the field of one or
PYSICS. y more fixed nuclei that generate an external potentfg), the

- —5 _ —11 i - -
one-electrorf, © two-electrorf;"** and quasi-one-electron sys curvature of the plot representing the change in the electronic

2,13 i 15 i -
tems2!3and experimental worPdfz ranging frgm one to many energyE with the number of electron¥ gives us the hardness,
electron systems are well-studied. A chemical reaction can be_.

explained by a collision process. In a chemical reaction, reactants

collide with each other to form product. Among all of the 1[92
chemical reactions, ionmolecule reactions play an important =50 (1)
role in various chemical systeffsind are especially important N ()

in the chemistry governing molecule formation in dense
interstellar cloudsd’ Because of the presence of hydrogen in
the interstellar medium, many of these reactions involve proton 1 o v s e e
transfer between various bases. All atoms and molecules can n= foﬂ(r' r") f(r") p(T) d7 df )
be considered to be bases because all neutral species are able

to bind a proton. lormolecule reactions are governed by the wheref(r) is the Fukui functiof® and#(r, T') is the hardness
famous haretsoft acid-base (HSAB) principl&=20 given by kernel given by

R. G. Pearson. According to this princigfe2! “hard acids

and equivalently hardness can be expresséd as

prefer to coordinate with hard bases and soft acids to soft bases | 52F[p]

for both their thermodynamic and kinetic properties.” Pea#&on n(f, 7= 250(T) 0p(T") 3)
gives another important hardness-related principle, viz., the

maximum hardness principle (MHPBY324that states that in terms of the Hohenbergkohn—Sham universal functional

“there seems to be a rule of nature that molecules arrangeof DFT.32 The wave function of anN-particle system is
themselves so as to be as hard as possible.” The HSAB principlecompletely characterized by and »(f). Whereas; measures
demands the validity of the maximum hardness principle in the response of the system wh&hchanges at fixed(r),
various physical and chemical proces¥e@n the basis of the  polarizability (@) plays the same role for varyingf) at constant
inverse relationshi§ between hardness and polarizability, a N.

minimum polarizability principle (MPFy has been proposed According to MHP and MPP, the system becomes softer,
that states that “the natural direction of evolution of any system more polarizable, and more reactive on electronic excitation.
is toward a state of minimum polarizability.” These principles are valid in the cases of at8fisns?! and

Theoretical calculation of hardness and polarizability for molecule4’ for the lowest-energy state of a particular symmetry
atoms, ions, radicals, molecules, and clusters are performedand different complexions of a two-state ensemble. In this paper,
using ab initio SCP>28 DFT,2° coupled clustef? and other we study the time evolution of various reactivity parameters
theories, but most of these calculations are restricted to thesuch as the hardness and polarizability associated with a collision
ground state. Very little wof has been done to calculate the process between a proton and various homonuclear and het-
hardness and polarizability of chemical systems in excited eronuclear diatomic molecules in their ground and excited
electronic states. Density functional theory (DFPP?has been electronic states. According to the HSAB principle, a proton,
quite successful in the calculation of the hardness and polariz-which is a hard acid, is expected to bind those systems that are
ability of different chemical reactions. The HSAB principle has in their ground states, where they are the hardest, and the binding
been analyzed in light of the principles of maximum hardness affinity would keep on decreasing with electronic excitations.
and minimum polarizability by making use of two important Here we verify this principle using time-dependent density
functional theory (TDDFT) and excited-state density functional
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The present work reports different chemical reactiops-F _ 6TN o(T, 1) -
H* — HF>", N2 + H* — HN,*, CO+ H* — HOC" + HCO*, Ver(T, ) = —5 f|r = dr’ +ve,(F, 1) (7)
HF + H* — HFt + HFH', and BF+ HT — HFB* + HBF*. i
Both homonuclear diatomics {fand No) and heteronuclear  where Tyw and E,. denote the non-WeizZsker parts of the
diatomics (CO, HF, and BF) are considered in both the ground kinetic energy and exchange correlation energy functionals,
and first excited electronic states. The reactions involving respectively.
heteronuclear molecules are specifically chosen to test the To construct the effective potential (eq 7) of eq 6, we need
regioselectivity in a reaction involving a multiple-site molecule Ty, Exe, andvex(r, t). The explicit form forE,. is taken as
in both its ground and first excited electronic states. The
theoretical background of the present work is provided in section Edpl = Edp] + Ellp] (8a)
Il. Section Il contains the numerical details, and the results
and discussion are given in section IV. Finally, section V whereE,[p] is the Dirac exchange functional modified in the

presents some concluding remarks. spirit of Becke’s functiondf as follows**
Il. Theoretical Background Elo]l = — C, fp4/3 dr +
According to DFT, the single-particle densjyf, t) contains
all of the information of the system, and the total energy attains f p4/3 T _(3 (3312)1/3 (8b)
the minimum value for the trug(r). A time-dependent (TD) 14+ (r2p2/3/0.0244) 4

version of DFT has also been shown to be uniquely invertible
up to an additive TD function in the potential. This TDDFT Ed]p] is a Wigner-type parametrized correlation energy func-
strengthens the quantum fluid dynamics (QFD), which describestional given by®

the dynamics of a quantum system in terms of the flow of a

probability fluid associated with the probability densiifr, t) Efo] =— f p dr (8c)
and the current densifyr, t). The time evolution of these two 9.81+ 21.437;)71/3

quantities is governed by two basic QFD equations, viz., the

equation of continuity For the _study qf the collision process, the whole scattering
system is considered to be a supermolecule, and the corre-
9 sponding kinetic energy functional comprises two p&tt§:6
SV (evE) = (4a)
Tle] = Talp] + Tl (92)
h i f i
and the equation of motion where the atomic paff.{p] is taken a*46
€ 1 6G[p] p(t', 1) -
1 2vey + = A7 e, 0=0 Tulol = & [Y2Veqy 4
8
(4b) P 413
53 4= _ |
whereé is the velocity potential. The universal functior@{lp] Ckfp dr a(N)/'Lf r 7zd7 (9b)
comprises kinetic and exchange correlation energy functionals, 1+ 0.043
andvex(T, t) is the external potential. Equations 4a and 4b can )
be written legitimately in 3-D space using the TDDET; 3 . 3|13
accordingly, a 3-D complex-valued hydrodynamical function = (—)(375) A= 30( ) (9c)
¢(r, t) can be defined in the following polar form within an
irrotational approximation as a(N) = a, + alN—1/3 + azN—2/3
(T, 1) = p(T, "? exp(&(T, 1)) (5a) a,=0.1279a, = 0.1811,,= — 0.0819  (9d)
=N AT 1))2
p(T, 1) = [¢(T, 1) (5b) and Tmol[ o] is given byt

100 = (499~ $nV9d =pVE  (50) [o] =
Tmolol =

It may be noted thai(F, t) is the wave function for a one- ( )14 - N
electron system only. However, it provide§, t) and](r, t) fsz RZ \10 Rzexp( 0.8R)|p(T) p(T") dT dT" (9€)

(vide eqgs 5ac) for all systems, albeit with an irrotational
velocity field that may cause trouble in obtaining proper Bonm whereR is the distance of the proton from the origin of the

trajectories with vortices. coordinate system, appearing as a parameter. It may, however,
A quantum fluid density functional theory (QFDFT) was be noted that althougfimo[p] exhibits several acceptable and

develope# 142 to study the time evolution ofs(r, t) by required characteristitsits inclusion is essentially ad hoc in
combining egs 4a and 4b to generate the following generalized nature.
nonlinear Schidinger equation (GNLSE): The form for vex(T, t) is taken as

1 _ qb(r t) . o Z Z, Zy

— VP4 vey(T, O[p(F, 1) =i i=+v-1 (6 Ve T, 1) = — = = - (10)

2V + vl OJ(T. 9 ®  ved RO-T RO -7 RO~

In QFDFT, the dynamics of aN-electron system is studi&tf*! whereRy, Ry, Rg andZy, Z», Z; are the radius vectors and atomic

in terms of the behavior dl noninteracting particles moving  numbers of each atom of the target (molecule) and the projectile
under the influence of an effective potential field given by (H™), respectively. The target (molecule) has two nuclei. The
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origin of the coordinate system is fixed on one of the target < ¢ < 27 in a cylindrical polar coordinate( ¢, 2) system.
nuclei or between the two target nuclei and the position of the Equation 6 is transformed as

projectile is determined by a Coulomb trajectéry.
The time-dependent energy quantiti(t), can be de-
fined®347:48as the following density functional

E(0) =3/ o(7, OIVE 47 + TIa] + E o] +

% IS % dF dF' + [0, (T, 1) o(F, ) dF (11)

where the first term represents the macroscopic kinetic energy
that vanishes for a state with zero current density, for example,

in the ground state of a system.

To follow the hardness dynamics using eq 2, the Fukui

function is modeled as follow$

S(F)

f(r) = (12a)
JEGL
where the local softnes%r) is taken a¥
Lo T
e (12b)

The hardness kernej(r, T') (eq 3) is calculated using the
following local fornt® for F(p)

Flo] = Tp] + Voo™ {0} (12c)

where the local kinetic eneréf/and electror-electron repulsion
energy? are taken as

4/3
Toeal ] = ¢, fpsxs df +C, f_% dr  (12d)
1% 0043

and

Ve™?p] = 0.79370 — 1)?° [p*3dr (12e)

3\ay (1\oy | (1 Ly
{(R)B_X - (KZ)B_XZ - 8_22} a (X_4 - 2veff)y =2 (149)

where

y = p¢ (14b)
and

~__ 2

p=X (14c)
The impact parameter and the intial velocity of the projectile
are 0.1 and 1.0 a.u. respectively. A detailed discussion of the
numerical solution can be found elsewhéfeThe 4-31G
double€ ground states as well as the excited states,pf\g,

CO, HF, and BF are taken from Snyder and BaSchnly
singlet electronic states are considered in the present work.

IV. Results and Discussions

The time evolution of different reactivity parameters such as
hardness and polarizability are discussed for different chemical
reactions both in ground and excited electronic states. All
guantities are in atomic units. Features touching the uppermost
line of the rectangular box in the figures imply that they have
been truncated there.

The density profiles of the Nand K, molecules in their
ground (respective electronic configurationsylsy (o 1Sy (0g-
2s¥ (0u2sY (mu2p) (0g2p), (0g1SY (0u1SY (0g2SY (0u2sSY (og-
2pyY (m.2p) (7g2p)) and first excited (respective electronic
configurations: §glsy (oulsy (0g2sy (0u2sy (mu2p)* (042p)
(42p), (OglsY (0ulsy (0g2s¥ (0u2SY (0g2pY (mu2p) (g2p)
(0,2p)) electronic states are presented as Supporting Information.
The density profiles are symmetric at both of the nuclei in both
electronic states of all of the molecules. The density decreases
at the nuclear sites, but spreads out more as one goes radially
away from the nuclei in the first excited electronic states of all
of the molecules.

During protonation, hardness would be maximized and

These local functionals are used because of the simplicity of Polarizability would be minimized in the neighborhood of the
the calculation of the second-order functional derivative (eq 3) Nuclei, and they would be symmetric in both sets of electronic

and the associated Fukui function within this local mddel.
The TD polarizability is written as

_ IDing )

“O="T0 (133)

whereDind4(t) is the electronic part of the induced dipole moment
given as

Ding (1) = [20(, 1) dF (13b)

and 77(t) is thez component of the external coulomb field due
to the incoming proton.

Ill. Numerical Details
The GNLSE (eq 6) is solved numerically using a leapfrog-

type finite difference scheme, and an alternating direction-

states of N and K, molecules, which is what is precisely
obtained in the present work as depicted in Figures 1a and b
and 2a and b, respectively. In the encounter regirteecomes
very large because of rapid charge oscillations because the
electron density gets shared by all of the nuclei. Hardness
becomes exceptionally large at the point of the closest approach
of the two nuclei owing to the coulomb singularity. Perhaps a
better trajectory for the nuclear motion would remedy this
problem. Being softer and more polarizable, the first excited
electronic state exhibits lowemaxand highemoumi, values when
compared to the corresponding values for the ground state.
Therefore, excited-state;Mind k> molecules are more reactive
than ground-state Nand K, molecules.

The density profiles of HF, BF, and CO molecules in their
ground (respective electronic configurationso)él(20)? (30)2
(Im),* (10)* (20) (30)* (40)* (1n)* (50)* , (10)* (20)? (30)

(40)? (L7)* (50)3) and first excited (respective electronic
configurations: (&)? (20)? (30)? (1x)2 (40), (10)? (20)? (30)?

implicit (ADI) method is employed to generate the density at (40)? (1) (50) (27), (10)? (20)? (30)? (40)? (17)* (50) (27))

the second time step from the input density, which is required electronic states are presented as Supporting Information.
for the leapfrog scheme to start. The azimuthal symmetry of Electron densiti€d are centered around the H and F nuclei in
the physical system allows us to integrate analytically over 0 HF, around B and F nuclei in BF, and around C and O nuclei
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Figure 1. (a, left) Time (a.u.) evolution of hardness, (@.u.) during a collision process between a nitrogen molecule in its ground state and a
proton. (a, right) Time (a.u.) evolution of hardnegs &.u.) during a collision process between a nitrogen molecule in its first excited state and a
proton. (b, left) Time (a.u.) evolution of hardness &.u.) during a collision process between a fluorine molecule in its ground state and a proton.
(b, right) Time (a.u.) evolution of hardness, @.u.) during a collision process between a fluorine molecule in its first excited state and a proton.
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Figure 2. (a, left) Time (a.u.) evolution of polarizability( a.u.) during a collision process between a nitrogen molecule in its ground state and
a proton. (a, right) Time (a.u.) evolution of polarizability, (@.u.) during a collision process between a nitrogen molecule in its first excited state
and a proton. (b, left) Time (a.u.) evolution of polarizability, @.u.) during a collision process between a fluorine molecule in its ground state and
a proton. (b, right) Time (a.u.) evolution of polarizability,(a.u.) during a collision process between a fluorine molecule in its first excited state
and a proton.

in CO. Mulliken charges of H and F in HF are 0.5146 and nuclei. In both states, the electron density of F nuclei in HF, F
9.4854, of B and F in BF are 4.7194 and 9.2806, and of C and nuclei in BF, and O nuclei in CO are larger than H nuclei in

O in CO are 5.7991 and 8.2009, respectively. For the first HF, B nuclei in BF, and C nuclei in CO, respectively.

excited elctronic state, the density profile decreases at the nuclear Figures 3a-c and 4a-c respectively depict the TD hardness

sites but spreads out more as one goes radially away from theand polarizability profiles for protonation considering the attack
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Figure 3. (a, left) TD hardnessi a.u.) profile for the protonation of HF in its ground state considering the attack from both the hydrogen and
fluorine sides. (a, right) TD hardness, (a.u.) profile for the protonation of HF in its first excited state considering the attack from both the
hydrogen and fluorine sides. (b, left) TD hardnegsg.u.) profile for the protonation of BF in its ground state considering the attack from both the
boron and fluorine sides. (b, right) TD hardnegsd.u.) profile for the protonation of BF in its first excited state considering the attack from both
the boron and fluorine sides. (c, left) TD hardnegsg.u.) profile for the protonation of CO in its ground state considering the attack from both
the carbon and oxygen sides. (c, right) TD hardness.(.) profile for the protonation of CO in its first excited state considering the attack from
both the carbon and oxygen sides.

from both sides, which is consistent in both the ground and  Therefore, with the help of the HSAB principle, we better
first excited electronic states of the molecules. According to @nalyzed the chemical process as well as the regioselectivity.
these figures vis-ais the MHP and MPP, the F site in HEF A S|m|lar result from t_he reaction of a proto_n wmlr!h ground

site in BF, and O site in CO are kinetically more favorable to and e_xcned glectronlc states as well as with CO in the ground
protonation in both electronic states. This explains the laboratory state is published elsewhete.

synthesi® of isoformyl cation HOC as well as its presence in
dense interstellar cloudfssuch as in the source Sagittarius B2.
The proton, being hard, would prefer to attack at the harder

F-end in HF, F-end in BF, and O-end in CO to form more stable duri - S - : :
H.E+ HEB* and HOC- cations. During excitatio ois uring a chemical reaction involving ground and first e>.<C|ted
CE ' g Mmax 9 . electronic states between protons and molecules. Regioselec-
smaller andmi, gets larger when compared to the corresponding tivity can be very successfully explained with the help of
values for the ground states, so protonation is less preferable i”QFDFT. During chemical processes, hardness is maximized and
the excited state than in the ground state. The formation®fH  polarizability is minimized as expected from the principles of
HFB*, and HOC is thus suggested by both the HSAB principle  maximum hardness and minimum polarizability. In an excited
and Klopman'’s theoff of charge-controlled harchard interac-  electronic state, a system becomes softer and more polarizable.
tions. After formation, HOC may rearrange itself to generate Because a proton is a hard acid, this fact is a clear-cut signature
thermodynamically more stalSfeformyl cation HCO'. of the HSAB principle in a dynamical situation.

V. Concluding Remarks

Quantum fluid density functional theory is useful in under-
standing the dynamical behavior of chemical reactivity indices
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Figure 4. (a, left) TD polarizability ¢, a.u.) profile for the protonation of HF in its ground state considering the attack from both the hydrogen
and fluorine sides. (a, right) TD polarizabilitg.(a.u.) profile for the protonation of HF in its first excited state considering the attack from both
the hydrogen and fluorine sides. (b, left) TD polarizability &.u.) profile for the protonation of BF in its ground state considering the attack from
both the boron and fluorine sides. (b, right) TD polarizability &.u.) profile for the protonation of BF in its first excited state considering the
attack from both the boron and fluorine sides. (c, left) TD polarizabitityd.u.) profile for the protonation of CO in its ground state considering
the attack from both the carbon and oxygen sides. (c, right) TD polarizahiljtg.(.) profile for the protonation of CO in its first excited state
considering the attack from both the carbon and oxygen sides.
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