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A study designed to refine the procedure for performing ab initio molecular dynamics calculations (AIMD)
on chemical reactions is presented. Of key interest is the calculation of changes in free energy along the
entire reaction path. Several simple elementary reactions are studied with the Car-Parrinello projector
augmented-wave (CP-PAW) density-functional theory (DFT) methodology. The illustrative gas-phase
bimolecular addition reactions are (i) aσ complexation of BH3 + H2O f H2O‚BH3, (ii) the Diels-Alder
reactions of butadiene with ethene, C4H6 + C2H4 f cyclohexene, 1,3-cyclopentadiene (CP) and ethene, CP
+ C2H4f norbornene, and the stereoselective reaction of 5-amino-CP with ethene, amino-CP+ C2H4 f
amino-norbornene, (iii) the carbene cyclopropanation Cl2C + C2H4f Cl2C3H4, and (iv) the dimerization of
ketene. These reactions were used to test both the slow-growth and point-wise thermodynamic integration
(STI and PTI) methods of phase-space sampling as well as the Nose´-Hoover and Andersen thermostats. It
is found that the PTI technique is potentially superior to the slow-growth method in terms of computational
expense and is at least as accurate. The Nose´-Hoover thermostat appears to be inadequate for most of the
reactions modeled here, whereas the stochastic Andersen thermostat affords more accurate results.

Introduction

In recent years, the range of application of ab initio molecular
dynamics (AIMD) has expanded significantly with publications
extending from small organic reactions to biochemical model-
ing.1-7 An advantage of AIMD is that thermal effects, such as
entropy, are included explicitly. In comparison, conventional
quantum mechanical approaches add entropic effects through a
frequency analysis, which can be computationally expensive.
Such an analysis involves the harmonic approximation, which
is not always valid.8 This point is particularly important in
studies of transition states (TS) where bonds are half-formed
and therefore relatively weak. Examples are being found where
finite temperature reaction paths significantly differ from
statically calculated 0 K paths,9 making dynamics a valuable
tool in reaction analysis.

An important application of molecular simulations is the
calculation of free energy paths and differences.10 Many
transformations of interest, including most chemical reactions,
take place in time scales that are orders of magnitude longer
than those accessible to dynamics simulations. To overcome
this problem, a number of techniques have been developed,
including thermodynamic perturbation10,11and thermodynamic
integration.12-15 In this work, we shall focus on the latter.

The calculation of free energy curves along a reaction path
by thermodynamic integration (TI) in conjunction with molec-
ular mechanics is fairly well established. AIMD can be applied
to a number of problems for which molecular mechanics-based
methods are unsuitable such as the making and breaking of
covalent bonds. Although significant work has been carried out
(for example, see refs 12-15, 77-80, and references therein),
the potential of thermodynamic integration in combination with
AIMD for these types of problems has not been fully explored.

In the current investigation, we examine the performance of
AIMD and thermodynamic integration as applied to a number
of simple bimolecular addition reactions A+ Bf AB. For
reactions of this type, finite temperature effects (entropy) are
substantial allowing the methods used to be thoroughly tested.
Two aspects will be of special interest. The first is a comparison
of slow-growth thermodynamic integration (STI) and point-wise
thermodynamic integration (PTI) methods. The second will be
the relative effectiveness of the Nose´ and Andersen thermostats.

In an AIMD simulation the motion of the nuclei is governed
by Newton’s equations. Therefore, in the absence of any other
corrections, AIMD simulations will sample according to the
microcanonical (NVE) ensemble. Most experiments are per-
formed in a macroscopic setting where the samples are held at
a constant temperature and a constant pressure or volume.
Thermostats and barostats are used to regulate dynamics
simulations to enable the sampling of an ensemble other than
the microcanonical. The Nose´-Hoover thermostat,16-19 a
dynamical friction-based thermostat, and the stochastic ther-
mostat of Andersen20 have been used in the past to maintain a
constant temperature. If the formulation of AIMD due to Car
and Parrinello3,7,21 is applied, as is the case here, then wave
function kinetic energies may also be controlled by a Nose´-
type thermostat or simply by imposing a constant friction force.
A suitable thermostat in combination with a constant volume
unit cell will give a simulation that samples the canonical (NVT)
ensemble. Alternatively, the isothermal-isobaric (NPT) en-
semble could be sampled under the control of a thermostat and
a barostat. The systems of interest in the present study are all
rather small making the application of a barostat difficult. We
therefore limit ourselves to the canonical ensemble.

The technique of thermodynamic integration may be used to
determine Helmholtz free energy differences from simulations
that sample the canonical ensemble. Ifs is a running parameter
for the progress along the reaction coordinate, then the free
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energy change from one state,a, to a second state,b, is given
by

where E represents the potential energy of the system as a
function of the 3N spatial coordinates,X, with constraints. Fs

is the force acting on the chosen constraint. The brackets indicate
an ensemble average of the system at the constraint value of
the subscripts. The simple formula in eq 1 is correct for certain
types of reaction coordinates including those used here. For a
general reaction coordinate a more complicated formula is
necessary.14 The integral of eq 1 is typically evaluated through
a finite difference numerical integration scheme.

Two possible methods to obtain the force data are the slow-
growth (STI) and point-wise (PTI)15 thermodynamic integration.
In the slow-growth approach, the parameters is changed by a
very small amount every time step from statea to stateb. The
value of the ensemble average of the force at each value ofs is
then taken to be the value of the single force at that time step.
The STI method is operated under the assumption that if the
system is in equilibrium at the initial statea, then, if the change
in s for each time step is small enough, the system will retain
the equilibration. In the PTI method, a small number of points
along the reaction coordinate are chosen and the system is
allowed to dynamically evolve and sample phase-space at each
point for a long time with no data collected between each point.
The average force at each point is then used as the ensemble
average of the force in eq 1. The PTI method ensures that
equilibration of the system is kept throughout the reaction. A
common problem with the STI method is that of free energy
hysteresis6,22 where the free energy profiles of the reaction
simulated in both the forward and reverse directions differ by
up to several kcal/mol. This hysteresis can only be eliminated
by new and larger slow-growth simulations. On the other hand,
for the PTI procedure one can simply add more discrete points
until convergence of the integration is achieved or simulate
longer at any given point to improve equilibration at that point.
The two sampling methods discussed here should converge to
the same answer in the limit where the number of times steps
(for both methods) and points along the reaction coordinate (for
the PTI method) approach infinity.

Methodology and Computational Details

In all cases, simple a priori reaction coordinates, namely
atom-atom distances and center-of-mass distances were used
in contrast to an a posteriori reaction path such as the IRC by
Fukui.23 This was deemed adequate because of the simplicity
of the reactions studied.

The Car-Parrinello projector augmented-wave (CP-PAW)24,25

program by Blo¨chl was used for all AIMD calculations. In
addition to Car-Parrinello AIMD, Born-Oppenheimer dynam-
ics7 are often performed in combination with a quantum
mechanical treatment of the electronic structure.81-84 We think
it is likely that the conclusions of the present work can equally
be applied to BO-AIMD.

A typical simulation includes the following steps. The
minimum in the potential energy hypersurface of the reactants
or products and the corresponding wave function were obtained
first. The reaction constraint is then introduced, and the system
is thermally excited to a temperature of 300 K by exciting the
normal modes of the system by a series of short orthogonal,
sinusoidal energy pulses. The system is then equilibrated for at

least 3 ps and often 5 ps or more depending on whether
important properties, such as average temperature and average
force on the constraint, were sufficiently stable.

Once equilibrium has been established, the reaction dynamics
modeling is carried out. In the STI method, the system is moved
a small amount along the reaction coordinate at every time step
while the force along the constraint,Fj, is evaluated at each
time step. The reaction is modeled in both the reverse and the
forward directions. The reactions were remodeled with increas-
ing numbers of time steps until the convergence of the forward
and reverse reaction curves was acceptable and the free energy
hysteresis was within desired error bounds.

The alternate to the STI sampling technique, the PTI method,
also involves obtaining forces along the reaction constraint and
numerically integrating to find the free energy change. Typically,
data was accumulated at 15-35 points along the reaction
coordinate for at least 30 000 time steps (3 ps) at each point to
average the forces. To obtain the initial geometry, wave function,
and velocities at each point along the reaction coordinate, a short
slow-growth calculation was performed with input files saved
at appropriate points. The first half of the time steps at each
point were not included in the force average as they were
considered performed only to allow the system to fully
reequilibrate. Because a large number of points were available
along the STI curve, it was integrated using the simple linear
trapezium method, whereas the quadratic Simpson’s method was
used for the PTI integration where fewer points were available.

In the CP-PAW calculations, periodic boundary conditions
were used in all examples with an orthorhombic unit cell
described by the lattice vectors ([0, 14.74, 14.74], [14.74, 0,
14.74], [14.74, 14.74, 0]) (bohr, 7.8 Å) with the exception of
the simulation of the dimerization of ketene which utilized a
slightly larger ([0, 17.01, 17.01], [17.01, 0, 17.01], [17.01, 17.01,
0]) (bohr, 9.0 Å) cell. The energy cutoff used to define the basis
set was 30 Ry (15 au) in all cases. Because the systems of
interest are all isolated molecules, only theΓ-point in k-space
was included and the interaction between images was removed
by the method proposed by Blo¨chl.25 The density-functional
theory (DFT) functional used was that formed by the combina-
tion of the Perdew-Wang parametrization of the electron gas26

in combination with the exchange gradient correction pre-
sented by Becke27 and the correlation correction of Perdew.28

The SHAKE algorithm29 was used to impose constraints. The
mass of hydrogen atoms was taken to be that of deuterium, and
normal masses were taken for all other elements except where
noted.

All CP-PAW calculations were performed at a target
temperature of 300 K. All simulations controlled by a Nose´
thermostat included a thermostat acting on the kinetic energy
of the wave function. Unless otherwise noted, the characteristic
frequency of the thermostat degree of freedom was 30.0 THz
for the nuclear thermostat and 150.0 THz for the electronic
thermostat.

The Andersen thermostat was applied to the nuclear motion
by reassigning the velocity ofN randomly chosen nuclei every
n steps whereN and n are chosen to maintain the desired
temperature. In the case of the water-borane simulation this
amounted to one velocity reassignment every 50 time steps. For
the butadiene+ ethene Diels-Alder reaction the reassignment
was applied every 10 time steps. The 1,3-cyclopentadiene+
ethene Diels-Alder reaction involved two reassignments every
10 time steps, the 5-amino-1,3-cyclopentadiene+ ethene Diels-
Alder reaction was carried out with two reassignments every 5
steps, the cyclopropanation used one reassignment every 20

∆afbA ) ∫a

b 〈∂E(X,s)
∂s 〉

s
ds ) -∫a

b
〈Fs〉sds (1)
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steps, and the ketene dimerization required one reassignment
every 30 time steps. Thermostat settings were monitored and
adjusted as necessary during the equilibration stage, with the
main criteria for adequate thermostating being the mean
temperature lying within a range of 300( 10 K and a
temperature drift lower than 1 K/ps. In combination with the
Andersen thermostat, a constant friction was applied to the wave
function with a value of 0.001 except in the case of the
substituted Diels-Alder reaction where a value of 0.002 was
used.

Although the Andersen thermostat is not commonly used in
AIMD simulations, its application presents no particular practical
challenges. Some care must be taken that the fictitious kinetic
energy of the wave function does not become too large as, in
our experience, the stochastic collisions cause it to increase
somewhat. This increase was not too drastic for the systems
studied here but may become a problem for larger molecules
where a greater number of collisions would be necessary to
maintain a desired temperature. It should be recalled that, owing
to its stochastic nature, the Andersen thermostat should not be
used when deterministic properties of trajectories in phase-space
are of interest. This issue has no effect in the present study since
deterministic trajectories are not required for the calculation of
free energies, which are ensemble averages.

The water-borane complexation reaction was modeled with
a time step of 7 au, the butadiene+ ethene Diels-Alder reaction
had a time step of 5 au, the other Diels-Alder reactions were
studied with a time step of 7 au, the cyclopropanation reaction
used a time step of 8 au, and the time step for the dimerization
of ketene was 5 au (5 au≈ 0.12 fs). The carbene reaction was
performed with the carbene restricted to a singlet state. The
internal energy curve of each reaction was obtained by a series
of simulations where the nuclei and wave function were cooled
to 0 K.

For the purposes of comparison, frequency analyses of the
reactants, products, and (if possible) transition state geometries
of each reaction were performed with the ADF program.30-32

The functional used in the ADF calculations was very similar
to that of the AIMD calculations. The gradient corrections were
identical, but the parametrization of the homogeneous electron
gas was that given by Vosko et al.33 A TZ2P basis set was used
in all static calculations. The integration accuracy was 10-6,
and geometry convergence criteria were 0.00002 au in the
energy and 0.0003 au in the gradients. Atomic masses were
identical to those used in the AIMD calculations.

Although the advantages of thermodynamic integration over
a frequency analysis in the calculation of free energy differences
have been noted, the reactions investigated here have been
chosen such that the reactant and product molecules are for the
most part relatively rigid. Frequency analyses should there-
fore provide excellent estimates of the free energies of these
species and thereby good overall free energies of reaction with
which comparisons can be made. Comparisons will also be made
with free energies of activation derived from frequency analyses.
The transition states are likely to be less rigid than the reactant
or product molecules, and frequency analyses should provide
less certain, though probably still reasonable, results for
comparison.

Theoretical Details

The reactions discussed in this paper are modeled by starting
with the reactants separated by a large distance (reaction
coordinate value of 9.449 bohr (5 Å)) and then being brought
together to form the product. When the reagents are separated

by approximately 9.5 bohr, the intermolecular interaction is
assumed to be negligible for the neutral reactants. This assump-
tion was monitored by the criterion that the constraint force
used was, on average, close to zero at the largest value of the
reaction coordinate. Three constraints are applied to the system.
First, the constraint corresponding to the reaction coordinate is
included. Second, no translation of the center of mass of the
whole system is allowed. Third, rotation of the total system
about the center of mass is constrained. The entropic contribu-
tions to the reaction free energy need to be corrected for this
finite separation and removal of translation/rotation in order to
enable correct reaction free energies to be calculated.

The translational partition function is34

whereM is the total mass of the system or reagent in question
andV is the volume of the system. From eq 2, the translational
entropy contribution is

The translational entropy at all stages of a simulation from
reactants at a reaction coordinate of 9.449 bohr to the product
is taken to be that corresponding to the total mass of the two
reacting molecules at 300 K. The translational entropy of the
reactants in a bimolecular addition reaction is usually taken to
be the sum of the two reactant entropies.34 The correction to
the total entropy change due to translation is then found by
subtracting the translational entropy of the reactants from the
translational entropy of the products.

The rotational partition function of a system is given as34

whereσr is the symmetry number representing the rotational
degeneracy of the system and the termsIR, for R ) x, y, andz,
are the moments of inertia about the orthogonal axesx, y, and
z. As in eq 3, the rotational entropy contribution is

Unlike the translational entropy, the rotational entropy is
geometry dependent because the moments of inertia depend on
the positions of the masses. Therefore, the amount of rotational
entropy removed by the constraint that the total system cannot
rotate varies as the reaction coordinate varies. Finally, as has
already been noted, at the largest value of the reaction coordinate
the reactant molecules are assumed to be noninteracting and to
vibrate and rotate as though they were isolated molecules. The
total entropy of internal motion of the system at this point on
the reaction coordinate is therefore assumed to equal the sum
of the vibrational and rotational entropies of the isolated
molecules.

Thus, in a simulation of the reaction A+ B f AB the overall
entropy correction from isolated reactants to a reaction coor-
dinate ofs is

It is clear that the free energy change∆APAW
AB (s) obtained from

a CP-PAW simulation with the constraints described above

qT ) (2πMkT

h2 )3/2
V (2)

ST ) R(ln(qT) + 5
2) (3)

qr ) π1/2

σr
(2kT

p2 )3/2
(IxIyIz)

1/2 (4)

Sr ) R(ln(qr) + 3
2) (5)

∆SPAWcorr
AB (s) ) Sr

AB(s) + ST
AB(s) - ST

A(∞) - ST
B(∞) (6)
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must be corrected by-T∆SPAW corr in order to obtain the total
classical free energy change

where CM (classical mechanics) refers to the fact that the motion
of the nuclei is described using classical mechanics in the
calculations described here.

It should be noted that once a simulation has been performed
the calculation of∆SPAWcorr

AB is very straightforward because the
translational terms depend only on the nuclear masses and the
temperature, and the rotational term depends only on the masses
of the molecules, the temperature, and the geometry at the point
of interest.

It might be thought that constraining the overall rotation and
translation of a system may require further corrections to another
part of the Helmholtz free energy of a reaction,∆UT (the
contribution to the internal energy due to the heat capacities of
translation, rotation, and vibration). However, in a classical
description each degree of freedom will have an energy of1/2RT
irrespective of its type. In a reaction A+ B f AB the number
of degrees of freedom is equal to 3N on both sides of the
equation whereN is the number of atoms in molecule A plus
the number of atoms in molecule B. Therefore, classically∆UT

) 0. This is also the case in the simulations since the number
of degrees of freedom is the same (3N - 7) at all times. In a
quantum mechanical description∆UT may not be zero since
the energy of the vibrational modes is not likely to be1/2RTat
300 K. We do not correct for this in the present work because
calculating∆UT with standard formulas34 requires recourse to
the harmonic approximation, something that we would like to
avoid.

Another contribution to∆A that is not included in our
simulations is the change in the zero-point energy (ZPE). There
is no straightforward way for∆AZPE to be added to the free
energy curves derived from our simulations. If not for all points
along the reaction coordinate, it can be added to the total reaction
free energy change using the results of frequency analyses of
the reactant and product molecules.

We thus will have several values for the change in free energy
of a reaction: ∆APAW(s), which comes directly from the
thermodynamic integration,∆ACM(s), which is ∆APAW(s) cor-
rected as in eq 7,∆AQM, which is derived directly from a
frequency analysis, and finally∆AQM′, which is identical to
∆AQM but with ZPE neglected and∆UT ) 0. ∆AQM′ should be
directly comparable with∆ACM.

Results and Discussion

BH3 + H2O f H2O‚BH3. The first reaction that we shall
discuss is the formation of the Lewis acid-base complex of
borane and water. This reaction is not of great interest
experimentally since the H2OBH3 molecule is not found to be
stable. It is a good subject for the present study, however, as it
includes a very small number of atoms allowing a more
extensive series of tests of the computational approaches under
discussion. The reaction has not been studied exhaustively
previously. The most important work for purposes of comparison
with the calculations described here can be found in ref 35.

The reaction coordinate is chosen to be the oxygen-boron
intermolecular distance. The reaction steps are shown graphically
in Figure 1a. STI calculations requiring 50 000, 100 000,
200 000, 400 000, and 800 000 time steps were performed using
both Nose´-Hoover and Andersen thermostats. PTI calculations

were performed using only the Andersen thermostat. In this case
10 000 time steps is equivalent to about 1.7 ps.

The convergence of∆A with respect to the number of steps
in an STI calculation will be considered first. The free energy
profiles of the 800 000 time step STI simulations are presented
in Figure 1, parts b and c. Under Nose´ thermostat control, the
50 000 time step STI hysteresis in∆A between the forward and
backward simulations was 3.2 kcal/mol with an average
uncorrected value of∆APAW of -8.6 kcal/mol. As the number
of time steps increased, the hysteresis decreased to 2.5, 1.6,
0.8, and 0.3 kcal/mol for the 100 000, 200 000, 400 000, and
800 000 time step simulations, respectively. The corresponding
results for the Andersen thermostat-controlled simulation were
-0.4, 1.1,-0.6,-1.3, and-0.4 kcal/mol. The Nose´ thermostat
calculations appear to be fairly well converged by the 400 000
time step stage, whereas simulations run with the Andersen
thermostat appear to do a little better and are fairly well
converged by the 200 000 time step calculation.

We turn now to the convergence of the PTI calculations with
respect to the length of the simulation at each value of the
constraint. The Andersen PTI calculations were performed at
18 points in total for 50 000 times steps at each point. The
equilibration was tested by comparing values of the force on
the constraint averaged over the second half of a simulation
starting with total run lengths of 10 000 time steps increased
by 10 000 time steps (1.7 ps) each time. The uncorrected results
of the 10 000, 20 000, 30 000, 40 000, and 50 000 time step
PTI calculations are∆APAW ) -9.7, -10.2,-9.7, -9.5, and
-9.9 kcal/mol, respectively. This suggests a reasonable con-
vergence even after 10 000 time steps at each point along the
reaction coordinate. The converged value is also in good
agreement with the value of∆APAW obtained from the STI
calculations. The good agreement is further demonstrated in
Figure 1d where the mean forces found at each increase in time
step are shown in comparison with the force data from an
800 000 step Andersen-controlled STI simulation. The PTI
points run through the middle of the oscillations in the force of
the STI.

The electronic energy and free energy curves shown in Figure
1e offer qualitative insight into the reaction. On the electronic
energy curve, the reaction has no barrier and has an early
decrease in energy, starting at 8 bohr. This indicates a significant
dipole-quadrupole interaction between the water and borane
molecules. The minimum in the electronic energy curve
corresponds to a binding energy of 14.2 kcal/mol. In contrast
to the electronic energy, the free energy does not begin to
decrease below the level of the reagents until the reaction
coordinate reaches 6 bohr. The difference of approximately 3
kcal/mol between the two curves at 6 bohr indicates a significant
entropic effect in the reaction. The free energy curve in fact
has a maximum of about 1 kcal/mol at a value of the reaction
coordinate of around 6 bohr, but given the accuracy of methods
used here, it is not possible to be certain that a maximum should
be present at all.

The conclusive∆APAW value will be from the 50 000 time
step PTI simulation. Once this is corrected to include entropic
contributions according to eqs 6 and 7 we obtain∆ACM ) -6.5
kcal/mol. Free energies of reaction can of course be calculated
using the more conventional approach of frequency analysis.34,36

This was done, and if, as described in the previous section, only
the classical contributions to the nuclear energy are included, a
free energy change∆AQM′ ) -5.8 kcal/mol is obtained in good
agreement with∆ACM. The various changes in free energy
(∆APAW, ∆APAW corr, ∆ACM, ∆AQM′, and∆AQM) based on PTI are

∆ACM
AB (s) ) ∆APAW

AB (s) - T∆SPAWcorr
AB (s) (7)
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given in Table 1 for the BH3 + H2O reaction (as well as the
other reactions discussed here). The corresponding internal
energy changes of all reactions are given in Table 2.

In the previous study of this reaction35 the complexation
energy of BH3 and H2O was calculated at the G2 level and found

to be 10.3 kcal/mol. This result includes ZPE and is, therefore,
with the ∆UQM value of 11.9 kcal/mol from Table 2.

Diels-Alder Cyclizations. The Diels-Alder reaction is
perhaps the prototypical example of a cycloaddition reaction
between two nonpolar molecules. It has been studied extensively

Figure 1. BH3 + H2O complexation reaction. Part a shows the product complex, an intermediate separation (6.0 bohr, 3.2 Å), and full separation
(9.4 bohr, 5 Å). Part b shows the 800 000 step STI Helmholtz free energy,A, profiles for the simulation with the Nose´ thermostat. Part c shows
the 800 000 step Andersen-STI. Part d shows the Andersen-PTI mean forces in comparison to the forces of the reverse Andersen-STI simulation.
The STI forces are given as a running average of window width of 250 time steps or approximately every 0.001 Å change of the B-O distance,
and the 50 000 time step PTI points are represented by the gray line. Part e shows the PTI free energy curve and the 0 K internal energy curve, both
adjusted to have a value of zero at a separation of 9.4 bohr (5 Å).

TABLE 1: Free Energy Changes for the Reaction A+ Bf AB Found from PAW from Simulation with the PTI Method,
Correction Terms, and Comparison Static (ADF) Calculations

reaction thermostat ∆APAW ∆Acorr
a,e ∆ACM

b,e ∆AQM′
c,e ∆AQM

d,e

BH3 + H2OfH2O‚BH3 Andersen -9.9 3.4 -6.5 -5.8 -2.9

Diels-Alder (butadiene) Nose´ -32.0 -29.6
Andersen -28.8 2.4 -26.4 -26.3 -22.6

Diels-Alder (cyclopentadiene) Nose´ -17.4 -15.0
Andersen -8.6 2.4 -6.2 -6.0 -2.6

Diels-Alder (anti addition) Nose´ -19.1 -16.9
Andersen -11.5 2.2 -9.3 -9.2 -5.9

Diels-Alder (syn addition) Nose´ -21.8 -19.6
Andersen -13.1 2.2 -10.9 -9.9 -6.7

cyclopropanation Nose´ -56.9 -54.5
Andersen -48.2 2.4 -45.8 -48.3 -44.9

2ketenef diketene Andersen -8.2 2.7 -5.5 -5.9 -2.3

2ketenef cyclobutadione Andersen -7.2 2.7 -4.5 -3.0 -0.2

a Correction from eq 9.b ∆APAW corrected as in eq 9.c From frequency analysis without ZPE and the QM part of the vibrational internal energy
contributions.d From frequency analysis including all contributions.e Energies are reported in kcal/mol.
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by theoreticians with the major points of interest being the
structure of the transition state and the question of whether it
follows a concerted or stepwise mechanism (see refs 37-44
and references therein). In the present study, the Diels-Alder
reaction is a logical second step. Like the H2O + BH3 reaction,
it is relatively simple and involves a small number of atoms. In
contrast to H2O + BH3, however, the Diels-Alder cyclization
has a significant enthalpic barrier making it a somewhat different
problem from the point of view of dynamics simulations. Four
Diels-Alder reactions were studied: butadiene and ethene
(Figure 2), cyclopentadiene and ethene where the diene is
constrained to be in the cis conformer (Figure 3), and the syn
and anti reactions between ethene and 5-amino-1,3-cyclo-
pentadiene (Figure 4). These last two reactions were chosen in
order to see what dynamics calculations can tell us about the
stereoselectivity of the Diels-Alder reaction.

The reaction coordinate chosen in all cases was the distance
between the center of the C-C double bond in ethene and the

TABLE 2: Internal Energy Changes for the Reaction A +
Bf AB in kcal/mol

reaction ∆UPAW ∆UQM′
a ∆UQM

b

BH3 + H2OfH2O‚BH3 -14.2 -14.8 -11.9
Diels-Alder (butadiene) -41.0 -41.5 -37.8
Diels-Alder (cyclopentadiene) -20.0 -20.0 -16.6
Diels-Alder (anti addition) -24.5 -24.3 -21.0
Diels-Alder (syn addition) -24.6 -24.9 -21.7
cyclopropanation -61.0 -61.6 -58.2
2ketenef diketene -20.7 -19.9 -16.3
2ketenef cyclobutadione -17.3 -16.2 -13.4

a From frequency analysis without ZPE and the QM part of the
vibrational internal energy contributions.b From frequency analysis
including all contributions.

Figure 2. Diels-Alder reaction of butadiene and ethene. Part a shows
the reagents, the transition state (TS), and the product. Part b shows
the internal energy curve and the STI free energy curves from the
forward and reverse 800 000 time step simulations.

Figure 3. Diels-Alder cycloaddition of cyclopentadiene and ethene.
Part a shows the reagents, the transition state (TS), and the product.
Part b gives the 400 000 time step STI free energy curves for the Nose´
thermostat-controlled reaction. Part c gives a comparison of the forces
obtained in the 400 000 time step Nose´-TI calculation, presented as a
running average with a window of 250 time steps and the mean forces
for the PTI calculation. Part d gives the free energy profiles calculated
by the PTI method and the internal energy profile, where both curves
are set to zero as a reference at a separation of 9.4 bohr (5 Å).
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midway point between the two carbons of the diene which will
form newσ bonds.

The convergence of the slow-growth procedure was tested
for the Diels-Alder reactions of ethene with butadiene and
cyclopentadiene. Simulations controlled by both thermostats
were performed in both forward and reverse directions with
50 000, 100 000, 200 000, and 400 000 time steps. The results
of these calculations are presented in Table 3.

Two striking results are apparent from the data in Table 3.
First, the hysteresis in the calculations of the butadiene+ ethene
reaction is much greater than that of the cyclopentadiene+
ethene reaction. The cyclopentadiene+ ethene results are similar
to those of the BH3 + H2O reaction where the hysteresis is
never greater than 4 kcal/mol and suitable convergence is
reached by the 200 000 or 400 000 time step calculations. The

calculation using the Nose´ thermostat in fact appears to be
converged already with the 50 000 time step calculation. In
contrast, the hysteresis in both of the 50 000 time step
calculations of the butadiene+ ethene reaction is as large as
19 kcal/mol. With the Nose´ thermostat, the forward and reverse
simulations agree well with each other once 400 000 time steps
are included. The hysteresis in the Andersen calculation is a
still unsatisfactory 3 kcal/mol in the 400 000 time step calcula-
tion. To try to improve on this result, a computationally
demanding 800 000 time step (96 ps) simulation was run with
just the Andersen thermostat. The hysteresis in this calculation
is a more acceptable 1.0 kcal/mol. The free energy curves from
the 800 000 time step STI calculations along with the internal
energy curve are presented in Figure 2b.

To understand why the STI method performs so poorly for
the butadiene+ ethene Diels-Alder reaction in comparison with
the cyclopentadiene+ ethene or BH3 + H2O reactions, one
must consider the mechanism of the reactions in question. The
transition state of a Diels-Alder reaction has the atoms that
are forming a six-membered ring in aCs-symmetric arrangement
where the dieneophile approaches the diene from one side
(Figure 2a). To proceed from the transition state to products in
the case of the butadiene+ ethene reaction, the two former
ethene carbons must twist in such a manner as to give the final
C2 symmetry of cyclohexene. This twisting motion involves very
little change of our chosen reaction coordinate, which is the
distance between the midpoint of the ethene C-C bond and
the halfway point between the two terminal carbons of the
butadiene molecule. This reaction coordinate is therefore quite
a poor choice for this part of the reaction and, as we have seen
from the results in Table 3, requires a lot more effort to produce
correct results. The transition from theCs-type structures to the
C2-type structures shows up as a small shoulder on the free
energy curves in Figure 2b. Norbornene hasCs symmetry like
the transition state for its formation and the B-O distance is
obviously a good choice of reaction coordinate for the BH3 +
H2O reaction, so similar problems do not arise for these two
reactions. The butadiene+ ethene example is demonstration
of the need to choose a good reaction coordinate when
calculating reaction free energies using thermodynamic integra-
tion. For systems more complicated than those studied here it
often may become mandatory to use a more versatile reaction
coordinate such as an intrinsic reaction coordinate (IRC).23,45

The second interesting result from the data in Table 3 is the
fact that the simulations controlled by the Nose´ thermostat do
not give the same value for∆APAW of the ethene+ cyclopenta-
diene reaction as the simulations controlled by the Andersen
thermostat even when very large numbers of time steps are used.
The obvious first question is which, if any, of the calculations
is correct. From the static frequency calculations code∆AQM′
is determined to be-6.0 kcal/mol.∆APAW (Nosé) is taken as
the average of the forward and reverse 400 000 time step STI
simulations giving-16.7 kcal/mol. In a similar fashion∆APAW

(Andersen) are found to be-8.6 kcal/mol. Using eq 7 to convert
the ∆APAW into ∆ACM, we obtain∆ACM(Nosé) ) -14.3 kcal/
mol and ∆ACM (Andersen)) -6.2 kcal/mol. The corrected
Andersen results agree well with the value from the frequency
analysis. The explanation as to why the Nose´ thermostat
performs to poorly will be deferred for a moment, as the PTI
calculations provide clearer evidence for the discussion and
therefore will be described first.

PTI calculations of both reactions using either of the
thermostats were performed. The results of these calculations
are summarized in Table 1.

Figure 4. Stereoselective Diels-Alder cycloadditions of aminocyclo-
pentadiene and ethene. Part a shows the syn addition (top) and the anti
addition (bottom). Part b shows the PTI free energy profiles for the
anti addition for both Nose´ and Andersen thermostats as compared to
the internal energy curve. Part c shows the Nose´ thermostat PTI free
energy curve and internal energy curve for the syn addition. Energy
curves are set to zero at 9.4 bohr (5 Å).
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To complete the outline of why the thermostats give differing
results for the cyclopentadiene+ ethene reaction, the PTI results
for this system will be discussed first. The PTI values of∆APAW

for this reaction are-17.4 kcal/mol (Nose´) and-8.6 kcal/mol
(Andersen) in disagreement with each other but in agreement
with the equivalent STI result. The free energy profiles for the
Diels-Alder reaction of cyclopentadiene with ethene based on
PTI calculations with both the Nose´ and Andersen thermostats
and the 0 K internal energy curve are presented in Figure 3d. It
is obvious that the free energy curve with the Nose´ thermostat
does not deviate from the internal energy curve with any real
significance. All of the reactions discussed in this paper are
addition reactions with large negative values of∆S, and the
internal energy and free energy curves should not coincide. The
PTI and STI methods therefore give the same incorrect results,
and the error cannot be attributed to the method of obtaining
averaged forces.

Visual inspection of the Nose´-PTI calculation molecular
trajectories showed that, at long separations, the individual
molecules do not rotate in any appreciable manner. Thus, it
appears that the rotational modes are not sufficiently excited
by the Nose´ thermostat in this case. This hypothesis was
confirmed by a more quantitative analysis. Taking the point from
each of the PTI calculations corresponding to the greatest
separation of 9.449 bohr (5 Å), the motion of the ethene
molecule was separated out. By use of standard formulas of
classical mechanics,46 the rotational motion of the ethene
molecule was further separated and the kinetic energy about
the principal axes determined. The nuclei in these simulations
should be equilibrated at 300 K, and therefore, each rotational
direction should have1/2RT or 0.3 kcal/mol of energy. In the
simulation controlled by the Nose´ thermostat, the average
energies in the rotational modes were 0.005, 0.005, and 0.006
kcal/mol. Furthermore, a line fitted through the total rotational
energy as a function of time had a gradient of-0.01 kcal/mol
ps, suggesting that the thermostat was not able to push the
rotational modes toward equilibration. In contrast, the Andersen
simulation produced trajectories that have the reactant molecules
apparently rotating freely and gave more reasonable average
rotational energies of ethene about its principal axes of 0.2, 0.3,
and 0.2 kcal/mol.

The Nose´ thermostat uses an extra degree of freedom that
acts as a heat bath for the system of interest.16 This extra degree
of freedom has a chosen mass with a corresponding frequency
for coupling with the other degrees of freedom. The thermostat
currently implemented in the PAW program is an improvement
on the original Nose´ thermostat,19 but it appears that it is unable
to provide a wide enough frequency spectrum to equilibrate the
cyclopentadiene+ ethene system. It is certainly an improvement
over the standard Nose´ thermostat, which was implemented in
older versions of PAW. Test calculations with this thermostat
found it to be very poor for both butadiene+ ethene and
cyclopentadiene+ ethene systems and a number of others

systems to which it was applied. Possible modifications to the
present Nose´ thermostat which may improve its behavior include
applying a thermostat to each particle47 or using a chain of Nose´
thermostats.48-51 The Andersen thermostat of course does not
suffer from a similar problem as an even distribution of energy
among all degrees of freedom is implicit in its definition.20

Other possible causes for the poor performance of the Nose´
thermostat may be the removal of the rotational motion of the
overall system and a poor choice of the coupling frequency of
the thermostat. The first possibility was tested by rerunning a
simulation at a large value of the constraint of the amino-
cyclopentadiene+ ethene system with the overall rotation
constraint removed. This led to nearly no change in the rotational
kinetic energy of the individual molecules. To test the second
possibility, a series of calculations of the same system were
run with a range of characteristic frequencies of the nuclear
thermostat from 1.0 to 200.0 THz. The rotational kinetic energy
of the individual molecules did change somewhat as a function
of the frequency but never approached the required value.

The lack of energy in the rotational modes of the reactants
in the cyclopentadiene+ ethene Diels-Alder reaction is
responsible for the poor results obtained when it is simulated
using the Nose´ thermostat. As detailed in the previous section,
the translational entropy of the isolated molecules is not included
in the simulations but rotational entropy is. In the course of a
simulation, this rotational entropy is lost leading to the majority
of difference between the calculated internal and free energy
curves∆APAW. If the rotation of the reactants is not treated
correctly, then the simulation cannot hope to give a reasonable
free energy curve. Because the free energy curve from the Nose´-
controlled simulation almost coincides with the internal energy
curve, it is likely that the vibrational modes are also poorly
equilibrated.

When the PTI results in Table 1 are compared with the STI
reaction energies from Table 3, it is clear that both methods
give very similar results (erroneous or not) for these two
reactions. Although the simulation at each point of the PTI
calculation lasted 30 000 time steps, all were mostly converged
after only 10 000 time steps. The cyclopentadiene+ ethene
reaction again converged more rapidly, but the butadiene+
ethene free energies of reaction were only in error by 1 kcal/
mol when comparing the 10 000 time step per point with the
30 000 time step per point PTI calculations.

It has already been noted that the Andersen-controlled STI
calculation of the cyclopentadiene+ ethene reaction gives a
free energy of reaction in good agreement with the energy
obtained from static frequency calculations. It follows from
Table 1 that an equally good agreement is obtained with the
PTI scheme. What about the butadiene+ ethene reaction? The
best calculations, either PTI or STI give∆APAW of about-29
kcal/mol (Andersen) and about-33 kcal/mol (Nose´). Again
using eq 7 to convert∆APAW into ∆ACM, we obtain values near
-26.5 kcal/mol (Andersen) and-30.5 kcal/mol (Nose´) which

TABLE 3: ∆APAW in kcal/mol of Diels-Alder Reactions Calculated by the STI Method

butadiene+ ethene cyclopentadiene+ ethene

Nosé Andersen Nose´ Andersennumber of
time steps forward reverse forward reverse foreword reverse forward reverse

50 000 -23.4 -34.9 -19.1 -38.3 -16.9 -17.4 -8.0 -5.4
100 000 -26.1 -37.9 -26.8 -36.2 -16.0 -16.3 -12.3 -9.8
200 000 -29.8 -33.5 -25.6 -29.1 -16.0 -16.9 -7.3 -8.7
400 000 -33.0 -33.9 -25.1 -28.1 -16.8 -16.5 -9.0 -8.3
800 000 a a -30.3 -29.3 a a a a

a Calculation not performed.
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may be compared with-26.3 kcal/mol from static calculations.
Thus, it appears that the simulation of the ethene+ butadiene
Diels-Alder reaction with the Nose´ thermostat may also
underestimate the magnitude of∆S.

It was noted at the beginning of this section that an important
difference between the Diels-Alder reaction and the addition
reaction between H2O and BH3 is the presence of an internal
energy barrier. Although no special effort was made to find the
location of the transition states on the internal energy curve,
from interpolation of the available data points they are expected
to be found at values of 4.10 au and 4.18 au of the reaction
coordinate for the butadiene+ ethene and cyclopentadiene+
ethene reactions, respectively. The heights of the two barriers,
∆Uq, are 15.3 and 16.9 kcal/mol above the reactants. In a manner
similar to that used for the internal energy transition states, the
free energy transition states were found by interpolation among
the Andersen-controlled PTI points. The transition states are
located at separations of approximately 4.08 and 4.19 bohr with
values of∆APAW

q of 24.9 and 26.0 kcal/mol, respectively, for
the butadiene+ ethene and cyclopentadiene+ ethene reactions.
Although the STI simulations could be used to locate the
transition states without needing to resort to interpolation, the
PTI results were taken here to be consistent with the rest of the
reactions. Again using eq 7, the∆APAW

q can be converted into
∆ACM

q giving values of 28.2 and 29.2 kcal/mol. The entropic
contributions to the free energy barriers are approximately 13
and 11 kcal/mol, respectively. The majority, but not all, of the
entropy is thus lost at the transition state. The transition state
occurs at the same value of the reaction coordinate on the
internal energy scale as on the free energy scale.

Just as the free energy changes of reaction calculated from
thermodynamic integration can be compared with equivalent
values derived from frequency analyses, free energies of
activation can be compared with results obtained from this
source. Transition states of the two reactions in question were
found using the ADF program and identical reaction coordinates
to those taken for the dynamics calculations. The locations of
these transition states were 4.08 and 4.17 bohr for the butadiene
+ ethene and cyclopentadiene+ ethene reactions, respectively.
Frequency analyses at these geometries confirm that they are
indeed transition states. Each analysis gives real vibrational
frequencies with the exception of one of about 400i cm-1.
∆AQM′

q calculated from the results of the frequency analyses are
28.7 and 29.9 kcal/mol in very good agreement with the values
for ∆ACM

q from the dynamics calculations.
Li and Houk have studied the barriers of the Diels-Alder

reaction between ethene and butadiene in some detail.40 From
RQCISD(T)/6-31G* and UQCISD(T)/6-31G* calculations they
obtain somewhat larger values of∆Uq of 25.5 and 29.4 kcal/
mol, respectively. In contrast, the entropic contribution to∆Aq

is found by these workers to be 12.8 kcal/mol in good agreement
with the results given here.

The cycloreversion of norbornene to form ethene and
cyclopentadiene was studied recently at the CASSCF/6-31G*
and B3-LYP/6-31G* levels.74 ZPE was included in these
calculations, but entropy effects were not. The B3-LYP reaction
energy and activation barrier from ref 74 (-18.4 and 22.4 kcal/
mol) agree quite well with the present results. The agreement
is poorer with the CASSCF results (-12.9 and 38.4 kcal/mol).

The other Diels-Alder cyclization reaction considered is
ethene+ 5-amino-1,3-cyclopentadienef amino-norbornene
which has recently been examined both experimentally52 and
theoretically.44,53This reaction is depicted in Figure 4a. Having
established in the previous examples that the PTI method is

comparable to the slow-growth scheme, the ease of implement-
ing the PTI method drove us to restrict ourselves to the PTI
method for the remaining systems. Simulations were run with
both available thermostats; 28 points along the reaction curve
were used for both syn and anti addition pathways with
simulations totaling 30 000 time steps (5.1 ps) at each point.
The free energy profiles of the simulations controlled by the
Noséthermostat are plotted along with the 0 K internal energy
curves in Figure 4, parts b and c. The free energy profile of the
syn addition pathway under Nose´ thermostating clearly suffers
from the same flaw as that shown by the cyclopentadiene+
ethene calculation controlled by the same thermostat. Only minor
entropic effects are found. Visual inspection of trajectories at
longer separations confirmed that again no rotational motion
was present. The Nose´-controlled anti addition pathway free
energy profile does not suffer from this problem, or at least not
in the same blatant fashion as the previous cases, as the final
entropic contribution to∆APAW is ∆(-TS) ) 5.4 kcal/mol. This
entropic effect is somewhat smaller than might be expected,
however. Visual examination of trajectories found that some
rotational motion was present in this simulation for large values
of the reaction coordinate.

The free energy curves derived from PTI calculations using
the Andersen thermostat are also plotted in Figure 4, parts b
and c. Both of the Andersen curves in parts b and c of Figure
4 lie well above the curves from the Nose´ thermostat calculation
implying that the Nose´ thermostat does not perform well in this
case either. Under Nose´ thermostat control, the corrected PTI
results are for the anti addition∆ACM ) -15.0 kcal/mol and
for syn addition∆ACM ) -16.9 kcal/mol. The static result was
∆AQM′ ) -9.2 kcal/mol for the anti addition and∆AQM′ ) -9.9
kcal/mol for the syn addition. Both Nose´-PTI results are too
low, owing to the lack of rotational contribution to the entropic
change in the reactions. The Andersen-controlled simulations
give good agreement with the static calculated values with a
corrected value of∆ACM ) -9.3 kcal/mol and∆ACM ) -10.9
kcal/mol for the anti and syn additions, respectively.

One of the major point of interest in the Diels-Alder reaction
of ethene with 5-amino-1,3-cyclopentadiene is the possibility
for π-facial selectivity. It has been found that the major product
of the reaction of a dieneophile with 5-amino-1,3-cyclopenta-
diene corresponds to preferential approach to the syn face the
diene.52 The product distribution of these types of reactions is
generally believed to be under kinetic control. Some rationaliza-
tions of the observed behavior focus on the properties of the
reactants, whereas others deal with the properties of the
transition states (see refs 44, 52, 54-58, and references therein).
Ultimately, kinetic control implies that two competing processes
have different free energies of activation, a quantity that can
be obtained from the present calculations.

The transition state for the syn reaction was found to be at a
value of 4.25 bohr of the reaction coordinate, whereas for the
anti addition it was only negligibly different at 4.26 bohr. The
corrected values of∆ACM

q are 28.9 and 25.9 kcal/mol for the
anti and syn reaction, respectively. These results suggest that
the syn addition will be favored over the anti reaction in
agreement with experimental results. For the sake of comparison,
the ∆Uq values obtained from these calculations are 17.0 and
15.1 kcal/mol with the transition state being at 4.25 bohr in
both cases. Thus, entropy effects may increase the preference
of syn addition over anti, but the change of 1 kcal/mol in the
difference between the syn and anti reaction barriers is probably
within the error bars of the present method and should not be
given too much weight.

Calculation of Free Energy Profiles J. Phys. Chem. A, Vol. 108, No. 12, 20042175



The entropic contributions to∆ACM
q are 12 and 11 kcal/mol

for the anti and syn reactions, respectively. This constitutes 75-
80% of the entropic change to the free energy changes of
reaction implying that again most, but not all, of the entropy
that is to be lost is gone by the time the reaction reaches the
transition state. Static calculations were performed to provide
comparisons with the calculated values of∆ACM

q . The transi-
tion states located in this case are at 4.22 and 4.23 bohr and
with energies of∆AQM′

q ) 30.4 and 28.3 kcal/mol, respec-
tively, for the anti and syn reactions. The free energy barriers
from frequency analyses are a little higher than those derived
from dynamics calculations. It is not clear from where the
discrepancy arises, since the free energy and internal energy
transition states are predicted to be at almost identical values
of the reaction coordinate and the frequency analyses include
no frequencies below 100 cm-1.

The activation energies of the syn and anti Diels-Alder
reactions of aminocyclopentadiene and ethene were studied
previously by Xidos and co-workers44 at the HF/6-31G* level.
Only the relative values of the activation energies were quoted
in this work. The barrier leading to syn addition was found to
be 1.7 kcal/mol lower in energy than that leading to anti addition
in good agreement with the present results.

Cyclopropanation. The addition of a carbene to an alkene
is an important reaction of divalent carbon and a useful route
to cyclopropane ring structures. The reaction of a singlet carbene
is believed to proceed in two phases starting with an electrophilic
approach to the double bond followed by nucleophilic attack at
one of the two alkene carbon atoms.59 The reaction of dichloro-
carbene with ethene has been found to proceed with a zero or
even negative ethalpic barrier60-62 with a free energy barrier
that is believed to be largely entropic in origin. Theoretical
studies have largely focused on whether a minimum corre-
sponding to a weakly boundπ-complex is present in the
enthalpic reaction curve.59,63-65 If such a minimum does exist
then a transition state on the enthalpy curve can be present.
The most accurate calculations available at this time suggest
that no minimum corresponding to aπ-complex exists, at least
for the dichlorocarbene-ethene reaction.65 It is well-known that
DFT methods are not the best choice for describing weak long-
range interactions and therefore, calculations of the type
described in this paper cannot provide further insight into the
question of the existence of aπ-complex in the enthalpic
reaction curves. However, the calculation of free energy curves
is under discussion here, and a reaction such as that between
CCl2 and ethene where most, or even all, of the free energy
barrier is due to entropic effects was chosen as another useful
test case.

The reaction of dichlorocarbene+ ethenef 1,1-dichloro-
carbene was studied exclusively with the PTI method, using
both Nose´ and Andersen thermostats. The total electron spin
of the system was constrained to be 0, corresponding to a singlet
carbene. The singlet state is expected to be more stable66 than
the triplet state in this case of a dihalide carbene. The reaction
coordinate chosen was the interatomic distance between the
carbene carbon and the center of mass of the two ethene carbons.
For the Nose´ thermostat, a total of 22 points along the reaction
curve was used. At each point a simulation 30 000 time steps
(5.7 ps) in duration was performed. The corrected free energy
change was found to be∆ACM ) -56.3 kcal/mol, and as is
visible from the energy profiles shown in Figure 4b, the free
energy curve did not deviate in any significant fashion from
the 0 K internal energy curve. Upon visual inspection of the
nuclear trajectories at the longer reagent separations, it was

apparent that neither of the molecules was rotating about their
respective centers of mass. This is again attributed to the Nose´
thermostat unsuccessfully sustaining the energy of the rotational
normal modes.

A total of 29 points along the reaction curve were used for
the Andersen thermostat. While the PTI calculations of the
previous reactions (with the exception of the butadiene+ ethene
Diels-Alder reactions) were close to converged after only
10 000 time steps and certainly converged by 30 000, the
convergence of the PTI with the Andersen thermostat was
somewhat slower. Starting at 10 000 times steps for each point,
convergence of the free energy change was assessed at incre-
ments of 10 000 time steps until 60 000 time steps (11.4 ps)
was reached. The∆APAW results for the increasing number of
times steps are, with the 9.449 bohr (5 Å) separation defined to
be zero as a reference,∆APAW ) -47.0,-45.7,-46.8,-48.3,
-47.6, and-47.6 from least to greatest number of steps. Thus,
convergence within(1 kcal/mol by the 40 000 time step mark
is suggested. The reason for the poorer convergence is the same
as was the case for the butadiene+ ethene reaction. The reaction
proceeds with the carbene first approaching the two carbons
equidistantly but soon veering nearer to one. The chosen reaction
coordinate is a reasonable choice for this process. The two C-C
bonds are formed stepwise. It is the formation of the second
bond that is less well described by the reaction coordinate as it
involves the three carbons going from a rough L-shape to the
cyclopropane structure, a transformation that involves only a
relatively small change in reaction coordinate.

From Figure 5b, it is clear that the free energy curve derived
from the calculations controlled by the Andersen thermostat does
deviate from the 0 K internal energy curve. Similar visual
inspection of the nuclear trajectories revealed that the Andersen
thermostat did successfully excite the rotational normal modes
of the system.

Figure 5. Cyclopropanation of ethene with dichlorocarbene. Part a
shows the reagents, the transition state (TS), and product. Part b gives
the free energy profiles calculated by the PTI method and the internal
energy profile.
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Considering the 60 000 time step Andersen-PTI result as most
accurate, the final, corrected answer is∆ACM ) -45.8 kcal/
mol. The corresponding frequency analysis result is∆AQM′ )
-48.3 kcal/mol, without ZPE correction, which indicates a small
overestimation of the free energy change by the Andersen-PTI
method. As is visible in Table 2, the internal energy differences
found in both PAW and ADF are within(1 kcal/mol; thus,
this overestimation is due to the entropy change,∆S, being
overly negative in the PAW simulation.

The internal energy curve of Figure 5b does have a maximum
at about 4.5 bohr, but as was noted earlier, the present method
is not accurate enough to successfully describe such a small
barrier. The free energy curve has a maximum at the same
distance. Near the free energy transition state the calculated
trajectories place the carbene nearer to one of the ethene carbons,
in accordance with molecular orbital symmetry considerations67

that would predict a very high barrier for a transition state with
C2V symmetry. The corrected free energy barrier∆ACM

q is 11.7
kcal/mol. The PTI method thus predicts a large entropic barrier
for the reaction of dichlorocarbene with ethene in agreement
with experimental results. This result is also in agreement with
earlier frequency analysis calculations of the free energy barrier
height63,64 but disagrees somewhat as to the location of the
transition states with the previous calculations giving values of
3.8 bohr63 and less than 4.25 bohr.64

Dimerization of Ketene. The final reaction that will be
discussed is the 2+ 2 cycloaddition of two ketene molecules.
The ketene functional group is highly reactive and is used to
form cyclobutane rings through 2+ 2 cycloaddition reactions
with alkenes. It is so reactive that it often reacts with itself in
a 2 + 2 fashion to form a 1,3-cyclobutadione. The simplest
possible ketene, commonly called ketene, is somewhat excep-
tional in that even in the absence of a catalyst it mainly (95%)
dimerizes to form methylene-â-propiolactone (diketene),68

Figure 6a, with only a small amount (4-5%) of the dione
formed.69 A few computational studies of the dimerization of
ketene have been published, mainly looking at the structure of
the transition state and why the lactone is the major product
rather than 1,3-cyclobutanedione.70-72

It may seem initially that dimerization of ketene does not
offer anything new as a test case when compared with the other
reactions discussed here. However, it turns out that studying
this reaction using thermodynamic integration does create some

new difficulties due to the possibility of a bifurcation in the
reaction path.

The PTI method in combination with the Andersen thermostat
is now well established as our method of choice for calculating
free energies curves. It was applied to the formation of diketene
with the chosen reaction coordinate being the distance between
the midpoint of the C-C double bond of one ketene molecule
to the midpoint of the C-O double bond of the other ketene
molecule. Unfortunately, at present the PAW program does not
offer the option to constrain distances with respect to the
midpoint between atoms but rather allows the distance between
the centers of mass of two groups of atoms to be constrained.
In all previous examples, the midpoints between atoms that
formed part of the constraints were the midpoint between two
atoms of the same element. In this case, the center of mass of
these two atoms is the midpoint between them allowing the
calculation to proceed with no difficulties. For the diketene
reaction, one of the midpoints is halfway between an oxygen
atom and a carbon atom. To get around this problem the masses
of the carbon and oxygen atoms in this simulation were
artificially chosen to be equal to each other at 12.0 amu. The
use of incorrect masses for the oxygen atoms should not
introduce any significant errors since it has been shown that
configurational averages derived from dynamics calculations are
independent of the masses chosen for the atoms.73

The reaction of two diketene molecules to form the 1,3-
cyclobutanedione was also studied with the PTI procedure. In
this case, the reaction coordinate was chosen to be the distance
between the midpoint of the C-C double bond of each monomer
molecule. Obviously, it was not necessary to assign an unusual
mass to the oxygen atom in this case.

Simulations of 30 000 (3.6 ps) time steps in duration were
performed at each point of the PTI calculation with the reaction
to diketene having 31 points and the reaction to the butadione
28.

The calculation of the butadione reaction curve proceeded
without any difficulties giving a corrected free energy of reaction
of ∆ACM ) -4.5 (-3.0) kcal/mol and a free energy barrier of
∆ACM

q ) 26.4 (29.9) kcal/mol at a value of the reaction
coordinate of approximately 3.9 (3.9) bohr (2.06 Å). The values
in parentheses are the corresponding numbers derived from
frequency calculations.

The PTI calculation of the reaction to form diketene was not
so straightforward, however. The transition state of this reaction
has a mostly formed C-C bond but with a largely unformed
C-O bond and has a geometry withC1 symmetry rather than
theCs symmetry of the product molecule71 (see Figure 6). CISD
calculations put the length of the C-C bond at 3.33 bohr (1.76
Å), the C-O bond distance at 5.05 bohr (2.67 Å), and the
O-C-C-C dihedral angle at-56°.71 The trajectories obtained
from our simulations show that at the transition state and for
somewhat larger values of the reaction coordinate the mode
corresponding to changes in this dihedral angle is very soft
allowing large amplitude vibrations: so large, that in some cases
the dihedral angle became close to 180° causing the simulation
to fall into the minimum corresponding to the cyclobutadione
product. In other words, there is a bifurcation in the minimum
energy path with one branch leading to each of the known
products. Motion of the simulation along one part of the
bifurcation is prevented by the constraint required for thermo-
dynamic integration. Motion in the other direction is not
restricted, however, and can lead the simulation to wander a
long way away from the desired reaction path. This problem
can be particularly problematic if, as is the case here, the

Figure 6. Dimerization of ketene.
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potential energy surface is flat and perhaps decreasing in energy
in this direction. Unfortunately in this case, the value of the
constraint where the bifurcation occurs (∼4.15 bohr or 2.20 Å)
corresponds to a butadione structure near its local minimum.

The ensemble average forces at the points in the PTI
calculation that wandered into the butadione minimum were
unreasonably high causing the calculated free energy of reaction
to be significantly in error. The alternative STI method was
attempted but also fell into the alternative minimum, resulting
in a completely unreasonable free energy curve as the continual
small stepping of the constraint tore the molecule apart.

The simple-minded solution to the problem was to ignore
any contributions to ensemble forces once a simulation had
entered the cyclopentadiene minimum. This resulted in three
of the PTI points at reaction coordinates of 3.75 (25 000), 3.875
(21 000) and 4.0 (7000) bohr having less than the desired
number of 30 000 time steps. The number of time steps in the
simulations before the trajectory wandered into the undesired
minimum are listed in parentheses after the reaction coordinate
values. Calculations with the reaction coordinate chosen to be
between 4.1 and 4.2 bohr gave less than 5000 usable time steps
and were discarded. Integrating the average forces obtained from
the acceptable parts of the trajectories resulted in a corrected
reaction free energy to diketene∆ACM ) -5.5 kcal/mol and a
corrected barrier at 3.69 bohr (1.95 Å) of∆ACM

q ) 31.5 kcal/
mol. The equivalent values from frequency calculations are-5.9
and 34.7 kcal/mol. The good agreement between the dynamic
and static results, particularly for the overall reaction energy
for which frequency analyses should perform very well, suggests
that the simple-minded approach used here to deal with the
bifurcation may work well.

Rather than applying the rather ad hoc approach described
here, the formation of the undesired product could be prevented
by the application of an artificial repulsive potential. This
method has the advantage that longer and better equilibrated
simulations could be performed.

These calculations predict that the free energy barrier to the
formation of diketene is in fact rather higher than the barrier to
formation of 1,3-butadione and that the diketene is the observed
product because of thermodynamic control. This is contrary to
the conclusions drawn in previous publications71,72 where the
barrier to the formation of diketene is lower. Only the enthalpy
barrier was discussed in these papers. The internal energy
barriers in the present calculations,∆Uq, are calculated to be
16.4 and 21.2 kcal/mol for the butadione and diketene reaction,
respectively. The difference between∆Uq and ∆ACM

q is close
to 10 kcal/mol for both reactions, so entropic effects do not
appear to favor one path over the other. It therefore might be
expected that the conflicting predictions are due to the differing
quality in electronic structure methods used. The CCSD(T)
numbers from ref 72 are likely to be the most reliable though
the basis set used in this work was relatively small.

Concluding Remarks

We now address several general points concerning all systems
studied. The temperatures at each point of the PTI simulations
was monitored, with averages taken over the last half of the
time steps taken. The mean temperatures were within the range
of 300 ( 15 K. Assuming that internal energy and entropy
changes are not significantly affected within this temperature
range, the definition of∆A ) ∆U - T∆S can give a simple
relative error estimate of the entropic contribution to the free
energy as follows: error) 15 K/300 K) 5%. This temperature
error is likely within (0.5 kcal/mol for the systems studied.

The convergence analysis of the PTI method indicates that,
while the error does decrease with the increase of the times
steps used at each point, any number of time steps over 10 000
per point will usually give convergence to(1 kcal/mol as long
as the reaction coordinate chosen is a good one. More time steps
per point are needed if the reaction coordinate is less than ideal
as was the case for the butadiene+ ethene and the cyclopro-
panation reactions. Because the integration procedure used for
the PTI method involves a local quadratic approximation
(Simpson’s rule), the positions of the PTI points will give the
most accurate results when they are dense enough to make that
assumption valid. It has been our experience that around the
transition state, a spacing of 0.125 bohr (approximately 0.07
Å) is required, whereas at long reagent separation 0.5 bohr (0.26
Å) is sufficient. Once this sufficient number of points has been
reached or surpassed, we have estimated the numerical error of
integration to be within(0.5 kcal/mol by adding and removing
mean force points at various positions along the reaction
coordinate. In terms of computational expense, once equilibra-
tion has been performed, the PTI method will take ap-
proximately 300 000 to 1 500 000 times steps to provide
accurate results. In contrast, the slow-growth method appears
to require at least a 400 000 time step simulation, in both
directions; thus, at least 800 000 time steps and possibly up to
1 600 000 time steps are required. Overall, the PTI method may
require less computational time that the STI scheme. Further-
more, it has the added advantages that many PTI points may
be run concurrently and a given PTI calculation may easily be
improved.10

The net translation and rotation of the system was removed
in all AIMD calculations. It has not been established exactly
what the effect of this is on the rotation of the individual
reactants, though it was assumed here that they can rotate freely
if their interaction with each other is negligible. Given the good
agreement between the∆ACM and ∆AQM′ values for each of
the free energies of reaction, it seems that this assumption is
reasonable. However, it should be kept in mind that the rotation
of the separated reactants is not completely free. For example,
the rotation of two molecules in the same direction about the
axis passing through the center of mass of each is not allowed
if the rotation of the total system is constrained. Essentially,
the removal of the system’s angular momentum about its center
of mass will impose a constraint, of unknown form, on the
individual rotations of the reagents about their molecular centers
of mass that may affect the rotational entropy of the system.

It is well-known that for small systems the standard Nose´-
Hoover thermostat does not produce ergodic trajectories.17,48,75,76

At the inception of the work described in this paper, it had been
expected that the improved thermostat suggested by Blo¨chl19

would not provide similar problems. Clearly, given the results
described here, although the improved thermostat is superior
to the standard version, it is still not satisfactory for the present
purposes. The obvious next step is to try the Nose´-Hoover chain
thermostat,48 an alternative improvement upon the basic for-
mulation. Rather than repeat the numerous calculations already
discussed with a third thermostat, three test calculations were
performed with a Nose´-Hoover chain thermostat of length six.
The systems chosen were that for which the Blo¨chl-improved
thermostat performed the most poorly (the syn Diels-Alder
reaction of ethene and amino-cyclopentadiene) and two other
randomly chosen reactions (the Diels-Alder reaction of ethene
and butadiene and the dimerization of ketene). All test calcula-
tions were at a value of the reaction coordinate of 9.449 bohr
(5 Å) where the reactant molecules should be free to rotate.
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Each calculation was run for at least 4 ps and the energy of
each rotational mode analyzed by the procedure described during
the discussion of the Diels-Alder results. With one exception,
the rotational modes all had average energies of about 0.06 kcal/
mol, somewhat less than the 0.3 kcal/mol required at 300 K.
The exception was one rotational mode of ethene in the syn
Diels-Alder reaction, which had an average energy of more
than 0.5 kcal/mol. Closer examination found that this mode had
been highly excited during the warm-up phase of the simulation
but that almost all of the energy in this mode had gone after
the simulation had run for 2 ps. Extending the simulation to 6
ps gave no noticeable increase in the energy of this mode, and
it therefore is expected that after a long enough simulation time
the average energy in this mode would be about 0.05 kcal/mol.

The performance of the Nose´-Hoover chain thermostat was
further tested by calculation of the syn Diels-Alder reaction
of ethene and amino-cyclopentadiene at 9.449 bohr with several
characteristic frequencies of the thermostat.The total rotational
kinetic energy of the individual molecules did vary as a function
of this frequency but was never greater than 50% of3/2RT and
generally did not distribute the rotational energy evenly among
the three rotational modes.

It appears that the Nose´-Hoover chain thermostat, though
superior to the conventional Nose´ thermostat of the improved
version of ref 19, is also unable to maintain sufficient energy
in the rotational modes of two isolated molecules.

The results and discussion presented here have established
several key findings in the theory and implementation of AIMD
with the goal of calculating free energy profiles along entire
reaction curves. Although simple a priori reaction coordinates
were used, the results should be applicable to more complicated
IRC-type reaction coordinates.

The phase-space sampling methods slow-growth (STI) and
point-wise (PTI) thermodynamic integration were applied in a
variety of illustrative bimolecular reactions. Helmholtz free
energy changes were calculated by thermodynamic integration.
The results obtained in studying the same system under both
sampling methods show that they give very similar free energy
profiles. The PTI method may be used successfully in cases
where as STI calculation will wander off the desired reaction
path.

The Nose´-Hoover or the Andersen thermostat was used to
control the nuclear temperatures (kinetic energies), and in many
cases their performances were compared. The Nose´ thermostat
was found to poorly equilibrate systems leading to modes with
very little energy (in particular rotational modes) and to an
underestimated and typically incorrect entropic contribution to
the free energy change. The Andersen thermostat did equilibrate
the rotational modes as shown by an analysis of the energy in
the relevant mode. Specifically, when applied to the PTI method
the Andersen thermostat afforded results with significant
entropic effects and with free energy changes and barriers in
good agreement with the results of frequency analyses.

In a broad sense, the results presented here contribute to the
validation of the usage of AIMD (specifically Car-Parrinello
theory) in the modeling of chemical reactions and the calculation
of free energies along the reaction curve.
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