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In this work we explore the validity of the application of TDDFT methods to the study of excited state
reactivity problems. Accordingly, TDDFT//CASSCF calculations have been used to evaluate the excited state
isomerization path of a retinal chromophore model and have been compared with the path obtained at the
more expensive CASPT2//CASSCF level. We show that the TDDFT and CASPT2 excited state energy profiles
are qualitatively similar. Indeed, remarkably, the TDDFT//CASSCF strategy achieves a qualitatively correct
description of the intersection region, which is a basic mechanistic feature of photochemical processes.
Quantitative differences are found in the region of the energy profile characterized by a coupled stretching-
twisting deformation. This discrepancy reflects the difference in the equilibrium values of the bond lengths
of the planar excited state structures when evaluated at the TDDFT and CASPT2 levels. We stress that our
results support the use of TDDFT for the evaluation of energy profiles along CASSCF reaction coordinates.
Thus, in no way shall such results be considered as indicative of the validity of TDDFT for the calculation
of excited state equilibrium structures or reaction coordinates.

1. Introduction

Presently, there is a broad interest in assessing the perfor-
mance of quantum chemical methodologies for predicting
excited state properties such as excited state equilibrium
geometries and spectral parameters (e.g., absorption and emis-
sion maxima). The relatively recent discovery that low-lying
potential energy surface crossing points such as conical intersec-
tions1 are substantially ubiquitous in organic and bioorganic
compounds further motivates the work in the field. In fact, the
need to include a quantitative description of these features in
the mechanistic scenario of observed photochemical or photo-
physical events calls for a balanced and accurate description of
ground and excited states.

The use of quantum chemical methods that include the effects
of dynamic electron correlation (e.g., multireference configu-
ration interaction or multireference second-order perturbation
theory) is mandatory for a satisfactory evaluation of the energy
gap between different electronic states.2-5 Thus, a considerable
amount of work on the photochemistry and photophysics of
medium-size organic compounds has been carried out by using
mixed computational strategies such as the one based on the
CASPT2//CASSCF level of theory.6,7 At this level the (ground
or excited state) equilibrium structure of the molecule is
determined via CASSCF geometry optimization. However, the
potential energy is evaluated by a single-point CASPT2 calcula-
tion to allow for the treatment of the dynamic electron
correlation.

This CASPT2//CASSCF strategy not only allows for the
computation of excited state stationary points but also allows

for the mapping of entire excited state relaxation or reaction
paths. In this case the full reaction coordinate is computed (e.g.,
by using the IRD or IRC methods8,9) at the CASSCF level while
the corresponding energy profile is computed at the CASPT2
level.

In different applications6,10-12 it has been shown that it is
reasonable to apply CASPT2 corrections to CASSCF potential
energy profiles to incorporate dynamic correlation effects. It
should be pointed out that the photochemical scenario/mecha-
nism is preserved after the CASPT2 correction. However, this
is not always the case. In a recent contribution on the ultrafast
decay of singlet excited cytosine,13 it was shown that in the
presence of nearly degenerate excited states (e.g.,π-π* and
n-π* or two close π-π*’s) the CASPT2 method yields a
photochemical scenario different from that obtained at the
CASSCF level. However, notice that, in the test case selected
for this paper, there are no nearly degenerate excited states as
reported in ref 14.

The recent implementation of CASPT2 numerical first
derivatives15 has allowed for the direct comparison of CASPT2//
CASSCF and CASPT2//CASPT2 ground state reaction paths
for the C-N σ-bond breaking process in the CH3-N2 radical,
i.e., a reactant small enough to allow for expensive CASPT2
optimizations. The results show that, in this case, the CASPT2//
CASSCF and CASPT2//CASPT2 reaction coordinates and
energy profiles are virtually coincident.15

While the CASPT2//CASSCF strategy offers a computational
tool for the evaluation of excited state parameters and reaction
paths, its routine use is restrained by at least two factors: the
high computational cost and the choice of the active space. The
second factor is particularly important as, ideally, the active
space must comprise all the occupied and empty orbitals that
could possibly be involved in the electronic excitation or change
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in bonding that one wishes to describe. In practice, an active
space comprising 12 electrons and 12 orbitals represents (for
asymmetric molecules) the current practical limit. This is
particularly frustrating for top applications in photobiology that
often require the treatment of large conjugated or aromatic
chromophores containing extendedπ-systems, and becomes
prohibitive for complex systems containing transition metals.
The development of time-dependent density functional theory
(TDDFT) methods16,17raises much interest as, in certain cases,
these methods may provide a solution to the computational cost
and active space size problem mentioned above.

In principle, it is known that TDDFT methods can be applied
to excited states that can be described within the linear response
theory.16,17 Notably, the low-lying excited states of different
classes of organic chromophores are dominated by single
excitations and are substantially single-reference problems. In
these cases TDDFT has been shown to provide a valid
alternative to conventional quantum chemical methods. In
particular, the recent work of Furche et al.18 shows, through
the analysis of an extensive series of benchmark molecules going
from BeH to benzene, that high-quality excited state geometric
as well as spectroscopic parameters can be computed via
TDDFT. Moreover, for a series oftrans-polyene oligomers
(from butadiene to decapentaene), it has been demonstrated that
TDDFT accurately describes transition energies with a substan-
tial double excitation character.19 Also, a recent spin-flip
approach within TDDFT theory has allowed reliable description
of bond breaking in ethylene and equilibrium properties of
diradicals.20 Notably, TDDFT methods have been recently
shown to quantitatively reproduce the UV-vis spectral features
of large transition metal complexes in solution, in terms of band
separation, relative band intensities, and solvatochromic shifts,21,22

expanding the applicability of TDDFT methods to complex
metallorganic systems in the condensed phase.

Despite this progress, little testing of TDDFT methods for
excited state reactivity problems has been reported. In its simpler
form such testing must involve the evaluation of energy profiles
along mapped excited state reaction paths. In other words, one
wants to see if single-point TDDFT calculations can successfully
allow for the treatment of the dynamic electron correlation as
an alternative to the more expensive CASPT2 treatment. For
this reason, in the present work, we present a detailed
comparison of a CASPT2//CASSCF and a TDDFT//CASSCF
reinvestigation of the excited state (S1) isomerization path of
theZ-penta-2,4-dieniminium cation1 (a minimal model of the
11-cis-retinal protonated Schiff base chromophore of the visual
receptor rhodopsin).23 We stress that the CASPT2//CASSCF
approach has been previously validated to describe the photoi-
somerization path of a realistic (five double bonds) retinal
chromophore model.6

The TDDFT//CASSCF S1 vertical excitation energy of a five
double bond retinal model has been tested against CASSCF and
has been shown to reproduce the target CASSCF value with an
error of 17%.24 The large error should not be surprising because
CASSCF does not include dynamic correlation, in contrast to
TDDFT.

A TDDFT//CASSCF versus CASPT2//CASSCF comparative
study has been previously reported for the intramolecular proton
transfer of1(π-π*) o-hydroxybenzaldehyde.25 In the present
work we focus on a reaction of different nature (a Z/E
photoisomerization). In contrast to the previously reported work,
the reaction path is computed as a minimum energy path (MEP)
in mass-weighted coordinates8 and with no symmetry con-

straints. Furthermore, the path is followed up to the region of
intersection between the S0 and S1 energy surfaces.

In previous work14 we have provided evidence that the S1

state of1 has a dominating singly excited (hole pair) character
that is maintained all along the reaction coordinate. For this
reason, we believe that this cation represents an ideal candidate
for testing TDDFT as the description of the excited state should
be possible within the linear response theory.

The excited state isomerization path of1 (see Scheme 1)
connects its planar Franck-Condon (FC) structure to a 66° 26

twisted S1/S0 conical intersection (CI) that provides a channel
for efficient return to the ground state (S0). The geometric
progression associated with this change is not straightforward,
but it is sequentially dominated by two different modes: a
stretching and a twisting mode, respectively. In particular, the
initial relaxation connects FC to a planar structure FS. At the
CASSCF level of theory (i.e., when the dynamic correlation
contribution is not considered), FS27 is unstable with respect to
twisting deformation about the central C2-C3 bond and thus
this structure evolves along a barrierless path toward CI. In our
view two features of the reaction coordinate described above
allow for an unprecedented testing of the CASPT2 and TDDFT
levels when used to account for the dynamic electron correlation
effects: (i) the bimodal character along the coordinate provides
the opportunity to test the effect of the dynamic electron
correlation energy along two different types of chemically
relevant molecular deformations, and (ii) the fact that the
coordinate terminates at a conical intersection allows for a direct

SCHEME 1
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test of the ability of TDDFT to describe regions of crossing
between the ground state and a singly excited (hole-pair) state.

Below we show that while the CASPT2//CASSCF and
TDDFT//CASSCF treatments give the same value for the
vertical excitation energy of1, quantitative differences between
the two treatments are found along the reaction coordinate
segment dominated by the coupled stretching-twisting mode.
Despite this discrepancy, the TDDFT//CASSCF energy profile
is found to correctly approach the conical intersection region.

2. Computational Methods

The photoisomerization path of the retinal model1 has been
computed using fully unconstrained ab initio quantum chemical
computations in the framework of the CASPT2//CASSCF
strategy.6,7 This requires that the reaction coordinate be com-
puted at the complete active space self-consistent field
(CASSCF) level of theory and that the corresponding energy
profile is reevaluated at the multiconfigurational second-order
Møller-Plesset perturbation theory level (here we use the
CASPT2 method implemented in MOLCAS-528) to take into
account the effect of electron dynamic correlation. More
specifically, the CASSCF S1 excited state minimum energy path
(MEP) reaction coordinate data of1 are from ref 23 and were
performed using the 6-31G* basis set and an active space of
six electrons in six orbitals (6e/6o).The single-point CASPT2
computations were performed along a selected number of MEP
points using a two-root (S1, S0) state-average (0.5, 0.5) CASSCF
zero-order wave function with a 6e/6o complete active space
and the 6-31G* basis set.

Vertical excitation energies at selected CASSCF geometries
along the reaction pathway have been computed by means of
TDDFT methods using the same 6-31G* basis set employed in
the CASSCF and CASPT2 calculations and investigating basis
set expansion. We also optimized the ground state geometry of
the retinal model1 using the considered exchange-correlation
(XC) functionals (see below).

To check the dependence of our results on the choice of the
particular XC functional employed, we used the BPW91 and
PBE functionals and the B3LYP and PBE0 functionals, as
representative of pure generalized gradient approximation
(GGA) and hybrid XC functionals, respectively.

The BPW91 and B3LYP XC functionals are very popular in
quantum chemistry and have been largely applied, while the
PBE and PBE0 XC functionals have been more recently
developed and shown to give accurate vertical excitation
energies over a broad range of excited states.29,30In the BPW91
functional the Becke exchange31 is combined with the Perdew-
Wang correlation.32 In the B3LYP functional, the exchange part
B3 is the hybrid method proposed by Becke33 that includes a
weighted sum of Slater functionals,34 Becke’s 1988 gradient
correction,31 and Hartree-Fock (HF) exchange. Its correlation
part is also a weighted sum of two terms, the Vosko-Wilk-
Nusair (VWN)35 and the gradient-corrected Lee-Yang-Parr
(LYP) correlation functionals.36,37

In PBE the XC functional is defined according to the Perdew,
Burke, and Ernzerhof parametrization.38,39The PBE0 functional
results from adding to the PBE XC functional a fixed amount
of HF exchange, according to the formula (1/4)(EX

HF -
EX

PBE).29,30,40

To investigate the effect of the basis set on the vertical
excitation energies, single-point TDDFT calculations have been
repeated on the optimized CASSCF/6-31G* ground state
structure of system1, with the 6-311+G* and 6-311++G-
(3df,3pd) basis sets, using all the considered XC functionals.

The 6311+G* basis set was also employed to recompute the
CASPT2 vertical excitation energy at the optimized CASSCF/
6-31G* ground state minimum.

We will hereafter indicate by BSI, BSII, and BSIII the
6-31G*, 6-311+G*, and 6-311++G(3df,3pd) basis sets, re-
spectively. The relatively small computational overhead of
TDDFT with respect to CASPT2 allows us to investigate basis
set convergence up to BSIII, which comprises a total of 516
primitive Gaussians, contracted to 378 basis functions.

All the DFT/TDDFT calculations were performed using the
Gaussian 98 package.41,42

3. Results and Discussion

3.1. Optimized Geometry of 1 and Relative Vertical
Excitation Energy. To check the consistency of the ground
state properties obtained at different levels of theory, we
optimized the retinal model1 using all four different functionals
with BSI. Optimized bond lengths are reported in Table 1.

As can be noticed, the agreement between DFT and CASSCF
geometric parameters is good, with the DFT results featuring
the same bond alternate pattern exhibited by the CASSCF
geometry, even though, as also discussed in ref 24, the DFT
optimized structures slightly favor an overall more delocalized
geometry. Furthermore, notice that the ground state geometries
computed at the B3LYP and PBE0 levels of theory are
essentially identical to the corresponding CASPT2 optimized
geometry,15 with pure GGA functionals slightly overestimating
C-N bond distances.

To disentangle effects due to the basis set and to the use of
different XC functionals, we computed the S1 vertical excitation
energy at the CASSCF geometry, using the BSI, BSII, and BSIII
and all the XC functionals. The results are reported in Table 2,
together with the vertical excitation energies obtained with BSI
at the corresponding DFT optimized geometry for a direct
comparison. Notably, TDDFT vertical excitation energies
computed on the relative DFT optimized geometries do not show
significant variations with respect to those computed at the
CASSCF optimized geometry, with an overall increase close
to 1 kcal mol-1 (see Table 2) reflecting the geometric differences
between DFT and CASSCF.

It is worth noting that, with BSI, both hybrid and pure XC
functionals provide good estimates of the vertical excitation
energy at the CASSCF ground state equilibrium geometry, with
differences falling in the range+1.3 to+6.7 kcal mol-1 with
respect to the CASPT2//CASSCF result; see Table 2. Interest-
ingly, an overall better agreement is computed with pure BPW91
and PBE XC functionals, which quantitatively reproduce the
CASPT2//CASSCF value, with a negligible overestimate of the

TABLE 1: Optimized Bond Lengths of Retinal Model 1 at
Different Levels of Theory, CASSCF, CASPT2, B3LYP,
PBE0, BPW91, and PBE

C1-N C1-C2 C2-C3 C3-C4 C4-C5

CASSCF/6-31G*a 1.288 1.431 1.358 1.454 1.346
CASPT2/6-31G*b,c 1.311 1.411 1.375 1.435 1.354
B3LYP/6-31G* 1.315 1.408 1.379 1.434 1.351
PBE0/6-31G* 1.308 1.406 1.374 1.431 1.348
BPW91/6-31G* 1.324 1.412 1.389 1.435 1.362
PBE/6-31G* 1.323 1.411 1.388 1.434 1.361
CASPT2/6-31G*b,d 1.356 1.428 1.419 1.424 1.385

a Data from refs 14 and 23.b Data from ref 15. Note that the bond
distances for the ground state geometry of1 computed at the CASSCF/
6-31G* level of theory reported in Table 9 of ref 15 are not correct.
c Ground state optimized structure at the CASPT2 level.d First
electronically excited state optimized structure at the CASPT2 level.
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vertical excitation energy of only+1.3 kcal mol-1. This trend
is in agreement with previous studies showing that the GGA
functionals provide lower excitation energies than hybrid
functionals, probably because of the smaller HOMO-LUMO
gap produced by the GGA functionals.30,43

In any case, all the TDDFT vertical excitation energies are
in considerably better agreement with the CASPT2//CASSCF
value than the corresponding CASSCF//CASSCF estimate,
which is blue-shifted by 18.5 kcal mol-1 relative to the
CASPT2//CASSCF energy. This shift of the vertical excitation
energies reflects the effect of including dynamic electron
correlation, which preferentially stabilizes the singly excited state
with respect to the ground state.

With BSII the differences between the two methods fall in
the range+2.4 to +8.0 kcal mol-1, with the pure GGA
functionals still providing a slightly better agreement. Thus,
comparison of the TDDFT and CASPT2 results obtained with
BSI and BSII suggests that the increase in size of the basis set
leads to a slightly larger discrepancy between the two methods.
It is also worth noting that the TDDFT//CASSCF S1 vertical
excitation energies are almost converged with respect to basis
set expansion. The TDDFT energies are stabilized by about 2
kcal mol-1 as the basis set increases from BSI to BSII and by
only ca. 0.8 kcal mol-1 from BSII to BSIII. A similar trend is
seen in the CASPT2//CASSCF energy that is also stabilized by
ca. 3 kcal mol-1 upon increasing the basis set size from BSI to
BSII.

Although a direct comparison of the computedλmax values
with the experimental data is not possible for1, the CASPT2//
CASSCF vertical excitation energies computed for a more
realistic retinal model6 are consistent with theλmax values
observed for theN-butylamine retinal protonated Schiff base
in solution, suggesting that the TDDFT vertical excitation
energies are reliable to a similar extent.

As a last point, we wish to compare the TDDFT//DFT vertical
excitation energies obtained with hybrid functionals to the
CASPT2//CASPT2 value since the DFT-B3LYP (DFT-PBE0)
and CASPT2 geometries are almost coincident (see Table 1).
We observe that, despite the similarity between the ground state
optimized geometries, the TDDFT-B3LYP and TDDFT-PBE0
methods both overestimate the excitation energy by 8.23 and
10.02 kcal mol-1, respectively. Therefore, these data further
confirm the idea, already reported above, that the GGA
functionals provide a better agreement with the CASPT2//
CASPT2 value than the hybrid functional.

3.2. Energy Profiles. All CASSCF//CASSCF, CASPT2//
CASSCF, and TDDFT//CASSCF S1 and S0 energy profiles are
collected in Figure 1. The first energy profile has already been
reported in ref 23.

As can be noticed, at the CASPT2 level the S1 curve shows
a local minimum configuration, hereafter defined as FS′, located
7.1 kcal mol-1 below FC, and an energy barrier of 2.5 kcal
mol-1 located in correspondence with a 9° twisted structure.

Notice that the structure FS′ defining the local energy minimum
along the CASPT2//CASSCF profile is very similar to the
CASPT2 S1 optimized structure15 (see Table 1) with differences
in bond lengths below 0.005 Å.

As the system initiates to relax toward FS, the CASPT2 and
TDDFT energy profiles begin to diverge, with the S1 TDDFT
curve being ca. 2-3 kcal mol-1 above the CASPT2 one and
yielding a less stabilized minimum in correspondence with the
FS geometry. However, the S1 TDDFT energy profile in this
region qualitatively reproduces the CASPT2 curve, correctly
showing the presence of a minimum located 2.8-3.7 kcal mol-1

below FC and of an energy barrier 6.3-7.7 kcal mol-1 above
the minimum, although shifted to a structure with a 15° twisting.
The depth of the TDDFT minimum and the height of the barrier
do not depend on the choice of the XC functional, see Table 3,
or on the basis set used (results not shown).

Notably, a slight deviation between the CASPT2 and DFT
energy profiles is observed also for the S0 state, with the DFT
curve constantly stabilized by 3-5 kcal mol-1.

Notice that in realistic retinal models FS′ would correspond
to the experimentally observable transient fluorescent state
whose emission maximum has been correctly predicted at the
CASPT2//CASSCF level.6 It is therefore apparent that the
TDDFT//CASSCF level would predict an emission maximum
blue-shifted (6.9-10.6 kcal mol-1), depending on the XC
functional with respect to the CASPT2 value, taking into account
the deviation from both the S0 and S1 states. Also in this case
the GGA functionals give a smaller deviation with respect to

TABLE 2: Vertical Excitation Energies (kcal mol -1, eV in Parentheses) Computed at Different Levels of Theory, CASPT2//
CASSCF, CASPT2//CASPT2, TDDFT//DFT, and TDDFT//CASSCF, and with Different Basis Sets

B3LYP PBE0 BPW91 PBE CASPT2optim
geom BSI BSII BSIII BSI BSII BSIII BSI BSII BSIII BSI BSII BSIII BSI BSII

CASSCF 97.89 95.67 94.89 99.35 97.38 96.59 93.97 91.97 91.20 94.01 91.81 91.02 92.69 89.40
(BSI) (4.24) (4.15) (4.11) (4.31) (4.22) (4.19) (4.07) (3.99) (3.95) (4.08) (3.98) (3.95) (4.02) (3.88)
DFT 98.65 100.44 95.16 95.30 111.14a

(BSI) (4.28) (4.36) (4.13) (4.13) (4.82)a

CASPT2 90.42
(BSI) (3.92)

a CASSCF S1 vertical energy (kcal mol-1, eV in parentheses) from ref 23.

Figure 1. Energy profiles along the S1 photoisomerization coordinate
of 1 at CASPT2//CASSCF and TDDFT//CASSCF levels of theory. The
FS and FS′ structures (geometric parameters in angstroms and degrees)
correspond to the local minimum along the TDDFT and CASPT2
curves, respectively. The local maximum is located in correspondence
to a 15° twisted geometry along the TDDFT lines and a 9° twisted
geometry along the CASPT2 profile.
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the CASPT2 reference value than the hybrid functionals. A
similar tendency to overestimate the fluorescence maximum by
TDDFT//CASSCF relative to CASPT2//CASSCF has been
reported in excited state intramolecular proton transfer systems.25

From inspection of Figure 1, it is evident that the discrepancy
between CASPT2 and TDDFT increases in the reaction
coordinate region dominated by coupled stretching-twisting
deformations (see Scheme 1 and the discussion in section 1).
Indeed, beyond the observed barrier, the TDDFT and CASPT2
S1 energy profiles are qualitatively similar and, remarkably, the
corresponding S1-S0 energy gap correctly decreases up to the
CI point, where it reaches its minimum values. Nevertheless,
the TDDFT S1-S0 difference is constantly higher than that
computed at the CASPT2 level. To gain some insight into the
origin of such a CASPT2-TDDFT discrepancy, it is interesting
to analyze the 15° twisted structure defining the top of the
TDDFT barrier. This structure displays, with respect to the initial
structure FC (see Scheme 1), the maximum stretching expansion.
In other words, upon S1 relaxation the double bonds expand
and the single bonds contract up to the 15° twisted structure
where this stretching deformation reaches its maximum value.
In fact, beyond the barrier the reaction coordinate is essentially
dominated by the twisting about the central bond (C2-C3) with
only a limited contribution in the stretching that slightly contracts
back before reaching the CI point. Such a geometric progression
indicates thatthe major cause of the TDDFT-CASPT2 dis-
crepancy is the coupled stretching-twisting potential.

Comparison between structures FS′ and FS in Figure 1 shows
that at the CASPT2//CASSCF level the excited state equilibrium
bond lengths of single and double bonds are, respectively,
moderately shorter and larger (i.e., moderately more inverted)
than the corresponding TDDFT//CASSCF values. Thus, while
the CASPT2 energy profile displays a shallow minimum along
the path, the TDDFT profile displays a higher energy barrier
and deeper minimum located closer to FC. In contrast, it is
apparent that no large differences exist in the CI region, where
the TDDFT and CASPT2 curves have similar shapes. This
supports the idea thatalong the twisting coordinate the TDDFT
and CASPT2 treatments yield close descriptions. In conclusion,
the dynamic electron correlation contribution tends to reinforce
bond alternation (i.e., stronger double bonds and longer single
bonds) in the excited state of protonated Schiff bases, restraining
the double-bond/single-bond inversion characterizing the S1

reaction coordinate (see Scheme 1 and ref 14). This effect is
more pronounced at the TDDFT level relative to the CASPT2
level as the TDDFT method favors bond lengths moderately
less inverted (i.e., excited state bond lengths displaced toward
FC). Such a tendency implies that, at the TDDFT level, the S1

C2-C3 bond maintains part of its original double bond character
leading to a stiffer coupled stretching-twisting potential that
contributes to the computed barrier.

Recently it has been pointed out that the 66° twisted
intersection point CI cannot be isolated but must be one element
of an (at least) (n - 2)-dimensional space (n is the number of
vibrational degrees of freedom of the molecule) of conical
intersection points called the “intersection space”.23 The lowest

lying segment of the intersection space has been mapped out at
the CASSCF level of theory. It has been shown that the 66°
twisted CI entered by the excited state reaction path is connected
along such a branching space segment to a fully (90°) twisted
CImin structure (see CASSCF curve in Figure 1). Since the
knowledge of the structure of this segment may be relevant for
understanding the excited state dynamics, the evaluation of its
correct energetics is of interest. In Figure 1 we show that along
the CI f CImin region the CASPT2 energy profile is ca. 10
kcal mol-1 above the reference CASSCF profile. Nevertheless,
the S0 and S1 energies remain degenerate all along the segment.
Remarkably, all the tested TDDFT levels get a qualitatively
acceptable description of the same region. In fact, despite the
fact that the degeneracy appears to be slightly lifted (ca. 2 kcal
mol-1), the overall description is consistent with the behavior
given by both the CASSCF and CASPT2 curves, even though
the TDDFT energy profile along the CIf CImin segment of
the intersection space is located ca. 10 kcal mol-1 lower than
the CASPT2 segment.

At the moment we cannot offer a solid theoretical motivation
for the apparent success of TDDFT in reproducing, for the case
under investigation, the degeneracy region. However, this result
is likely to depend on the quality of the description of dynamic
electron correlation effects provided by the DFT approach.
Indeed, preliminary time-dependent Hartree-Fock (TDHF)//
CASSCF calculations fail in describing both the twisting and
CI regions of the MEP, suggesting that correlation effects, which
are not included in the HF wave function, are relevant for a
good description of the reported energy profiles. A detailed
analysis of the electronic structure changes along the CASSCF
MEP for TDHF and TDDFT methods will be the subject of a
forthcoming paper.

4. Conclusions

CASPT2//CASSCF and TDDFT//CASSCF calculations have
been performed on the excited state isomerization path of the
Z-penta-2,4-dieniminium cation, which represents the minimal
model of the 11-cis-retinal protonated Schiff base chromophore
of the visual receptor rhodopsin. The geometry optimization of
the model ground state at the DFT level has shown that hybrid
functionals provide a structure almost identical to that computed
at the CASPT2 level. Moreover, the TDDFT//CASSCF vertical
excitation energies computed at the CASSCF equilibrium
geometry of the retinal model are in good agreement with those
computed at the CASPT2//CASSCF level.

Overall, we have found that, along the excited state reaction
coordinate computed at the CASSCF level of theory, the TDDFT
excited state energy profile is in qualitative agreement with the
CASPT2 results, correctly showing the presence of a local
minimum and the related energy barrier. In particular, in the
region dominated by the stretching mode, the TDDFT and
CASPT2 excited state energy profiles are similar, even though
the TDDFT stationary points are characterized by quite different
depth and height with respect to those computed at the CASPT2
level.

TABLE 3: S1 Minimum Depth (kcal mol -1), S1 Barrier Height (kcal mol -1), and S1-S0 Gap at the Minimum (kcal mol-1, eV in
Parentheses)

CASSCF CASPT2 B3LYP PBE0 BPW91 PBE

mina no -7.07 -3.36 -2.84 -3.72 -3.63
maxb no 2.49 6.27 6.16 7.54 7.75
∆E(S1-S0) 97.90 81.98 91.53 92.63 88.91 88.94

(4.25) (3.55) (3.97) (4.02) (3.86) (3.86)

a Relative to FC.b Relative to the S1 minimum.
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The differences between the TDDFT and CASPT2 profiles
are mainly associated with the region of the reaction coordinate
dominated by coupled stretching-twisting deformations. The
reason of such a discrepancy probably resides in the fact that
the TDDFT methods tend to reinforce the bond alternation in
S1 more than in CASPT2 method. Therefore, at the TDDFT
level the S1 C2-C3 bond maintains part of its original double
bond character, involving a stiffer coupled stretching-twisting
potential which leads to a higher computed barrier. Most
remarkably, comparison of the energy profiles demonstrates that
the TDDFT//CASSCF method achieves a qualitatively correct
description of the intersection region, which is of basic
importance for the understanding of the excited state dynamics.
We like to stress that our results support the use of TDDFTfor
the eValuation of energy profiles along CASSCF reaction
coordinates. Thus, in no way shall such results be considered
as indicative of the validity of TDDFT for the calculation of
excited state equilibrium structures or reaction coordinates. This
more demanding and informative testing would regard the
calculation of excited state energy gradients at the TDDFT level.
This problem will be addressed in future work.
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