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This investigation explores the use of contemporary quantum chemistry to mimic the light-induced,
intramolecular charge-transfer processes that occur in 2-methyl-2,3-dihydrobenz[d,e]isoquinoline (DHBIQ)
in polar solvents. Thus, the computed excited-state manifold, comprising two locally excitedinglets,

a locally excitedr,* triplet, and a charge-transfer (CT) state, is in excellent agreement with the experimental
findings. It is shown that, whereas the energies of the various locally excited states are insensitive to molecular
geometry and environment, the energy of the CT state depends markedly on structure and solvent polarity.
The most favorable charge-transfer interactions occur within a distorted geometry that is midway between
the axial and equatorial conformers identified for the ground state. The calculated nuclear and solvent
reorganization energies are in good agreement with prior experimental work. Molecular dynamics simulations
were employed to estimate the change in Gibbs free energy accompanying charge transfer and this latter
value, used in conjunction with the reorganization energy, allows reproduction of the experimental activation
energy. Finally, the electronic coupling matrix element for charge transfer was computed by identifying the

intersection point for potential energy surfaces associated with the CT state and the lowestzerteeggited
singlet state. The derived valu&pp = 206 cn?) is close to the experimental resuliph = 140 cnl)

obtained by application of classical Marcus theory. Overall, it is concluded that quantum chemical methods

allow meaningful calculation of the parameters controlling the rate of charge transfer in this system.

Introduction geometry is constrained, it is not possible for the TICT state to

Marcus theory describes electron transfer between donor andalttain the fuIIy_ qrthogona_l structure but thgre Sti.” remains the
acceptor specislt is most readily applicable to cases of tendency to minimize orbital overlap. Despllte bglng §tud|ed for
intramolecular electron transfer occurring within geometrically @eout four Odecades, the TICT process is still quite poorly
constrained molecules dissolved in a polar solvent. Under suchunderstood:
conditions, electron transfer is accompanied by modest structural In particular, density functional theory with single configu-
changes in both solute and surrounding solvent, especially for ration interactioi* has been applied to TICT states and the self-
those cases where the reactants are neutral. These structuralonsistent reaction field modéhas been used in semiempirical
changes can be conveniently represented by separate nucleanethods to compute properties of the various excited states
and solvent reorganization energies and, when combined withinvolved in such systems.Other studies have examined TICT
the thermodynamic driving force for the electron-transfer formation using CNDO/S-Ci* CS-INDO® PPP6 and ab initio
process, provide the activation energy for the overall reaétion. methods'” There is also a growing interest in the application
Innumerable experimental studies have addressed various issuesf molecular dynamics and quantum dynamics simulations to
relating to Marcus theory and, in particular, have determined electron-transfer process¥sThese latter approaches permit
how the rate of electron transfer depends on thermodynamiccalculation of adiabatic potential energy surfaces and vertical
parametersand solvent dynamicsParallel to this experimental  energy gaps that, in turn, can be used to derive thermodynamic
work, many research groups have started to conduct quantumpropertiest® Solvation dynamics can also be studied by non-
chemical studies aimed at evaluating some of the parametersequilibrium MD simulationg® In most cases, the computational
that control the rate of electron transfer in protéinsolar studies provide support for TICT formation but do not dis-
solvents; and solid matrice$.An especially challenging area  criminate between finer details of the charge-transfer mecha-
for quantum chemistry concerns understanding the so-calledpjgm?2?

“twisted” intramolecula_r charge-tran_sfer (TICT) s?atﬁere the Some time ago, we described TICT formation in a geo-
electron-transfer step is accompanied by a change in mOIecmarmetrically constrained, donetacceptor molecule, 2-methyl-1,3-
geometry> Such systems often comprise two subunits that dihydrobenz[d,e]isoquinoline (DHBIQ), and reported a full
alternate between strongly coupled planar and weakly coupled

orthogonal orientations under illumination. The most interestin Kinetic analysis for this systef.Thus, UV illumination results
9 ) - 9 in formation of a locally exciteer,,t* singlet state that fluoresces
feature of these TICT states concerns the minimum overlap

behavior of the orthogonal structures. When the molecular strongly in nor_lpolar solvents. Rapld |ntramolgcular Charge
transfer occurs in polar solvents, leading to formation of a radical

*To whom correspondence should be addressed. E-mail: 10N pair that survives for a few nanoseconds before undergoing
anthony.harriman@ncl.ac.uk. charge recombination to produce a mixture of ground state and
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locally exciteds,* triplet state. It was postulated that charge
transfer is accompanied by modest structural modification
around the donor N atom but this point was not confirmed by
experiment. We now return to this system and show that modern
guantum chemical approaches can give a meaningful represen
tation of the structural changes associated with charge transfer.
Such methods also permit facile calculation of the overall
reorganization energy and the Gibbs free-enegy chafbe
accompanying charge transfer. When combined with time-
resolved laser spectroscopic studie®;26the computational

work provides deep insight into the electron-transfer mechanism. . @

Indeed, it appears that both quantum mechanical and moleculat

dynamics methods give reasonable estimates for the reorganiza ~ HOMOD HOMG LOMO

tion energy while the latter method can be used also to estimateFigure 1. Molecular orbitals involved in the variouszt, and s,

the overall change in Gibbs free energy. transitions computed for DHBIQ. Both HOMO and LUMO are
localized on the naphthalene ring but HOMEX() is centered on the
N atom.

i

N.
under such conditions, it must lie at an energy above that of
the locally excited singlet stafé Before attempting to calculate

OO DHBIQ the thermodynamic parameters pertinent to intramolecular

charge transfer in DHBIQ, it is necessary to reproduce the above
features and to compute reasonable structures for the relevant
electronic states.

Structures for DHBIQ in differen_t electronic states were It is recognized that DHBIQ undergoes fast N inversion so
calculated by the PM3-CI methddwith 12 electrons and 12 hat the ground state exists as a mixture of axial and equatorial
molecular orbitals lying within the active space, using Quantum conformers. Calculations showed that the barrier to N inversion
Cache version 4.2 Preliminary calculations showed that is only 1.93 kcal mot! and that, because of stereochemical
increasing the number of molecular orbitals in the active space tactors34 the equatorial conformer is slightly favored over the
had no real effect on the accuracy of the results. Output from ayja| conformer. The structure of the equatorial conformer in
the PM3-CI calculations was imported into Gaussiaf®38 water and in vacuo was established by computation at the PM3-
allow ab initio HF/3-21 g* and MP2/3-21G* calculatighof CISD level to identify the appropriate electronic transitions.
the nuclear reorganization energy of DHBIQ and of the Thys, systematic searching through the computed molecular
individual components. Solvent reorganization energies were grpjtals indicated that the highest occupied molecular orbital
computed by the finite difference PoisseBoltzmann (FDPBY (HOMO) was of-character and was localized on the naph-
method using the Mulliken partial charges taken from the PM3- thalene ring (Figure 1). The corresponding lowest unoccupied
ClI calculations and using INSIGHT-#. Water was treated as  mglecular orbital (LUMO) was ofr*-character and again was
a continuum solvent. Total reorganization energies and changegocalized on the aromatic nucleus. Consequently, transitions
in Gibbs free energy AG®) were calculated by molecular  petween the HOMO and LUMO can be designated as primarily
dynamics simulation of the hydrated system using CHARRAM. 7,7 in nature. Whereas LUMO(1) remains af*-character,
The required input files and a}ll visualization procedu_res used HOMO(—1) corresponds to the lone-pair localized on the
with CHARMM were made with INSIGHT-II. Calculation of  N_atom of the amino group (Figure 1). Transitions from this
the electronic coupling matrix element was carried out by |atter MO to the virtualr* orbitals localized on the naphthalene
placing a single water molecule at a distanideom the plane  1ing are formally of nz* character but correspond to formation
of the molecule and computing energies of the first excited of the CT state. In subsequent MO calculations, we considered
singlet state (§ and of the charge-transfer (CT) state using g total of 12 MOs and 12 electrons, taking into account both
the PM3-CI method. The distance was changed systematicallysjngle and double excitations. It appears that configurations
until reaching the intersection point for the relevant potential 510 involve transitions from HOMG(1) to the virtualz*
energy surfaces, where the coupling element is numerically equalorpitals localized on naphthalene. As such, states with significant
to half the minimum energy gap. contributions from these configurations should be af*n,

character.

Using the PM3-CISD calculated equatorial geometry for the
Electronic and Geometric Structures. The experimental DHBIQ ground state and the optimized structure for each excited
studied? devoted to exploring the photophysical properties of state, calculations were made to compute the energies of the
DHBIQ in a range of solvents of differing polarity identified  first nine excited states (Table 1) in both water and in vacuo.
two 7, ;t* excited singlet states localized on the naphthalene ring The ground-state structure is insensitive to the polarity of the
and situated at comparable energies. In polar solvents, electrorsurrounding medium and, as a consequence, most of the com-
transfer occurs from the N atom of the amino donor to the puted excitation energies remain closely comparable in water
lowest-energyr,m* excited singlet state to form a relatively  and in vacuo. This is in accord with the experimental stuéfies,
long-lived, charge-transfer (CT) state. This latter species decayswhich found that the absorption spectrum was hardly affected
by way of charge recombination to form a mixture comprising by changes in solvent polarity. These studies also found a small
thesr,t* excited triplet state and the ground state. As such, the Stokes’ shift for the locally excited singlet state, indicating
CT state must be situated at an energy intermediate betweersimilar geometries for ground and first-excited singlet stétes.
those of the locally excited singlet and triplet states. Furthermore, Indeed, the calculated structures for the first-excited singlet and
the CT state cannot be detected in nonpolar solvents so thattriplet states remain very similar to that of the ground state and

Methods

Results and Discussion
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TABLE 1: Vertical Excitation Energies from PM3-CISD Calculations Carried Out on the Optimized (Equatorial)
Ground-State and Excited-State Structures of DHBIQ in Vacuo and in Water

state energy (cm?) contribution of the energy (cm?) contribution of the

number multiplicity in vacuo configurations in vacuo in water configurations in water
1 singlet 0 0.980of 1 0 0.98 of 1
2 triplet 20 480 0.67 of 2 20 400 0.69 of 2
3 triplet 26 450 0.56 of 3and 0.43 of 11 25 460 0.62 of 3and 0.31 of 11
4 singlet 31800 0.5 0of 3and 0.49 of 11 31710 0.52 of 3 and 0.46 of 11
5 triplet 32100 0.43 of 3and 0.54 of 11 32060 0.67 of 12
6 triplet 32260 0.7 of 12 32190 0.330f 3and 0.56 of 11
7 singlet 32520 0.62 of 2 and 0.32 of 12 32500 0.62 of 2 and 0.31 of 12
8 triplet 34895 0.64 of 4 and 0.25 of 5 34 290 0.63 of 4 and 0.19 of 5
9 singlet 39 310 0.67 of 5 29 030 0.58 of 5

are little affected by changes in solvent polarity. Repeating the geometry. The importance of a polar solvent to stabilize the
calculations for the axial conformer gave essentially the same CT state is illustrated in Figure 3, which shows the effect of
excitation energies for the first two singlet excited states and
for the two lowest-energy triplet states. —Te310

The accuracy of these calculations can be assessed by

comparing the computed energies with those available from S (32,520) S, (32,500)

absorption and emission spectroscépirhus, the absorption
- - S (31,800) | S; (31,710)
spectrum has been analyzed to show 0,0 transitions fdiLthe g — ——
andlL, singlet states at 322 and 310 nm, respectively, and a 2 (22.030)
strongly allowed transition to th¥B, state centered at 222 nm.
T, (26,450) T, (25,460)

These values can be compared with the theoretical estimates of

315 (Lp), 308 {Ly), and 240 Bp) nm. Weak phosphorescence

was detected in a frozen glass at 77 K, with the 0,0 band being T,(20480) T, (20,400)

located at 485 nm. In contrast, calculations place the spin-

forbidden $—T; transition at 488 nm. On this basis, it appears

that the MO calculations correctly identify and locate the first Sg

two locally excited singlet states and the first triplet state. It in vacuo in water

should be stressed that these computgd excnatl.on energies arEigure 3. Effect of water on the energies of the first-excited singlet

the same for the ground-state equatorial and axial conformers.ang triplet states and of the CT state. Energies are given in units of

The third singlet excited state arises primarily because of a ¢m.

transition from HOMO¢1) to LUMO and, as such, corresponds

most closely to excitation to the CT state (Figure 1). The water on the energies of the various excited states as computed

computed structure of this CT state in vacuo remains similar to by single-point calculation for the optimized structures. Whereas

those of the various,* excited states but, in marked contrast the energies of both;&nd T, remain almost unaffected by the

to the other species, there is a significant change in optimized hature of the surrounding solvent, as expected for naphthalene-

geometry when the CT state is studied in water. The structural like 7,7* excited state$? the energy of the CT state falls

differences for the CT state in vacuo and in water are shown in markedly in water with respect to vacuum. In water, the energy

Figure 2 and are compared with the computed structures for Of the CT state lies between those of &d T, in exact
accordance with the experimental results. The calculations also

e ) imply that the solvent-stabilized CT state evolves from the
J Franck-Condon state reached by vertical excitation.
Nuclear Reorganization Energy.It is generally accepted
9 _ that the total reorganization enerdy) accompanying a charge-
transfer process comprises terms related to nuclagrgnd
solvent ¢s) rearrangements? For DHBIQ in acetonitrile at
room temperaturélr was estimated to be ca. 0.9 eV by analysis
of the emission spectrum attributed to the CT stat&his
particular reorganization energy refers to relaxation of the
solvent-stabilized CT state to the ground state. By using a simple
3 ) 4 dielectric continuum model, and assuming spherical reactants,
)

As was estimated to be ca. 0.6 eV so that, by differerige,
must be ca. 0.3 e¥& These derived values are necessarily crude
(@) ) (© ) and attempts were made to compute bothand s to refine
Figure 2. Computed PM3-CISD structures of (a) the ground state, OUr understanding of the charge-transfer mechanism and to
(b) first-excited singlet state, and (c) the charge-transfer state in vacuo.compare experimental and theoretical values.
Panel (d) shows the computed structure for the CT state in water. Two different methods were used to calculate the nuclear
reorganization energy. First, to calculatg for conversion of
the equatorial conformers of the ground state and lowest-energyS, into the stabilized CT state, the geometry was optimized for
excited singlet state. In water, the CT state adopts a structurethe first-excited singlet state and the energy of this speEigs (
that is essentially midway between axial and equatorial geom- was computed. The energy of the CT stag; was subse-
etries. This distorted form is the most stable geometry for the quently calculated for the same geometry. Next, the structure
CT state in a polar solvent and is reached regardless of startingof the CT state was optimized and the energy at the optimized

ener;
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TABLE 2: Nuclear Reorganization Energies Calculated for
the Isolated Donor and Acceptor Subunits

method donor/eV acceptor/eV total/eV
HF/3-21G* 0.377 0.131 0.508
PM3 0.380 0.133 0.513
MP2/3-21G* 0.377 0.120 0.497

geometry Epy) was calculated. Finally, the energy of the locally
excited singlet stateEgy) was calculated for the geometry
optimized for the CT state. All calculations were made for the
solute in a bath of water molecules. The nuclear reorganization
energy is given simply as the average difference between the
relevant pairs of energie€gr, — Er1 Or Ep, — Epy Or an average
of these two values. Using the above-mentioned PM3-CISD
calculations to set the optimized structures, we filngd = Er>
— Er1=0.34 eV andin, = Ep, — Ep; = 0.58 eV. The average
value, calculated by this method, becomgs= 0.46 + 0.12
ev.

In the second method, for relaxation of the CT state to
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TABLE 3: Solvent Reorganization Energies Calculated by
the FDPB Method and Essential Input Data for Solvents of
Differing Polarity

Onsager Ecrsrate’ Esd/
solvent e radius/A  kcalmof! calmoll! AgeV
water 80 1.4 —21.48 —9.29 0.53
acetonitrile 37 2.5 —20.05 —8.58 0.50
cyclohexane 2 2.78 —6.11 —-2.01 0.18

aStatic dielectric constant.Solvation energy for the CT state.
¢ Solvation energy for the ground staf€lThe derivedis values refer
to relaxation of the CT state to the ground statg, S

actions between atoms in the molecular backbone and from the
distribution of dipoles in solution, which can be found by the
Boltzmann distribution model. This model leads to the linear
form of the PoissorrBoltzmann equation:

V-[e(n)- V()] — €N g(r) = —4rp() (4)

the ground state was calculated by considering geometry changegyherex is the modified Debye Hiickel screening factor and

that accompany oxidation or reduction of the isolated donor
(e.g., trimethylamine) and acceptor (e.g., 1,8-dimethylnaphtha-
lene) subunits. During charge transfer, the donor becomes
oxidized and the acceptor becomes reduced suchithaain
be considered as the sum of the two individual energy terms.
These individual energies were computed by both semiempirical
PM3*” methods and by ab initio HF/3-21 g* and MP2/3-21 g*
calculationg® (with the optimized geometries coming from CIS/
3-21 g* calculations). The results are collected in Table 2, where
it is seen that structural distortion within the donor unit makes
the major contribution to the overally. Closely comparable
reorganization energies are found by the different computational
methods. The average valugy(= 0.5 eV) is similar to that
found for formation of the CT state from;&nd is in fair
agreement with the experimental estimatg € 0.3 eV).

Solvent Reorganization Energy.The finite difference Pois-
son—Boltzmann (FDPB) methddallows calculation of changes
in the electrostatic solvation free energias3 ) according to
the following equation:

ele ™

AG ;zqi[fpi(es— el o

Here g is the charge resident on atomes and ¢, are the
dielectric constants in the presence of a continuum solvent and
in vacuo, respectively, while; is the electrostatic free energy

of atom i. The solvent reorganization energys) is the
difference in solvation free energy between the ground state
and the CT statéThis term, which is expected to depend on
the polarity of the surrounding solvent, can be calculated by
the FDPB method using the following expression:

A’O

} Ad[gi(es — €,)] (2
2

The electrostatic potential can be calculated from the Poisson
Boltzmann equation:
V-[e(r) V- (1)] + 4pior) = O (3)

Here,piot IS the distance-dependent charge density and the first

is the charge density of the solute. Further details of this method
can be found elsewhef8.

The main results, together with essential input data, are
collected in Table 3. This particular calculation refers to
relaxation of the stabilized CT state to the ground state and, as
expected s increases with increasing solvent polarity, being
rather small in cyclohexane. The value found in acetonitiite (
= 0.50 eV) indicates that the solvent and nuclear components
make essentially equal contributions to the total reorganization
energy in polar solvents. The overall valug & 1.0 eV) is in
fair agreement with the experimental estinate 11 = 0.9 eV
made on the basis of the emission maximum. This latter value
is necessarily crude and should not be taken as an indication of
a serious mismatch with the calculated value. Even so, the
reliability of the computed value is set by the quality of the
Mulliken partial charges used for the calculation. The same
calculation made for evolution of the CT state fromg8/esis
= 0.48 eV in acetonitrile solution. The similarity between these
two As values might be expected on the basis of comparable
geometries and partial charges far&hd the ground state.

Change in Gibbs Free Energy.Molecular dynamics and
guantum dynamics simulations, which have little restriction on
the number of atoms under consideration, have been used to
calculate thermodynamic driving forces for electron-transfer
processes occurring in various organic, inorganic, and biological
systems'® Here, we have used the MD technique to calculate
the change in Gibbs free energ&@°) accompanying trans-
formation of S into the CT state and also to provide a further
estimate of the total reorganization energy)(@ssociated with
this step. The approach used involves a classical dynamics
simulation of a solvated system with added water molecules
within a box. It is necessary to first define potential energy
surfaces for the initial state, assumed to he &d the final
state, taken to be the solvent-stabilized CT state, and to establish
partial electronic charge distributions for each state. The solute
molecule was placed in a cubic box of size 2325 x 25 A3
with TIP3* water molecules. The periodic boundary condition
was applied so as to keep the solvent around the solute, and
the system was minimized for 1000 steps using the adopted
basis Newtor-Raphson methot? The MD simulation was run
for 50 ps at 300 K with the Langevin dynamics algorittm

term shows the change of the electric displacement that isand a time step of 1 fs to equilibrate the system before
relevant to the dielectric constant and change of electrostatic performing separate simulations for the system before and after
potential. The former term contains contributions from inter- charge transfer. The calculated trajectories on the two potential
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(b) Figure 5. Schematic representation of the potential energy curves

-40 4 involved in light-induced charge transfer in DHBIQ along the general-
ized nuclear coordinate) in the ground stategg), first-excited singlet

—— 1 " 1T+ T T —* T state (Is), and the CT stategf). The terms indicated on the diagram

0 2000 4000 6000 8000 10000 refer to the nuclear reorganization enerdy)(the activation free-energy

time / fs change AG), and the change in Gibbs free energy&°) accompany-

Figure 4. Time dependence of the energy gap between potential energying charge transfer. The minimum energy gap corresponds to twice
surfaces starting from (a):Sind (b) the CT state, as derived from  the electronic coupling matrix elemerTish). The generalized coordinate
molecular dynamics simulations carried out for both states. The refers primarily to structural changes around the amino N atom.

averaged energy gaps are (a) 22.00 and (#38.85 kcal mot?, . . . .
respectively, starting from,Sand the CT state. Electronic Coupling Matrix Element. The preceding sec-

tions allow computation of the change in free energy of

energy surfaces correspond to thousands of possible conformaactivation for intramolecular charge transfer in DHBIQ and
tions of the system. For each conformation, calculations were further illustrate the importance of small geometry changes
made for the energy of the system before electron trangfgr (  @ccompanying electron transfer. The calculated parameters are
and after electron transfeEg). The resultant energy gapEr in good agreement with those derived by experiment, especially
— Ep — Eg, corresponds to the energy required to transfer an When due con_5|derat|on is given to th_e.uncertalntles associated
electron from the reactant to the product. An identical calculation With the experimental work. The remaining term needed to fully
is carried out for the simulation on the second potential energy EXpress the_ rate of_mtramo_lecular charge t_ransfer n DH.BIQ IS
surface to compute the analogah» for each time increment. the electronic coupling matrix elemeﬂb@). It is the calculation
. of Tpa that presents the most daunting challenge to contempo-
The calculated energy gaps for the two potential energy \5ry quantum chemistry and it is also the most difficult
surfgces are shown in Figure 4 as afunctllo_n of S|mulat|pn time. parameter to determine by experiment. A few methods are
Taking the averaged energy gaps for the iniial\(5) and final available by which to comput@pa. Thus, McConnell has
(CAVL) states, as run over prolonged simulations, it becomes geveloped a second-order perturbation theory to find the energy
possible to estimatér and AG® according to the following  gap between the donor and the connector units and to compute
expressions: the individual atomic orbital coefficients needed to calculate
L Tpa.** Other methods include Dyson’s equation-based ap-
_1 _ proach?® extended Huokel semiempirical method$,and the
A Z(QXVIQ [AVE) ©®) application of molecular dynamitsto solve the Green's
function#® Here, we use a different approach and attempt to
AG°=1(D&VQ+ [AVL) (6) interrogate the intersection point between potential energy
2 surfaces for the initial state, assumed to he &d the final
state, taken as the CT state (Figure 5). As the energies of the
According to the averaged values shown in Figure 4, and two states approach each other, we encounter the avoided
making use of eqs 5 and 6, the MD simulations provide crossing region where the energy gap is at a minimum. The
estimates forlt of 1.32 eV and forAG® of —0.37 eV. It is requiredTpa is taken as half the minimum energy g&p.
reassuring that these values retain appropriate signs, especially Thus, consider a system comprising a donor with a wave
for AG®, but the two estimates are correlated. The value obtained function |[D> and an acceptor having a wave functigh>.
for the total reorganization energy is larger than that calculated The total wave function for the system can be written as a linear
earlier ¢+ = 1.0 eV) and exceeds the experimental valtse ( combination of these two wave functions with coefficients
= 0.9 eV) by ca. 40%. Even so, the derivdg is not
unreasonable. Using reduction potentials measured for the
isolated donor and acceptor specid$;° has been estimated
as —0.35 eV?2 Consequently, the calculated valua@® =
—0.37 eV) is in very close agreement with the experimental
result. This is doubtless fortuitious since the dynamics simula- _
. . s . Hll E H21
tions clearly overestimatér but it is important to note that this [H Ho. — E]
method provides a useful route to estimating activation energies 12 22
for elegtro_n-transfer processes. Thus, using classical Marcusyyere 1, s the electronic Hamiltonian between orbitals i and j.
theory-2 with the results of the MD simulations, we find the  Tpe solution for this secular determinant is as follows:
change in free energy of activatioAG*) for charge transfer
within DHBIQ to be 0.17 eV, compared to the experimental 2 >
value of 0.08 eV. Usindt = 1.0 eV, as obtained earlieAG* E = (Ep + B+ \/(ED — B+ 4Tonl 9)
falls to 0.10 eV and is now well within the experimental range. * 2

¥ = ¢, ATH ;D0 Y

On the basis of the variational theoréfthe energy of this
system can be found by solving the following secular equation:

G| _
Cz] =0 ®)
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Figure 6. Pictorial representation of the method used to calculate the ] distance/A
size of the electronic coupling matrix element. The distadpbgtween Figure 8. The effect of distance on the energy gap between &hd
the water molecule and DHBIQ was varied systematically until the the CT state for the results of the PM3-CISD calculations shown in
potential energy curves reached the crossing point. Figure 7. The minimum energy gap corresponds to twice the electronic
coupling matrix element.
=]
: intersection point is reached dt= 2.143 A. At this distance,
86000 ] " we would expect surface hopping to take place. Expressing the
_ 350007 / results in the form of a plot of the energy gapH) between
'g 34000 s the two states as a function of distaretéFigure 8) indicates
2 33000+ o that the minimum energy gap is 412 cin As such, the
5 320004 / electronic coupling matrix elemenfipn has an approximate
—g 31000 ] o°® value of 206 cm®. The derived value foAE does not depend
E ] ._.-" on the initial orientation or placement of the water molecule.
E| | .
o 30000 "';"'"—"_"—'_' The experimental study conclud@dhat Tpa was about 140
‘; 29000 g cm! by expressing the measured activation energy for intramo-
280001  °® lecular charge transfer in terms of classical Marcus thédyy.
2.05 210 215 2.20 2.25 2.30 2.35 2.40 2.45 2.50 such, the calculated value is in close agreement. This similarity
distance / A is rendered more surprising by the realization that the rate of

Figure 7. A plot of the excitation energy of:Iblack circles) and the charge transfer is close to th.e anticipated adla}batlg solvent-

CT state (red circles), expressed in terms of wavenumber, as a functioncontrolled regime* where classical Marcus behavior might not

of the distance between the added water molecule and DHBIQ. The hold? The comparability between theory and experiment

minimum energy gap is used to calculdiga. The wavenumbers are  suggests that charge transfer in DHBIQ is covered by Marcus

taken from PM3-CISD calculations. theory. Indeed, taking the calculat&ga of 206 cnt?, together
with an activation energy of 0.10 eV and a total reorganization
energy of 1.0 eV, the rate constant for charge transfer is

E, = H,; = ID|H|DO calculated to be 2. 10" s71, compared to the experimental
estimate of 2.5¢< 101 s,

where

E, =H,; = [AH|AO
Conclusion

Toa = Hyp = Hyy = [DIHIAD (10) Using contemporary quantum chemical approaches, it has

S th ¢ hes th il diti hereby th been possible to compute reasonable estimates for the nuclear
uppose the system reaches the special condition whereby g, 4 oy ant reorganization energies, the change in Gibbs free

initial_ gnd final_stat(_es possess identical energies. Under SUChenergy, the activation energy, the electronic coupling matrix
conditions,Ep = Ea in €q 9 and we have element, and the rate constant for intramolecular charge transfer
1 in DHBIQ. Considering that charge transfer occurs at the excited
Toa=5E; —E) (11) state level, this is a nontrivial task and the agreement between
theory and experiment is remarkably good for all the calculated
To bring the system to resonance, a single molecule of water parameters. In particular, the calculated rate constant is very
was added to the system comprising a DHBIQ molecule held similar to the measured value. We have also been able to
at fixed coordinates (Figure 6). The distande between the reproduce the excited state manifold and correctly position the
two molecules was varied systematically over a relatively wide CT state with respect to the locally excited singlet and triplet
range. For each value df the exact energies of, @nd the CT states in both polar and nonpolar environments. The methods
state were calculated at the PM3-CISD level with 24 molecular used are general and do not require extensive computation time.
orbitals in the active space (Figure 7). As expected from earlier They should be applicable to fairly large systems.
calculations, the presence of a water molecule has essentially The calculations also provide additional insight into the
no effect on the energy of;®ut greatly perturbs the energy of proposed geometry changes that accompany charge transfer in
the CT state. In fact, the energy of the CT state decreasesthis system. The energies of,&,, and T, these beingr,7*
smoothly as the water molecule approaches the solute. Theexcited states localized on naphthalene, are insensitive to
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changes in the geometry around the amino donor. There are ndParusel, A. B. J.; Schamschule, R.;ier, G.Z. Phys. Chen2002 216,

real differences in energy for theser* states upon switching

361. (e) Parusel, A. B. Lhem. Phys. Let2001 340, 531. (f) Letard, J.
F.; Delmond, S.; Lapouyade, R.; Braun, D.; Rettig, W.; KreisslerRecl.

between equatorial and axial conformers and the energies remaifyy,,, Chim. Pay Bag995 114 517.

independent of solvent polarity. In marked contrast, the energy

(12) (a) Rauhut, G.; Clark, T.; Steinke, J.Am. Chem. S04993 115

of the CT state depends on the molecular structure and the9174. (b) Clark, T.; Bleisteiner, B.; Schneider, 5 Mol. Model 2002 8,

optimized geometry lies midway between axial and equatoria

I 87. (c) Engel, T.; Kh, G.; Lanig, H.Z. Phys. Chem2002 216, 305.

(13) (a) Gedeck, P.; Scheider,B Photochem. Photobiol., 2099 121,

conformations. This optimized geometry is the most favorable 7. (b) Gedeck, P.; Scheider, $. Photochem. Photobiol., 2999 121, 7.

structure for intramolecular charge trandfeand it is likely

(c) Parusel, AJ. Chem. Soc., Faraday Trark998 94, 2923. (d) Broo, A.

that the molecule adopts this shape before or during the chargeChem. Phys1994 183 85.

transfer step. Coupling between &d CT states corresponds
to an electronic coupling matrix element of 206 ¢mThis is

a relatively high value, partly because of the close proximity
of donor and acceptor units, and is equivalenkg® at room
temperature. Our calculations did not identify a clear role for
the C-N stretching mode butCHs rotation doubtless makes
a contribution toward the nuclear reorganization energy.
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