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An electron transfer model for self-exchange reactions of 9,10-anthraquinone-2,6-disulfonate (AQDS) in
aqueous solution has been formulated by using a combination of density functional theory (DFT) calculations
and Marcus theory. One-electron self-exchange reactions are predicted to be fast(B¢d M~ s71) but

not diffusion limited. The internal component of the reorganization energy makes a large contribution to the
total reorganization energy and cannot be neglected. Analysis and theoretical extensions of crystal structure
data led to predicted precursor complex structures that, in the end, yielded theoretical electron transfer rates
in good agreement with experimental ones. Electron transfer distances in solution are predicted to be in the
7—9 A range. Calculated values of the electronic coupling matrix element indicate that the distinction between
adiabatic and nonadiabatic electron transfer in this system likely occurs in this distance range as well. A set
of reduction potentials was also produced by combining the density functional theory calculations with
equilibrium expressions and the known acidity constants in the AQDS system.

Introduction
a)

The redox behavior of quinones impacts many areas of
biochemistry and environmental science. Transformation of
quinones by gain or loss of electrons is an important natural
process in biological energy conversion. Quinones also function
as redox-active centers in natural organic matter, enabling donors

and acceptors to utilize quinones as electron shuttle inter- OH
mediates. 3 Recent evidence highlights the electron shuttling b) SOz
utility of quinones in the respiration of dissimilatory metal OOO
reducing bacteri4.® Anthraquinone, the focus of this study, 058

shows an electrochemically reversible apparent two-electron, HO

two-proton reductiorroxidation reaction like most other quino-
nes. The electron exchanges are thought to take place in
successive one-electron steps leading to one-electron radica
intermediates known as semiquinorie%.Semiquinones have
been shown to act as sensitizers to radiation damage to hypoxi
cells and are therefore in use as antitumor diigéThey also
are being explored as photosensitizers in solar radiation-driven
systemg?13

Despite the importance of the electron transfer (ET) behavior
of anthraquinones, little fundamental insight into individual steps
in the overall ET process is currently available. Much of the
early research was performed at a time when isolating one-ET
reactions for detailed study was very difficult. More recently,
rapid spectrophotometric techniques such as pulse radiolysis an
Fourier transform electron spin resonance have helped to isolatef
semiquinones and one-electron reaction stép¥.This has led
to the quantification of half-cell potentials and intrinsic activation
energy barriers for one-ET reactions. However, the knowledge
of such quantities for each possible reactant pair in any given

Figure 1. The Kekulestructures for (a) AQDS and (b) ABS. The
l‘uumbering scheme used throughout this study is given in part a.

guinone system is usually incomplete. Theoretical models have
Ghe potential to help fill the knowledge gap.

In this study, we apply molecular modeling calculations and
Marcus ET theorst to evaluate one-electron reduction potentials
and self-exchange kinetics in the system 9,10-anthraquinone-
2,6-disulfonate (AQDS). We chose this particular sulfonated
derivative primarily because of its now routine application as a
model electron shuttle in laboratory studies of natural aquatic
and geomicrobiologic systenig2-25 But we have also done
0 because there is reasonably good experimental data available
or the reduction potentials and electron self-exchange kinetics
or comparison with modeling results. In this study, we will
examine some possible self-exchange ET reactions to understand
the intrinsic ET behavior of the various species.

Background
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Applying the steady-state approximation to the concentrations

AQDS> «“=» AQDS' «£=»AQDS* of the precursor and successor complexes, the overall observable
ky t ky ET rate kobg is given byt
H* H' Iu 1 11 1
B . e Kl | I )
AHDS!- «“=» AHDS™ <= AHDS*- Kobs Ket kg
k k
. * whereK is the equilibrium constant for the formation of the
B 2 H precursor complexke is the rate of ET, andy is the rate of
diffusion-controlled precursor complex formation. Because the
AH,DS" «“=» AH,DS'* <+ AH,DS> intrinsic ET rates in this system are close to the diffusion limit,
ks ks the effect ofky on the overall rate must be accounted for. Also,

Figure 2. The nine-member square scheme for the AQDS system. A hecause of the presence of the anionic sulfonate groups in the
possible pathway between oxidized and reduced forms for mildly acidic current system, most of the reactions considered here are

conditions consisting of one-proton/one-electron steps is highlighted between two negatively charged reactants. Therefore, implicit

n aray: in the model descriptions that follow is the need to account for
the H™ and e reactions between them can be understood from theg Coulombic repulsions between the reactants. We kake
the nine-member square schéfghown in Figure 2. This set ag

of species will be referred to as the AQDS system. The 5

protonation state of the quinone oxygen atoms is incremented k, = E( 0 )(di) )
across rows of the square scheme. The electronic state is 3 \e — 2/\rif;

incremented across columns from oxidized in the left column
to semiquinone radicals in the middle column to reduced in the whereR s the gas constari,is the temperaturey is the solvent
right column. The presence of the two sulfonate groups imparts viscosity (taken as 8.94 1077 kPas), 8 = wy/RT, wherew;
a—2 net charge to the otherwise neutral deprotonated oxidizedis the work to bring the reactanisandj together to form the
species in the upper left corner. Solvent properties such as pHprecursor complex at the separation distadgeandr; andr;
and Eh dictate the equilibrium species distribution. The equi- are the reactant radii. Equation 5 assumes spherical reactants.
librium speciation and reaction kinetics in this system have been Because the reactants in our system are better described as
well studied experimentall3fi-20.27-31 ellipsoidal, effective “mean” radii were computed for the
The square scheme presents a way to conceptualize pathwaysllipsoids, as described in a later section below, and were used
from reduced to oxidized forms and vice versa in terms of simple in eq 5.
successive electron and/or proton additions/subtractions. The The equilibrium constant for precursor complex formation
particular route followed generally depends on the pH akg p K is based on the reaction zone model and is give® by
values of the various intermediate speciesiowever, this
simple view is far from reality in most cases. Disporportionation 47N Adij2 od
reactions between the radical anions can only be neglected under K=—"000 exp—w;/RT) (6)
certain high pH conditions where the radical lifetimes are known
to be long”*2’One also needs to be particularly concerned about \yhereN,, is Avogadro’s number angtl is the effective reaction
the relative rates of proton and ET reactions and whether they ;e thickness. The latter corresponds to the range in distances
are coupled? over which the ET rate is appreciaifeHere we useédd = 0.8
In many previous electrochemical kinetic studies, protonation A as s usually doné3-35
reactions were assumed to be at equilibrium on the time scale The work termw; was computed by using Coulomb’s law,
of ET, and thus ET was regarded as rate-limifihgidopting which gives the electric potential energy for bringing two point

this assumption, a possible oxidation reaction pathway starting charges together to a separation distaticas
from AH,DS can be denoted as eH™ e~ H™ (Figure 2). Rates

of such ET reactions in which the protonation states on reactants 1 226N
and products have been explicitly taken into account are poorly = a7 A
known. In this study we provide theoretical estimates for the
six one-electron self-exchanges shown in Figure 2.

()

W, =
U e, ed;

where 1/4reo = 8.99 x 10° N-m?-C 2, z and z are the charges
Methods of the reactants, e is the elementary charge, andg the
static dielectric constant of water (taken as 78.39). This esti-
mate ofw; ignores other possible interactions between the
steps: (1) diffusion of the reactants together to form the .reactan.ts, presuming they are outweighed by thg Coulombic

interactions because most of the reactions considered occur

precursor complex, (2) ET within the complex to form the between two charged reactants. Its application also implies zero
successor complex, and (3) dissociation of the successor. W 9 ' pplicat Implies z

. ionic strength.
complex. For example, for the self-exchange ET pair AGDS .
AQDS*, these steps can be written as The rate of the ET step was calculated with Marcus theory

in the nonadiabatic limit, which givés

ET Model. Each one-electron self-exchange reaction is
assumed to be an outer-sphere reaction involving the following

AQDS” + AQDS*™ st AQDS* --AQDS*™ (1) = o o @ (ACTHII4IRT ©
t— 3 VABT ———
AQDSZ‘---AQDSS‘“% AQDS":-AQDS™ (2) h VATIRT

AQDS* *---AQDS* — AQDS’ "+ AQDS* 3) where A is Planck’s constantVag is the matrix element
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The semiaxes must k& > b, > c¢,. Note that the application
of this model assumes thdg for the computed precursor
complexes is well approximated by symmetrically oriented
ellipsoids (Figure 3}2 By comparison with the Marcus con-
tinuum equation for spherical cavitiéseq 9 allows for the
definition of a “mean” spherical radiusfor each ellipsoid as

vV an2 B an

Fléno)

/

v A,

r= (12)

> that is roughly approximated by but not equivalent to the average
of a,, bn, andc,. The semiaxes for all AQDS species were

Figure 3. Relative cavity positions and orientations and definitions astimated from the dimensions of the van der Waals surface
of semiaxes in the continuum external reorganization energy model of along orthogonal directions for the ab initio optimized AGDS
German and Kuznetsd¥. . .

structure. The calculatedl was used as; andr;j in eq 5 to

estimateky.
describing the coupling of the electronic state of the reactants Finally, we note that the rate expression used to predict an
to that of the productsAG® is the free energy of reaction overall rate constant for comparison with,s (eq 4) depends
corrected for the work to bring the reactants together and the on the relative rates of internal reorganization, external reor-
products together in the encounter complex, Aiglthe energy ganization, and electron hopping at the nuclear configuration
to reorganize the nuclear coordinates of the reactants andappropriate for electron transfé&For example, if the vibrational
surrounding solvent molecules into the configuration compatible dynamics responsible for relaxing the reorganized successor
with ET. The nonadiabatic treatment was selected based oncomplex are slow relative to the electron hopping rate then the
calculations of the transmission coefficient which always relaxation time must be known to properly describe the overall
gave k < 1. Transmission coefficients were calculated as ET rate. In the model as described above, it has been tacitly

described earliéf by using the LandauZener methotf-37-39 assumed that the rate of ET is not controlled by an internal or
as well as Sutin’s method, which is based on the Lar@aner external relaxation process for this syst&m 47

method3240For the latter, the aromatic carbenarbon stretch- Precursor Complex Structure. Because oVg, the ET rate

ing frequency (i.e., for—-C=C— linkages 1457 cmh)*! was is highly dependent on the distance and relative orientation of

used as the frequency of nuclear motion. Landaener and  the reactant molecules in the precursor compe#:#8-51 For
Sutin’s methods yielded essentially identical transmission coef- ET in solution at room temperature, there is likely a thermally
ficients. populated distribution of precursor complex structures at any
The reorganization energy was assumed to be separable int@iven time. Without a priori knowledge of the most probable
two main contributions. The internal paki)is due to the energy ~ precursor complex structureg,g would need to be computed
required to reorganize bonds in the precursor complex to afor a series of randomly generated structures and suitably
configuration compatible with ET. The external pdig)(is due averaged by using some weighting schéfidere we circum-
to energy required to adjust the polarization of the solvent vent this laborious procedure by attempting to determine those
molecules surrounding the complex to a configuration compat- precursor complex structures that are likely to be dominant and
ible with ET. 4, was calculated by using ab initio methods, therefore outweigh the others in such an average. Computing
described in a later section. Because of the ellipsoidal shape ofVag explicitly for those is then assumed to come close to the
the AQDS species, the external reorganization energy wasaverage. It was assumed that the most probable approach
calculated by using the continuum equation of German and distances and relative orientations for the self-exchange pairs
Kuznetso#? for conducting ellipsoids. The external reorganiza- considered would mimic the arrangement of A% molecules

tion energy is given by in its corresponding solid-phase salt structure. For the molecules
in this study, the nearest crystal structure analogue available is
1 1\[1] F(.,ap) 1 for sodium 9,10-dihydroanthraquinone-1,5-disulfonate trihydrate
le=el———|[-Y——— 9 (AH,DS salt hydrateJ® Gamage and co-workers also deter-
€opt Es||20= [ —c2 d; mined that sulfonate substitution in the 1-position versus
& n 2-position has only limited impact on the atomic positions and

lattice parameters.

Here we utilized molecular mechanics methods to predict the
changes in the crystal structure upon altering the sulfonate
substitution pattern from 1,5 to 2,6 using the Gamage et al.

> > structur&? as the starting configuration. The structure optimiza-

6 =sin a, — G (10) tion was performed with use of periodic boundary conditions

n a, as implemented in the Cerius2 package (Accelrys, Inc.).

Hydrogen positions were not determined in Gamage &t al.

and because they used X-ray methods. Hydrogen atoms were added

to the starting structure manually to complete the description

of the structure and also to neutralize the unit cell charge.

(12) Approximating hydrogen positions was unambiguous except for
those belonging to hydrate waters in the sodium planes, where

water dipoles were chosen to be aligned parallel tathy@ane.
and a,, by, andc, are the semiaxes of ellipsoid (Figure 3). Connectivity was evaluated by using covalent radii and a

whereeop is the optical dielectric constant of water, taken as
the square of the index of refraction for water, ang(,) is
the elliptic integral of the first kind where the parameters
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bonding tolerance factor of 1.15 so that a bond was found if , X AG,, (aq) .
the distance between two atoms was less than 115% of the sum AQDS™ (ag) + H*(aq) AHDS*= (ag)

of their covalent radii. The model was parametrized using the ’(l: + ™
universal force field* which has been shown to be accurate = ‘j; Q';
for organic molecule® Fractional atomic charges were calcu- of 8 3
; 3 3 g
lated for the Gamage et al. structtfreusing the charge i i <
equilibration method® The unit cell edges and atomic positions AGrq (8)
AQDS> (g) + H*(g) AHDS> (g)

were then optimized (unit cell angles fixed) without symmetry
constraints. Two constraints were applied during the optimiza- Figure 4. An example thermodynamic cycle scheme for computing
tion. The anthraquinone “backbones” of individual ABS }jf;sc rzgilé(;ltlon potential with ab initio methods. See the text for
molecules in the unit cell were constrained to move as internally . '

fixed rigid bodies. The two sodium layers in the unit cell were petween the upper and lower adiabatic surfacescatvhich
also each constrained to move as rigid bodies. Starting from gjyeg

the resulting optimized structure, sulfonate groups were manu-

ally moved from 1,5 positions to 2,6 positions in orientations IHag — Sag(Han + Hgp)/2|

consistent with rotation of the groups into the new sites. The Vg = 5 (13)
same optimization procedure was then repeated, yielding the 1-5¢

relaxed structure of 9,10-dihydroanthraquinone-2,6-disulfonate

trihydrate. whereHag = @alH|ysland Sag = [@alysl] where A and B

Two AQDS pairs were excised from the optimized structure designate reactants and products, respectivelyHasdhe total

based on the two shortest center-to-center distances. These tw§&!€ctronic Hamiltonian. The staiga is the wave function for
“supermolecular” pairs were used as precursor complex tem- the reactants ajc, andyg is the wave function for the products

plates for the ab initio calculations described below. Ab initio at gc. The calculation o,fVAB was lp(.a_rformed for the two
optimized structures of the various AQDS species were fit as Precursor complexes, using the ab initio approach by Farazdel

rigid bodies onto the positions in the precursor complex a1d co-worker¥' as implemented in NWChefft. The ET
templates with use of a least-squares routine. module in NWChem uses the method of corresponding orbital

Structure Optimizati G h timized struct ; transformation to bi-orthogonalize the overlap between the
hruc; tuhre puimiza |gns. fati'pAasggp |mt|ze ?:_ruc urgs or spin—orbitals of the ET states A and B, thereby simplifying
each ofthe niné members of ne Q Sys em ( Igure )Werethe evaluation of the Hamiltonian between them by using
computed with th? open-shell BSLYP hybrid DFT functioR@l. Slater’s rules$ We performed th& g calculations at the spin-
BsLY'? uses awel_ghted sum of Hartrgléoclg (exact) exchange, unrestricted HartreeFock (UHF) level using the 3-24G basis
Slater’'s local spin density approximation for exchaf@e,

; ; ; set87—%0
IBecI|<es gralldtl_ent (f:orret_cte%gxprgstﬂonl_f%r:’exchéi?g‘tcg V\]fVN To determine the crossing point configuratige, we used
oca gi)rre ation functionzd, and the correlation 1UNc- e jinearized reaction coordinate approximation. When the ET
tional®* B3LYP has been shown to perform very well for

. X . roducts and reactants energy curves are parabolic, a good
quinone and polycyclic aromatic systefis’® We used the P 9y b 9

Pople-type tripleé plus polarization 6-311G(d,p) basis set for approximation of the reaction coordinate is giver¥hy
all atoms’® All BSLYP calculations were performed with _ +(1— 14
Gaussian9&?2 q6) =&aa+ (1 — s (14)

Internal Reorganization Energy. The internal reorganization By using I= & = 0, g can smoothly change fromy (£ = 1) to
energy for each self-exchange reaction was computed with e (€ = 0) going throughgc (€ = 1/2).
Nelsen's 4-point methotf, with the necessary energies com-  Reduction Potentials.For future application of the current
puted using the gas-phase ab initio methods described abovegg|culations to cross-reactions, we extended our calculations to
This method has been successfully applied to ET systems whereyaluate some of the important standard reduction potentials
the reactants are structurally distinct units (e.g., in an outer- fgr aqueous solution reactions in this system. We adopted a
sphere precursor complex in solution) or are connected by acommon thermodynamic cycle strategy to relate standard
long molecular bridgé®’+8 The 4-point method is not  reduction potentials in agueous solution to electron affinities
applicable to reactants that are in a strongly coupled unit, which jn the gas-phase and solvation free energitSs) (Figure
usually occurs between units connected by direct bonding or 4) 83669194 The standard reduction potential for the upper left-
by a short bridgé! Thus, use of the 4-point method here tgright reaction in Figure 4 is approximated using the alternative
assumes the reactants are independent of each other. path by summing computed solvation free energies for the

Electronic Coupling Matrix Element. Self-exchange ET  separate reactants and the reduction free energy (an electron
reactions can be described in terms of two symmetric diabatic affinity term) for the gas-phase donor/acceptor couple. Gas-
potential energy surfaces with respect to a nuclear configura- phase ab initio optimizations very similar to those used here
tional coordinateg.?! Electron transfer is instantaneous with have been shown to give electron affinities to within 0.05 eV
respect to motion of the nucl&:83 Thermally promoted ET  on average for a series of substituted benzoquin®ifés.
occurs at the crossing-point configuratiogc) between the Because it has been shown that the reduction free energy is
ground-state configurations of the reactardgs) (and of the closely approximated by the reduction enthalpy for quinone
products €g). gc corresponds to the intersection of the system$?%here we usé\Hqas the energy for the reduction
(parabolic) potential energy surfaces for the reactants andstep. We computed the enthalpy of each of the AQDS species
products, which in our case of self-exchange ET are sym- by performing a frequency calculation in Gaussiaii@ the
metrically equivalent surfaces. Electronic interaction between structures optimized in the gas phase using B3LYP as described
the reactant and product stategjgtdescribed by the electronic  above. The frequency calculations in Gaussian98 also produce
coupling matrix elemen¥ag, leads to splitting of the surfaces  an estimate of the zero-point energy correction and are followed
in the crossing-point regioi/ag is half of the energy splitting by statistical thermodynamic analysis of the thermal correction
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TABLE 1: A Comparison between Calculated and Experimentally Determined Structural Parameters

9,10-anthraquinone- 9,10-anthraquinone-
2,6-disulfonate 9,10-anthraquinone 1,5-disulfonate
UB3LYP/6-311G(d,p)  gas-phase electron single-crystal single-crystal
(this study) diffractiont? UB3LYP/6-31G(d}? X-ray diffraction'° X-ray diffractior?®
C1-C2 1.392 1.400 1.392 1.382 1.393
C2-C3 1.398 1.400 1.400 1.392 1.391
C8a—C9 1491 1.499 1.492 1.492 1.498
C9-0 1.224 1.220 1.226 1.225 1.217
C1-H 1.082 1.087 1.085 0.972 -
0O—C9-C8a 121.1 121.3 121.3 120.8 118.1
C1-C2-C3 119.7 119.8 120.1 120.0 120.9

aSee Figure 1 for the atom numbering scheme. Bond lengths aredstms and angles are in degrees.

for translational, rotational, and vibrational motions for the those computed here for AQBSand closely related structures
hypothetical 1 atm ideal gas standard state at 298.15 K. While reported elsewhere is given in Table 1. It should be emphasized
this choice of standard state pressure is not applicable to solutionthat the performance of the UB3LYP/6-311G(d,p) method for
conditions?’ the error that is introduced cancels itself in the describing bond lengths and energies in this system is not in
evaluation of the reduction potentials. question, because of the high accuracy that was demonstrated
The value for the solvation free energy for a proton in water previously on closely related systeffs?466.68-70.94,106.107ygr-
was taken from Zhan and Dixd8.For the various AQDS age absolute deviations between the 9,10-anthraquinone structure
species, we computed the solvation free energy in water usingcalculated with UB3LYP/6-31G(d) and the experimental gas-
two different forms of continuum approximation. The first-order phase structure are 0.003 A for bonds and fb#bond angle§?

continuum approximation used was the Born model A similar level of accuracy is found here.
Analysis of Mulliken spin density population of the three
AG. = — i 1_1 (15) semiquinone radicals (Figure 2) shows a relatively uniform
solv 2r € distribution of spin density among the carbon atoms € ps

~ #+0.03-0.08), suggesting that an added electron is indeed

wherez is the charge of the molecule ands the radius of its ~ inserted into a delocalized-system, as expected. When a
cavity in solution. Here we takieas defined in eq 12 asin eq hydrogen atom is present on a quinone oxygen, spin density of
15. similar magnitude as found on each of the carbon atoms is found
The second method used is the polarized continuum model©n that oxygen as well. However, the spin density on unpro-
(PCM) of Tomasi and co-workers in conjunction with the ab tonated quinone oxygen atoms is Iarger than that of any of the
initio calculations?®1%°The PCM is a more detailed approach Other atoms by an order of magnitude, (— ps ~ +0.2),
that accounts explicitly for the molecular shape of the solute Suggesting that the added electron is more strongly localized
cavity, and also accounts for certain nonelectrostatic terms suchwhen unprotonated quinone oxygen atoms are present. This is
as the cavitation energy and solaslvent dispersion interac- ~ consistent with previous modeling studRsSulfur atoms and
tion. Various PCM definitions of the solute cavity have been their associated oxygen atoms of the sulfonate groups, as well
put forward, such as using the union of overlapping atom- as hydrogen atoms, exhibit negligible spin density.
centered spheres, using a static electron density isosurface or Changes in the structures of the oxidized species upon
one that is determined self-consistently. After determining that reduction to semiquinone radicals and further on to fully reduced
such differences make negligible differences in the apparent species results predominantly in bond length changes, which
accuracy of the solvation energy for AQBPSwe chose to use  are tabulated in Table 2. In general, the bond length changes
the less-expensive method of overlapping spheres to define theare small, no greater thah0.04 A (+2.3%) on average, and
solute cavities. Sphere radii were chosen according to the unitedsystematic, showing a alternating pattern of bond length
atom topological modéP! Hydrogen atoms are enclosed in the increases and decreases as one follows the sequence of-earbon
sphere of the atom to which they are bonded. Like the Born carbon bonds around the aromatic system (Figure 5a). They also
model, the PCM defines area outside the solute cavity as ausually progress in the same manner from the first one-electron
continuum of dielectric constarg, which may be polarized in  reduction to the second; a bond length increase after one-electron

response to dipoles in the solute. addition is generally followed by an additional increase after
) ) the second electron addition, and likewise for bond length
Results and Discussion decreases. The small bond length changes are consistent with a

Structures. Optimized structures of the AQDS species at the _change of bond order that is widely distributed over many bonds
UB3LYP/6-311G(d,p) level show excellent correspondence to in the z-system.
the nearest available experimental structures. To the best of our The alternation of bond length increases/decreases upon
knowledge, no experimental gas-phase or crystal structure deterfprogressive changes in the number of electrons can be under-
minations have been made specifically for the 2,6-sulfonated stood from the distribution of the lowest unoccupied molecular
derivative of 9,10-anthraquinone. However, the structure of 9,- orbital (LUMO) of one of the oxidized species, which is the
10-anthraquinone is well studied by both electron diffraction accepting orbital for additional electrons. Carbon and quinone
methods on gas-phase molecéi®ésand X-ray diffraction oxygen atomic orbitals of 2p character combine to form this
methods on various related crystal structdf84%4 Also, the part of ther-system. An isosurface plot of the LUMO calculated
structures of 9,10-anthraquinone-1,5-disulfoRagnd anthra- for AQDS?*™ and a schematic version are shown in Figure 5,
quinone-1,8-disulfone potassium salt dihydtétehave been parts b and c, respectively. Discontinuous areas correspond to
determined. A comparison of bond lengths and angles betweenthe locations of nodal planes in the LUMO and regions of
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TABLE 2: Bond Lengths (A) and Percent Bond Length Changes (in parentheses) upon One-Electron Addition Calculated for
the AQDS System, Using Gas-Phase Optimizations at the UB3LYP/6-311G(d,p) Level

AQDS AHDS AH,DS
bond -2,1 -3,2 -4,1 -1,1 -2,2 -3,1 0,1 -1,2 -2,1

c1-Cc2 1.392 1.3804¢0.9) 1.380(0.0)  1.403  1.386-0.2) 1.380(0.4) 1.379  1.385(0.4)  1.365(.4)

c2-C3 1.398  1.416(1.3)  1.432(1.1)  1.400 1.407(0.5)  1.419(0.9)  1.406  1.408(0.1)  1.423(1.1)

C3-C4 1.388  1.37740.8) 1.375¢0.1) 1.380  1.37740.2) 1.371¢04) 1.380  1.376€0.3) 1.366 (0.7)

C4—Cda 1.399  1.415 (1.1) 1.423 (0.6) 1.413  1.421(0.6) 1.433 (0.8) 1412  1.418(0.4) 1.432 (1.0)
C4a-C10  1.491 1.46741.6) 1452(1.0) 1429  1.424¢0.3) 1.403(15) 1424  14174¢05) 1.403 (1.0)
C10-Cl0a 1.492 1.466{1.7) 1.452{1.0) 1.432  1.42440.6) 1.404(1.4) 1427  1.42640.1) 1.405{1.5)
C10a-C5  1.399  1.419 (1.4) 1.429 (0.7) 1.406  1.419(0.9) 1.436 (1.2) 1.409  1-4m8Y  1.430 (1.6)

C5-C6 1.392  1.37940.9)  1.380 (0.1) 1.390  1.379-0.8) 1.373¢0.4) 1379  1.385(0.4) 1.367-(.3)
Cc6-C7 1.398  1.416 (1.3) 1.432 (1.1) 1.396  1.409 (0.9) 1.419 (0.7) 1.406  1.409 (0.2) 1.425 (1.1)
c7-C8 1.388  1.37740.8) 1.375¢0.1) 1.397 1.38241.1) 1.379¢0.2) 1.380  1.375€0.4) 1.366 (0.7)

C8-C8a 1.399  1.415(1.1) 1.423 (0.6) 1485  1.465() 1.411(0.5) 1412 1.418(0.4) 1.429 (0.8)
C8a-C9 1.491 1.468415) 1.452¢1.1) 1.499  1.47641.5) 1.467(0.6) 1.424  1.41740.5) 1.404 (0.9)
C9-C9a 1492 1.467417) 1452¢1.0) 1383 1.479(6.9)  1.466-0.9) 1.427  1426{0.1) 1.405{1.5)
Cc9a-C1 1.399  1.419 (1.4) 1.429 (0.7) 1.403  1.404(0.1) 1.417 (0.9) 1.409  1-4D8Y  1.430 (1.6)
C8a-Cl0a 1.409  1.426 (1.2) 1.456 (2.1) 1.420  1.422(0.1) 1.441 (1.3) 1429  1.432(0.2)  1.440(0.6)
C9a-Cda  1.409  1.426(1.2) 1.456 (2.1) 1.424  1.427(0.2) 1.442 (1.1) 1.429  1.433(0.3)  1.444(0.8)

Cc9-0 1.224  1.258(2.8) 1.288 (2.4) 1.217  1.237(1.6) 1.257 (1.6) 1.331.340 (0.7)  1.376(2.7)
C10-0 1.224  1.258 (2.8) 1.288 (2.4) 1.321 1.363 (3.2)  1.413(3.7) 1.331 1.34T (0.8) 1.382(3.1)
Cc2-S 1.831 1.82440.4) 1.818(¢0.3) 1.824  1.826(0.1) 1.8180.4) 1.815  1.826 (0.6) 1.8220.2)
C6-S 1.831 1.824€0.4) 1.817(0.4) 1.833  1.829¢0.2) 1.825¢0.2) 1.815  1.826(0.6) 1.824-0.1)

a Species are labeled as in Figure 2 and the molecular charge and spin multiplicity are given immediately beneath the labels. See Figure 1 for

the atom numbering scheme. Quinone oxygen atoms possessing a proton are designated with an asterisk.

TABLE 3: Solvation Free Energies Computed with Two
Different Continuum Models and Calculated Reduction
Energies, Using Energies for Gas-Phase Structures
Optimized at the UB3LYP/6-311G(d,p) Level

AAG.y, AAG g, (¢V) | AHpq (eV)
(eV) PCM

AQDS™ N AQDS™ 6.6 2.97
6.3 Born -14.2
6.2 PCM <128

AQDS™ - AQDS* -10.1 7.20
-14.2 Born -25.3
-12.8 PCM -22.9

b) AHDS" — AHDS™ 35 -1.48
-1.6 Born -6.3
-3.1 PCM -6.6

AHDS™ et AHDS™ -6.5 2.71
-6.3 Born -14.2
6.6 PCM -13.1

AH.DS’ - AH,DS™ -1.0 -4.98
0.0 Born -1.6
2.4 PCM 34

AH,DS™ =5 AH,DS™ 33 -1.58
C -1.6 Born -6.3
3.4 PCM -6.7

is bonding. This leads to distortion of the structure in the pattern

shown in Figure 5a (see also Table 2). This distortion pattern
Figure 5. (a) Depiction of the pattern of bond length distortions that is not the 561152?0 as that found for th.e well-studied cpmpognd
occur in the AQDS system upon one- and two-electron reduction. A anthracené:1%1%Calculated energy differences associated with
plus (minus) sign indicates a bond length increase (decrease). (b) Theone-electron reduction steps, such as electron affinities and
calculated isosurface of the lowest unoccupied molecular orbital reorganization energies, are discussed below.
(LUMO) for AQDS?*". (c) An alternative depiction of the LUMO Reduction Potentials. In this section, we consider the
qualitatively but more clearly showing its amplitude (circle size), sign  5|culated energy differences associated with one- and two-

(circle color), and the location of nodal planes for AGDSBond length : PR TR
increases indicated in part a occur between atoms where the LUMO electron reduction steps shown in Figure 2. The objective is to

character is antibonding, as indicated in part c by a change in sign. predict _the _Standard _redUCtion po_tentials by using the scheme
shown in Figure 4. First we examine separately the calculated

antibonding interaction between adjacent atoms, while continu- electron affinities and solvation free energies.

ous areas correspond to bonding interactions (Figure 5b). The energy of the reduction stepz\Heq calculated for
Reduction of AQD$" involves filling this orbital, destablizing  structures optimized at the UB3LYP/6-311G(d,p) level for the
(lengthening) bonds where the LUMO character is antibonding six one-electron steps (Figure 2) are given in Table 3. Although,
and stabilizing (shortening) bonds where the LUMO character to the best of our knowledge, no experimental electron affinities
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for our specific system are available for comparison, previous
modeling work suggests the electron affinities calculated in this
way should be accurate to within approximately 0.05%&%

As expected, the electron affinities become more negative as

protons are added to an isoelectronic series (any vertical

sequence in Figure 2) because of the progressively more positive

net charge offset. For an isostructural series (any horizontal
sequence in Figure 2), the electron affinity becomes more
positive for the addition of a second electron primarily for the

same reason. The electron affinities of like charged species are  AQDS? + 2¢- — AQDS*

similar but slightly more positive for the less protonated species
(e.g., 2.97 eV for AQD5 and 2.71 eV for AHDS ™, —1.48
eV for AHDS?>~ and—1.58 eV for ALDS ™).

Calculated solvation free energies using two different polariz-

able continuum models are also given in Table 3. Because the

Born model assumes a more simplistic solute cavity shape, it
is assumed to give a poor&xGsy estimate. The PCM is

assumed to give a better estimate due to its more accurate

treatment of the cavity shape and inclusion of nonelectrostatic
terms such as the solutsolvent dispersion interaction energy.
While the computed values faxGsq)y are of similar magnitude

for the two methods, there is generally a disparity between them
that is large relative to the level of accuracy that is reportedly
obtainable for polarized continuum mod@&lsThe best agree-
ment obtained is for the species having-a éharge (standard
deviation= 0.3 eV).

Calculated reduction potentials with comparisons to experi-
mental ones are given in Table 4. To the best of our knowledge,
only formal reduction potentials are available for this system.
Formal reduction potentials depend on pH, ionic strength, and
the type of acid/base involvéd? The best agreement between

Rosso et al.

TABLE 4: A Comparison of Calculated Standard Two- and
One-Electron Reduction Potentials with Nearest Equivalent
Experimental Reduction Potentials (all potentials are with
respect to the standard hydrogen electrode (SHE) at room
temperature)

calcdE® expt
reduction reaction (V, SHE) (V, SHE)
two-electron:
AQDS* + 2e + 2H" — AH,DS*~ 0.253 Eo=0.228°
Eo=0.263
—0.29¢ -0.323
one-electron:
AQDS* +e + Ht— AHDS?* —0.055 —0.066
AHDS*  + e + H" — AH,DS* 0.561 0.522
AQDS?* + e — AQDS* —0.244 E§ = —0.255
AQDS* + e~ — AQDS* —0.351 —0.39%
E>=—0.1486!
E;=—0.222
AHDS + e — AHDS? —-0.012
AHDS?* 4+ e — AHDS®~ —0.083 E§3 = —0.048
AH,DS’ + e — AH,DS™ 0.341 '
AH,DS* + e — AH,DS* —0.002

aTo the best of our knowledge, no true standard reduction potentials
(E°) have been reported. Whelg is specified the listed potential is a
formal, rather than standard, potential and is pH dependést.
approximates the standard reduction potential at pH 0 & unit
activity) and only under certain conditions depending on the ionic
strength and acid usé¢ WhereE§ is specified, the listed potential is
a formal first & = 1) or secondX = 2) one-electron reduction potential
at pHy. ® This is a formal reduction potential (pH 0) from ClarkThis
is a formal reduction potential (pH 0) estimated from Figure 7 of Albery
et al?” 4 Computed by applying eq 27 of Wardniéftto the calculated
0.253V value, using §'r1 = 8.1 and X', = 10.57 ¢ Computed as in
footnote d, except using Clark’s experimentalE;, = 0.228 V.

calculated and experimental reduction potentials was obtained' Estimated by applying eq 45 of Wardnihto the E; = —0.255

for the charge balanced reduction equations involving protons:

AQDS* + 2¢ + 2H"— AH,DS*” (16)
AQDS* +e + H'— AHDS** (17)
AHDS?* "+ €& +H"— AH,DS* (18)

Calculation of theAGsoy component for the above reduction
potentials involves PCM calculations that are for like-charged

value of Pal® using K, = 3.2 for AHDS 2830 9 Because of the
strong pH dependence &°this value was estimated by using eq 6
of Wardmant® using Clark’$ experimentalE, = 0.228 V and the
“experimental” value estimated in footndte’ Computed as in footnote
f, except with the calculated0.055 V value! From Pal*® This value

is the same at pH 11 Computed by applying eq 54c of Wardnih
to the calculated 0.56¥ value, using §'rn = 8.1, K'r» = 10.57 and
pK'o = 3.2 for AHDS.28:30 k Computed as in footnofie except using
the value estimated in footnote ' From Pal'® This value is sensitive
to pH and changes te0.244 V at pH 11™ Gamage et a See also
Table 1 of Grampp et & " Approximated by using calculated electron
affinities and predicted values fafAGgon. AAGson Was predicted from
the reduction potentials and corresponding calculated electron affinities

(2—) reactant and product AQDS species. This was deemed thein footnotesh andj, and also from the changes MAGsqy for like-
best strategy as it affords the possibility that some of the absolutecharged species having different protonation states predicted by the

solvation energy errors inherent to a PCM calculation may
cancel in the evaluation @AGs,. This also leads to a smaller
contribution fromAAGs,, to the reduction potential than from
the electron affinity contribution, which is a more accurate

PCM method? From Table 1 of Grampp et &.The value changes to
—0.151 at pH 2.

that compares reasonably well with experimental formal reduc-

calculation. In contrast to these reduction potentials, one-electrontion potentials where known (Table 4). Finally, we remind the

reduction potentials calculated in the same way that do not
involve protons gave unsatisfactory agreement with experiment,
likely due to inaccuracies introduced imM@\ Gs,, from the PCM
model. It is well-known that specific interactions between
functional groups and solvent molecules, especially for radical

reader that the reduction potentials produced here are meant
for future application of the Marcus cross-relation to reduction
reactions involving the AQDS system; they do not have a role
in the self-exchange kinetics discussed below.

Precursor Complex. To predict rates of self-exchange ET

species, in the first solvation sphere sometimes make crucialbetween the various AQDS specid&g must be accurately

contributions to the solvation free energy that are missed by
treating first-shell water as part of the solvent contin$f.23.111
Thus, several of the remaining reduction potentials in Table 4
were computed indirectly, using equilibrium expressiéhsith

known. As explained above, we chose to compvtg only

for likely precursor complex structures, rather than using an
averagedVag for a random sampling of all possible structures
(see Methods section). We assume that reasonable models for

reduction potentials calculated for the charge-balanced reactionsprecursor complex structures can be found in the crystal structure

above in combination with the acidity constants for A*~
(pK;1 = 8.1) and AHDS™ (pK;, = 10.5Y and AHDS
(pK; = 3.283%0 as explained in the table footnotes. This

of AH,DS. This further assumes that as the 8% molecules
condense into the crystalline state, forces of interaction between
them are sufficiently minimized. The molecular mechanics

approach yielded an internally consistent reduction potential setcalculations used to optimize the 9,10-anthraquinone-2,6-



Self-Exchange Reactions of Anthraquinone Disulfonate J. Phys. Chem. A, Vol. 108, No. 16, 2003299

Figure 6. Two different views of ball-and-stick models showing the two predicted precursor complexes. The SR configuration is shown in parts
a and b. The LP configuration is shown in parts ¢ and d.

disulfonate trihydrate starting from the experimental 1,5- possessing centers staggered along the long axes and nonco-
disulfonated structure determined by Gamage &tpérformed planar AHDS planes (Figure 6a,b). These ABS molecules
well. Optimization of the 1,5 structure gave lattice parameters are~37° out of coplanarity. This configuration will be hereafter
and atomic coordinates that are close to the reported structurereferred to as the short, rotated (SR) configuration. The second
and converged to the same space grdum{g. This structure pair yielding the next shortest center-to-center distance (9.00
is provided in Table 1S in the Supporting Information. The A) also possesses staggered centers but has parall@3\H
decrease in thb-axis length arises from a slight rotation of the configurations (Figure 6c,d). This configuration will be here-
AQDS molecules that leads to a slightly more compact structure. after referred to as the long, parallel (LP) configuration. As
Optimization of the subsequently derived 2,6 structure resulted expected, in both configurations the negatively charged sulfo-
primarily in additional internal rotation in response to the nate groups are far from those of the opposing partner mole-
displacement of the sulfonate groups from 1,5 to more distal cule and generally are offset so as to coincide with the central
2,6 positions. Other than a reduction of the symmetriP2g¢/ part of the opposing partner molecule. The staggering of molec-
m, the predicted 2,6 structure (Table 2S in the Supporting ular centers that is a characteristic of both of these precursor
Information) possesses most of the characteristics of the 1,5complexes is very similar to precursor complex structures found
structure. for closely related systems and has been rationalized on the basis
Two pairs of ABDS molecules having the two shortest of minimization of the electrostatic ener¢$These two super-
center-to-center distances were excised for use as templates fomolecular pairs of AHDS molecules were used as model
precursor complex structures. The pair yielding the shortest precursor complex templates for explicit evaluatiorMag as
center-to-center distance (7.09 A) can be characterized asdescribed next.
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TABLE 5: Calculated Values for the Internal Reorganization Energies.Internal reorganization energies

Reorganizaton Energy for the Six One-Electron computed with Nelsen’s 4-point meth@dfor the six self-

Self-Exchange Reactions Diagrammed in Figure2 exchange reactions shown in Figure 2 are given in Table 5.

self-exchange reaction A (eV) Nelsen’s method was previously shown to give relatively

AQDS* + AQDS** — AQDS** + AQDS? 0.455 consistent results independent of basis’ééts was done in
AQDS** + AQDS* — AQDS* + AQDS* 0.404 our calculations, the inclusion of electron correlation was shown
AHDS™ + AHDS?* * — AHDS?* + AHDS 0.303 to be important for benzene, naphthalene, and anthraéene.
AHDS? * + AHDS®" —~ AHDS®" + AHDS? * 0.412 Calculated values fot; vary somewhat about the average value
AH,DS® + AH,DS™ — AH,DS™ + AH,DS° 0.423 . - .
AH,DS + AH,DS — AH,DS* + AH,DS 0.394 of 0.4 eV but there is no apparent simple correlation between

1 and the protonation states of the reactant pair. In general, the

#Values were calculated by using the electronic energies from the A1 values are larger than might be anticipated given the small
UB3LYP/6-311G(d,p) optimizations and Nelsen's 4-point metffod. bond length changes incurred upon loss/gain of an electron
(Table 2). Values calculated here are in reasonable agreement
with 4, estimated for AQD&/AQDS*~* and AHDS/AHDS?™
self-exchange reactions with use of a Marcus analysis of
1 _ _ 1. experimental rate data (0.323 e*¥)They are much higher than

AH,DS'""+ AH,DS*” — AH,DS"" + AH,DS (19) anticipated for self-exchange reactions of anthradé#e:113

In fact, as shown below, is large enough to have a significant

(which is the reaction correspondingkgin Figure 2) for each impact on the ET rate.
of the two precursor complex models. Structures of,BE' " In kinetic models of many ET reactions involving aromatic
and AHDS?” optimized at the UB3LYP/6-311G(d,p) level were  systems in polar solvents; is often assumed to be negligible
fit as rigid bodies onto each of the two precursor complex relative the external reorganization energy) @114 This is not
templates. For each template, this was done twice: once forthe case for the current system. As described in the Methods
the initial state geometry before ET (reactants state) and oncesection, we calculated a “mean” radius for an ellipsoidal solute
for the final state geometry after ET (products state). The cavity containing each of the AQDS species in this study to be
crossing-point geometrie§ & 0.5) were computed by usinga 4.5 A, according to egs 91242 Taking d; for the SR
linearized reaction coordinate modéknd thesgc geometries  configuration (7.09 A)4e = 0.667 eV. For the LP configuration
for both the SR and LP configurations are given in Table 3S of (d; = 9.00 A) Ax = 0.905 eV, higher than for the SR
the Supporting Information. The wave functions for the reactant configuration solely because of the increased ET distance. Thus,

Electronic Coupling Matrix Element. The Vg term was
directly computed for the following self-exchange reaction

state atjc, the product state afc, and evaluation o¥/as were the total reorganization energies computed for the two configu-

computed at the UHF/3-24G level. rations are in the range of 0.4 eV, of which the internal
The resultingVag for the SR configuration is 0.056 eV and  part of the reorganization energy comprise®5—41%. These

for the LP configuration it is 0.032 eV. The low®pg for the values forig do not change significantly by including the subtle

LP configuration is consistent with the larger center-to-center changes in the dimensions of the solute cavity due to changing
distance of separation by 1.9 A relative to the SR configuration. the protonation state of the quinone. Therefdgevalues for

These values turn out to be significantly higher than the the two configurations are chosen to be independent of the
prediction by Jortnef? whose theoretical work on parallel  particular AQDS species considered in an ET rate calculation.

stacked naphthalene and anthracene molecules gave Self-Exchange RatesEvaluation of the transmission coef-
ficient « at the crossing-point configuration led #o< 1 in all
Vg (V) = 12.398 expf-ad;) (20) cases. Thereforde; was evaluated using the nonadiabatic

treatment. Rate constant terms for the six self-exchange reactions
wherea = 1.0 A1 is the decay constant witlh the separation are listed in Table 6 for the SR configuration and Table 7 for
as defined earlier. This expression yieMss = 0.010 (SR) the LP configuration. These were computed for aqueous solution
and 0.002 eV (LP), which differ markedly from our directly conditions at room temperature in the limit of zero ionic strength.
calculated values above. We attribute the differences to differ- The larger A for the LP configuration leads to a higher
ences in the relative positions and orientations for our precursor activation free energAG*, causing a general decreasekin
complexes compared to the idealized configurations in Jortner’s The equilibrium constant for precursor complex formatiors
modeling study. More surprising is the observation that our lower for self-exchange reactions in the SR configuration
configurations with the molecular centers staggered lead to largerbecause of the closer distance of approach. The diffusion-limited
Vag values than Jortner’s prediction for perfectly aligned centers rateky is faster tharke: x K in all cases for both configurations,
where generally greater orbital overlap would be anticipated. which means the ET reactions are not diffusion limited. The
This may indicate a contribution t&ag from the quinone overall observable rate of ET varies between 3.4 and 8.6 log
oxygen groups present in the current system. units for the SR configuration (Table 6) and between 3.2 and

TABLE 6: Calculated Self-Exchange Rate Parameters for the Short, Rotated (SR) Configuration Treated Nonadiabatically

A AG logket logk logkyd logKobs
self-exchange reaction (eV) K (eV) (s (M~ (M~1sY (M~1s™

AQDS?*” + AQDS** — AQDS + AQDS?*~ 1.122 0.61 0.280 8.96 —-3.14 7.83 5.81
AQDS** + AQDS* — AQDS* + AQDS** 1.071 0.61 0.268 9.19 —5.77 5.50 341
AHDS™ + AHDS?* — AHDS?** + AHDS™ 0.970 0.63 0.243 9.63 —-1.39 9.16 8.19
AHDS?* + AHDS®” — AHDS®™ + AHDS?** 1.079 0.61 0.270 9.15 —3.14 7.83 6.00
AH,DS® +AH,DS™* — AH,DS™* + AH,DS 1.090 0.61 0.273 9.10 —0.52 9.87 8.56
AH,DS*+AH,DS?* — AH,DS* + AH,DS™ 1.061 0.61 0.265 9.23 —1.39 9.16 7.82

aThe conditions are for room temperature aqueous solution in the limit of infinite dilution (zero ionic strength). The ET distance is 7.09 A and
Vag = 0.056 eV.
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TABLE 7: Calculated Self-Exchange Rate Parameters for the Long, Parallel (LP) Configuration Treated Nonadiabatically

A AG logket logK logkg logKobs
self-exchange reaction (eV) K (eV) (s MY M-1s™) M-1s™)

AQDS?~ + AQDS** — AQDS*™ + AQDS> 1.360 0.27 0.340 742  -2.38 8.49 5.04
AQDS*™ + AQDS* — AQDS* + AQDS*™ 1.309 0.27 0.327 7.65 —4.45 6.72 3.20
AHDS™ + AHDS?>* — AHDS?* + AHDS™ 1.208 0.28 0.302 8.09 —1.00 9.49 7.09
AHDS?* +AHDS® — AHDS®™ + AHDS?™ 1.317 0.27 0.329 7.61 —2.38 8.49 5.23
AH,DS’ +AH,DS* — AH,DS* + AH,DS° 1.328 0.27 0.332 7.56 -0.31 9.87 7.25
AH,DS™ + AH,DS*~ — AH,DS* + AH,DS™ 1.299 0.27 0.325 7.69 —1.00 9.49 6.69

aThe conditions are for room temperature aqueous solution in the limit of infinite dilution (zero ionic strength). The ET distance is 9.00 A and
Vag = 0.032 eV.

7.2 log units for the LP configuration (Table 7). Variability in  reorganization energy and cannot be neglected. Analysis and
kobs from one self-exchange reaction to another for either of theoretical extensions of crystal structure data led to two
the SR and LP configurations turns out to arise primarily from predicted precursor complex structures that, in the end, yielded
K and not fromke. A one-to-one comparison of SR and LP theoretical ET rates in good agreement with experimental ones.
configuration rates for any one self-exchange reaction showsET distances are therefore predicted to be in th® A range.

that the 1.9 A longer distance of separation in the LP Values of the electronic coupling evaluated for the two precursor
configuration leads to a decrease in lags by an average of ~ complex structures indicate that the distinction between adiabatic
1.6+ 0.3 log units. Thus, assuming that the precursor complexesand nonadiabatic ET in this system likely occurs in this distance
selected in this study are accurate representations of probableange as well. It is hoped that these findings will aid in the
precursor complexes in solution, ET reactants achieving the SRadvancement of more detailed models of ET cross-reactions
precursor complex configuration are predicted to dominate the involving AQDS and its related species.

flux of the self-exchange reaction.
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