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Class IV charges obtained using charge model 3 (CM3) have been shown to provide a realistic description
of molecular charge distributions, even when obtained by mapping from highly approximate semiempirical
wave functions. In the present study, the CM3 approach is extended to the self-consistent charge density-
functional tight-binding (SCC-DFTB) method. Before mapping, the mean-signed error in 219 electric dipole
moments obtained by Mulliken analysis is-0.46 D, and the root-mean-square error is 0.72 D. After CM3
mapping, these errors are decreased to-0.001 and 0.31 D, respectively. The resulting charge model, denoted
CM3/SCC-DFTB, should be very useful (i) for obtaining reliable charges for large molecules, nanostructures,
and macromolecular systems and (ii) for representing solute charge distributions when computing the
electrostatic potential or the electrostatic contribution to solvation free energies.

1. Introduction

The development of reliable methods that allow for the
determination of electrostatic fields and interactions at the
microscopic level (i.e., the atomic scale) as well as the
mesoscopic level (i.e., the scale of macromolecules and nano-
structured materials) is of key importance for practical applica-
tions in (bio)molecular, polymer, and materials studies. The
linking of a microscopic, quantum mechanical description with
a classical mechanical or quantum classical mesoscopic one is
essential for reliable multiscale modeling strategies of complex
systems, materials, and processes. For such applications, it is
important to have a model for the computation of atomic charges
that can reproduce or predict molecular charge distributions,
especially if this can be accomplished with approaches that are
sufficiently fast to be used to study large (bio)molecular and
materials systems. One such quantum mechanical method is the
self-consistent charge density-functional tight-binding method
(SCC-DFTB).1-4

Conventional tight-binding (TB) formulations are based on
decomposing the Born-Oppenheimer potential energy surface
into the band energy and repulsive contributions.5,6 Band
structure is calculated from a Hamiltonian that is typically built
from two-center contributions, and the repulsive energy is
assumed to depend only on distances between atoms. It was
shown by Foulkes and Haydock7 that the TB formalism can be
obtained as a first-order expansion of a density functional around
some reference density, which allows for the parametrization
of TB schemes using density-functional theory (DFT) func-
tionals. This approach was used to develop the original DFTB
method,8 which is based on the selection of the reference

electron density as the sum of the densities of isolated atoms.
The second-order expansion of the Kohn-Sham DFT energy
functional with respect to electron density fluctuations can be
expressed in the form of Coulomb interactions of atomic
charges, modified at short distances to account for the exchange-
correlation energy, and it requires self-consistent charges (SCC).
This second-order expansion has been incorporated in the SCC-
DFTB method, which has been very successful for chemical,
biochemical, and solid-state physics problems.4 It can also be
used as the quantum mechanical component of combined
quantum mechanical/molecular mechanical (QM/MM) methods
for calculating potential energy functions of large systems. In
particular, the method has been developed with the PBE density
functional9 and incorporated into the CHARMM10 and GRO-
MOS11 molecular mechanics packages and applied to proton-
transfer processes.12,13 The SCC-DFTB method is becoming
increasingly popular for use in simulations of chemical,
biochemical, and materials systems, as exemplified by several
recent applications to a diverse set of problems involving
semiconductors,14-16high-energymolecules,17enzymecatalysis,18-21

protein dynamics,22 oxidation-reduction potentials,23 opiate
spectra,24 and carcinogen interactions with nucleobases.25

Therefore, it is of interest to improve its ability to predict
electrostatic properties.

In the present article, we develop a class IV charge model26-28

as a way to obtain accurate partial atomic charges for large
systems by a mapping starting with SCC-DFTB wave functions.
Section 2 reviews the charge model, and section 3 presents its
parametrization. Sections 4 and 5 contain results, discussion,
and conclusions.

2. Theory

2.1. Mulliken and Lo1wdin Population Analyses.In density-
functional theories, the electron density of anN-electron system
is computed from a single-determinant wave function involving
N Kohn-Sham orbitals, where in general a given orbital may
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appear once or twice in the set of orbitals; in the present study,
we consider only closed-shell species where all orbitals appear
twice. The orbitals are expanded in a set of atomic basis
functions

whereCµi are the expansion coefficients and the summation is
carried over all of the basis functions. There are many ways in
which the electronic density can be split into parts corresponding
to each atom. In the simplest case, each basis function is
assigned to a nucleus.

Because the sum of the densities of all occupied orbitals
equals the number of electrons, we can write

which, if we introduce the overlap matrix

and the density matrix

can be rewritten as

where tr denotes a trace. The Mulliken population on atomk is
defined by partitioning this charge among the atoms as29

This definition of charges is not unique. We can also write

and partitioning of the latter form into atomic contributions
defines Löwdin populations:30

Löwdin’s symmetric orthogonalization procedure leads to
orthogonal multicenter basis functions that have the largest
possible sum of squared overlaps with the original nonorthogo-
nal atomic basis functions. No element of the new basis set is
privileged with respect to the others, as would be the case from
Gram-Schmidt orthogonalization. Although typically the Lo¨w-
din population analysis gives better values of molecular electric
dipole moments than the Mulliken one,31,32 when these dipole
moments are computed from the atomic point charges neither
method is accurate enough for demanding applications, and the
results typically depend quite strongly on the basis set.32

Nevertheless, population-analysis charges can provide a starting
point for more quantitative descriptions of molecular charge
distributions. In particular, the Mulliken or Lo¨wdin atomic
charges can be modified to reproduce accurate molecular electric
dipole moments with a correction procedure containing one or
two coefficients per heteronuclear bond type. The coefficients

depend on the method used to generate the electronic wave
functions, the type of population analysis, and the basis set used.
Such a procedure has already been proposed for a number of
methods and basis sets, and the resulting charges are called
Charge Model 1, 2, or 3 (CM1,26 CM2,31 or CM327,28) charges
or, in general, class IV charges. The correction procedure can
be described as a mapping of the original charges to the new
ones. In this study, we present a class IV model that we have
developed for extracting accurate partial charges from SCC-
DFTB wave functions. The resulting charges will be called
CM3/SCC-DFTB charges.

2.2. CM3 Mapping. The essential idea of the CM3 procedure
is to correct the systematic errors of individual bond dipoles
by parametrizing a mapping to reproduce experimental or high-
level theoretical electric dipole moments of a training set of
primarily monofunctional molecules.32 The following expression
defines the mapping,

where qk is the CM3 charge on atomk, qk
0 is the original

Mulliken or Löwdin charge (Zk - Nk, whereZk is the nuclear
charge), andTkk′ is a function of the bond orders that determines
the amount of charge to be transferred from atomk′ to atomk
in order to correct the systematic errors in the population
analysis. The matrix elementsTkk′ are functions of the Mayer
bond order33 Bkk′; in particular, it is assumed thatTkk′ is a
quadratic function of the bond order,27,28,31

The C andD coefficients are determined by the optimization
procedure. The Mayer bond order is given by33

For single bonds, the Mayer bond orders are close to 1. For
double bonds in unconjugated systems, they are close to 2. For
conjugated bonds, they are close to 1.5, and, importantly, for
pairs of atoms that are not bonded to one another, the Mayer
bond order is close to zero. The latter ensures that charge
redistribution due to CM3 mapping is a local phenomenon.
Conservation of the total charge imposes the following con-
straints on elements of theC andD matrices:

In the original CM3 parametrization, it was not necessary to
introduce atom “types”. For example, one can use the same
parameters for hydroxyl oxygen atoms and oxygen atoms in
carbonyl groups. The same strategy is applied in this study.
Thus, in our parametrization,CZZ′ andDZ′Z depend exclusively
on the atomic numbers of the elements involved in the charge
transfer.

All atomic partial charges are given in atomic units. All
electric dipole moments are in D.

3. Parametrization Procedure

3.1. Training Set. Two sets of geometries have been used
throughout this work: the ones used for the original CM3 charge
model32 and a set of geometries reoptimized in this study using
the SCC-DFTB method. In the former set, the geometries were
optimized using hybrid DFT methods and Hartree-Fock theory
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(the latter for amides only). For simplicity, we will refer to this
set simply as the HDFT+HF geometries.

The training set used in this work is a subset of the training
set32 used to parametrize the original CM3 method. The CM3
training set contains 398 data points, including 382 data points
for 382 nonamide compounds and 16 data points for 8 amide
compounds. (For each amide compound, a pyramidal and planar
conformation are considered.) Compounds that contain Li, F,
Si, Cl, and Br and all compounds that do not have singlet ground
states were not considered in this study. In addition, because
the SCC-DFTB method located only one minimumsthe pyra-
midal onesfor benzamide, only this conformation was taken
into account in the present study. This results in a training set
of 219 data points for 212 compounds (204 data points for 204
nonamide compounds and 15 data points for 8 amide com-
pounds) for both HDFT+HF and SCC-DFTB geometries.

3.2. Selection of Parameters.The mapping containsCZZ′ and
DZZ′ parameters that account for corrections that are either
quadratic or linear in bond orders, as indicated in eq 10. In the
original parametrization of the CM3 charges,27,28preference was
given to DZZ′ parameters becauseCZZ′ parameters lead to
increased sensitivity with respect to changes in the bond orders.
It has also been observed in both the original work and here
that the inclusion of too manyCZZ′ parameters can lead to large,
unphysical values for some of the parameters. For example, in
one case,CPH was equal to-1.12, andDPH was equal to 1.05.
Usually these large corrections largely cancel, which is numeri-
cally unstable. Therefore, a preference forDZZ′ parameters was
also adopted in the present work, and only twoCZZ′ parameters
(C-O and P-S) were used. It was necessary to exclude the
O-P parameter with SCC-DFTB because it led to overly large
offsetting corrections (COP ) -0.119 andDOP ) 0.323).
Interestingly, this was not the case when the HDFT+HF
geometry training set was used, which indicates a possible
deficiency in the SCC-DFTB method for the prediction of
accurate geometries rather than a deficiency in the charge
mapping.

3.3. C-H Bond. Requiring the mapped charges to reproduce
electric dipole moments accurately is not sufficient to obtain a
unique set of parameters because more than one charge
distribution can give the same dipole moment. Thus, in the first
step, theD parameter for the C-H pair was optimized to obtain
an average charge on hydrogen atoms in benzene and ethene
equal to 0.11, a value that was justified in the CM2 study.31

The value obtained in this way isD ) -0.0335.
3.4. Optimization. For each molecule, the scalar electric

dipole momentµ was computed from the atomic charges,qk,
as

wherexk, yk, andzk are the Cartesian coordinates of atomk.
Optimization of theCZZ′ andDZZ′ parameters was carried out

by a nonlinear least-squares fit using a modification of the
Levenberg-Marquardt algorithm. Unlike the procedure em-
ployed in construction of the CM2 and previous CM3 charges,
all parameters were optimized in a single run, which can be
justified by the smaller number of species for which the present
parametrization was developed.

3.5. Software.Several software packages have been used:
MMTK 34 for computational steering, SciPy35 for carrying out
least-squares fits, VMD36 for visualization, and R37 for statistical
analysis.

4. Results and Discussion

4.1. Performance of SCC-DFTB Atomic Charges.Table
1 presents mean-signed errors (MSE’s) and root-mean-square
errors (RMSE’s) with respect to experimental values of the
electric dipole moments derived from the Mulliken charges and
from the Löwdin charges without any mapping using the
HDFT+HF and SCC-DFTB geometries of the training set of
molecules. The SCC-DFTB Mulliken charges significantly

TABLE 1: Mean-Signed Errors (MSEs, D) and Root-Mean-Square Errors (RMSEs, D), as Compared to Experiment, of
Electric Dipole Moments Calculated from Mulliken and Lo1wdin Charges of Various Compound Classes Using HDFT+HF and
SCC-DFTB Geometries

HDFT+HF geometry SCC-DFTB

Mulliken Löwdin Mulliken Löwdin

solute class
no.
data MSE RMSE MSE RMSE MSE RMSE MSE RMSE

alcohols, phenol 13 -0.14 0.21 0.08 0.16 -0.25 0.33 -0.04 0.16
aldehydes 5 -0.29 0.33 -0.02 0.08 -0.43 0.49 -0.16 0.21
aliphatic amines, aniline 13 -0.34 0.45 -0.23 0.33 -0.45 0.62 -0.37 0.51
amides and phenylurea 16 -0.35 0.37 -0.13 0.16 -0.29 0.35 -0.07 0.20
aromatic nitrogen heterocycles 11 -0.91 1.15 -0.78 0.98 -0.94 1.20 -0.82 1.03
bifunctional H, C, N, and O compounds 12 -0.34 0.58 -0.21 0.44 -0.40 0.75 -0.29 0.62
carboxylic acids 9 -0.01 0.12 0.12 0.17 -0.07 0.17 0.07 0.12
compounds containing S and P 5 -0.52 1.08 -0.30 0.80 -0.46 1.05 -0.33 0.86
esters 6 0.13 0.17 0.14 0.17 -0.15 0.19 -0.13 0.18
ethers 11 -0.12 0.23 0.07 0.22 -0.05 0.19 0.14 0.26
imines 6 -0.60 0.73 -0.42 0.56 -0.71 0.83 -0.54 0.66
inorganic organic 7 -0.39 0.68 -0.34 0.62 -0.44 0.71 -0.38 0.65
ketones 11 -0.49 0.56 -0.22 0.31 -0.51 0.59 -0.24 0.33
multifunctional P compounds 7 -0.91 1.45 -0.47 1.00 -0.61 1.41 -0.10 1.05
nitriles 12 -1.03 1.08 -0.83 0.88 -1.07 1.12 -0.87 0.92
nitrohydrocarbons 5 0.14 0.25 0.25 0.35 0.45 0.56 0.58 0.69
other C, H, and N compounds 14 -0.98 1.11 -0.82 0.93 -0.97 1.12 -0.81 0.94
other C, H, and O compounds 12 -0.44 0.56 -0.21 0.34 -0.52 0.67 -0.28 0.46
other sulfur-containing compounds 21 -0.50 0.85 -0.51 0.66 -0.47 0.82 -0.45 0.60
phosphorus 7 -0.71 0.80 -0.91 1.02 -0.56 0.82 -0.69 1.15
sulfides, disulfides 8 -0.27 0.40 -0.54 0.71 -0.29 0.41 -0.55 0.71
thiols 8 -0.15 0.19 -0.30 0.34 -0.15 0.20 -0.30 0.34

all compounds 219 -0.45 0.68 -0.33 0.56 -0.46 0.72 -0.33 0.60

µ ) x(∑
k

qkxk)
2 + (∑

k

qkyk)
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underestimate the electric dipole moments. On average, the
magnitude of the electric dipole moment is too small by 0.46
D. The total RMS deviation is 0.72 D, which is comparable to
results obtained from the AM1 and PM3 methods (0.84 and
0.94 D, respectively) for the CM2 training set.31 However, for
some classes of compounds, the RMS deviation is significantly
higher, and in the worst case (multifunctional phosphorus
compounds), it is equal to 1.41 D.

The performance of the Mulliken and Lo¨wdin charges in
terms of the RMS deviation deteriorates in the case of SCC-
DFTB geometries in comparison to the HDFT+HF ones,
although this difference is only 0.04 D.

4.2. Mulliken versus Lo1wdin Charges. The performance
of the Löwdin charges in terms of both MSE and RMSE is
better than that for the Mulliken charges by about 0.1 D over
both sets of geometries used in this work. However, after the
input charges are mapped, there is little difference in their ability
to predict electric dipole moments. The mapped Lo¨wdin and
Mulliken charge rms errors are 0.314 versus 0.309, respectively,
in the case of the mappings calculated at SCC-DFTB geometries.

4.3. Parameters.The values of the CM3/SCC-DFTB pa-
rameters for the mapping using the Mulliken charges and SCC-
DFTB geometries are presented in Table 2. Several other
parametrizations were tested; however, because (i) there was
very little improvement when using the Lo¨wdin charges instead
of the Mulliken charges, (ii) the use of Mulliken charges instead
of Löwdin charges avoids the expense associated with comput-
ing the square root of the overlap matrix, and (iii) the mapping
obtained using SCC-DFTB geometries gives reasonable results
when applied to molecules in HDFT+HF geometries (see Table
3), we present here only the parameters for mapping Mulliken
charges for SCC-DFTB geometries.

4.4. Performance of CM3/SCC-DFTB Atomic Charges.
The relation between the original Mulliken charges and the
charges obtained with the CM3/SCC-DFTB mapping is pre-
sented in Figure 1. It can be observed that the mapping does
not lead to qualitative changes in the partial charges, suggesting
that the improved performance results from physically realistic
adjustments in bond dipoles.

Deviations (MSEs and RMSs) with respect to experimental
values for electric dipole moments derived from the CM3/SCC-
DFTB mapping of the Mulliken charges for compounds in the
training set, broken down by functional group, are presented in
Table 3 for SCC-DFTB and HDFT+HF geometries.

The CM3/SCC-DFTB//SCC-DFTB mapping is successful in
essentially eliminating the overall systematic error; it leads to
MSE’s of about-0.0008 D, but for some classes of compounds,
the error is larger. For example, the MSE is 0.038 D in the
case of nitrohydrocarbons.

The overall RMS deviation is reduced from 0.72 to 0.31 D;
however, there are classes of molecules for which the model is
less robust. For example, phosphorus compounds exhibit an
RMS deviation of 0.76 D. Still, this is an improvement over
the value of 1.41 D obtained without the mapping. It is not
surprising that P has large errors because it has been found in
previous work that the column of the periodic table containing
N and P is notoriously hard to parametrize.

Correlations between experimental electric dipole moments
and those computed using either the Mulliken charges or the
CM3/SCC-DFTB//SCC-DFTB charges are presented in Figure
2. (Note that the notation //Y means “at a geometry calculated
by Y”.) The overall mean-unsigned errors for each method are
presented in Table 4. One can see that, indeed, the CM3
mapping provides very good accuracy.

TABLE 2: CM3/SCC-DFTB Parameters

atomic pair parameter value

D Parameters
C-H -0.03350
N-C -0.05598
N-H -0.11083
O-C 0.01444
O-H 0.00516
O-N 0.07551
P-C -0.06282
P-H -0.02401
P-N 0.04052
P-O 0.04603
S-C 0.00135
S-H 0.00962
S-N 0.14454
S-O 0.06920
S-P 0.09163

C Parameters
O-C -0.02294
S-P -0.00057

Figure 1. Correlation between the original Mulliken charges and CM3/
SCC-DFTB charges of the molecules in the training set used in this
work.

TABLE 3: Mean-Signed Errors (MSEs, D) and
Root-Mean-Square Errors (RMSEs, D), as Compared to
Experiment, of Electric Dipole Moments Calculated from
CM3/SCC-DFTB Charges of Various Compound Classes
Using HDFT+HF and SCC-DFTB Geometries

SCC-DFTB
geometry

HDFT+HF
geometry

solute class
no.
data MSE RMSE MSE RMSE

alcohols, phenol 5 0.09 0.14 0.22 0.25
aldehydes 13 0.02 0.22 0.23 0.28
aliphatic amines, aniline 16-0.03 0.17 -0.11 0.13
amides and phenylurea 11-0.29 0.38 -0.25 0.33
aromatic nitrogen heterocycles 12-0.16 0.48 -0.08 0.28
bifunctional H, C, N, and O compounds 9 0.21 0.30 0.25 0.32
carboxylic acids 5 0.10 0.34-0.02 0.24
compounds containing S and P 6 0.02 0.12 0.31 0.35
esters 11 0.15 0.27 0.08 0.22
ethers 6 0.11 0.32 0.25 0.41
imines 7 -0.19 0.29 -0.12 0.30
inorganic organic 11-0.03 0.20 -0.02 0.21
ketones 7 0.09 0.76-0.36 0.64
multifunctional P compounds 12 0.12 0.21 0.17 0.23
nitriles 5 0.38 0.48 0.08 0.22
nitrohydrocarbons 14 0.10 0.25 0.08 0.19
other C, H, and N compounds 12-0.16 0.38 -0.09 0.26
other C, H, and O compounds 21-0.01 0.40 -0.10 0.54
other sulfur-containing compounds 7 0.21 0.52-0.09 0.33
phosphorus 8-0.12 0.22 -0.13 0.24
sulfides, disulfides 8-0.05 0.13 -0.06 0.12
thiols

all compounds 219 0.00 0.31 0.00 0.30
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5. Conclusions

The new class IV charge model, based on the computationally
efficient self-consistent charge density-functional tight-binding
method (SCC-DFTB), has been parametrized and shown to
improve the accuracy of electric dipole moments computed from
population analysis charges. The rms error decreases by about
0.4 D when compared with dipole moments computed from
either Mulliken or Löwdin charges. The CM3 mapping param-
eters (Table 2) can be used for the SCC-DFTB geometries as
well as for HDFT+HF ones. Accurate partial atomic charges
allow one to compute very efficient representations of molecular
electrostatic potentials, which have a wide variety of chemical
applications.38 The CM3/SCC-DFTB model should be very
useful for large molecular systems, especially for use in
combined QM/MM methods39 or solvation models and for the
development of mesoscopic potentials that are based, for
example, on the generalized Born approximation.40
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Figure 2. Correlation between experimental or high-level theoretical
dipole moments and calculated dipole moments of the molecules in
the training set used in this work. Crosses (+) correspond to dipole
moments computed from Mulliken charges, and circles (O) correspond
to dipole moments computed from CM3/SCC-DFTB charges.

TABLE 4: Mean-Unsigned Errors (D), as Compared to
Experiment, of Electric Dipole Moments Calculated from
Various Methods and Geometries for All 219 Data Points in
the Training Set

charge model//geometry mean-unsigned error

Mulliken//SCC-DFTB 0.56
Mulliken//HDFT+HF 0.52
Löwdin//SCC-DFTB 0.42
Löwdin//HDFT+HF 0.46
CM3/SCC-DFTB//SCC-DFTB 0.22
CM3/SCC-DFTB//HDFT+HF 0.22
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