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A three-state conical intersection between the ground state and the (π,π*) and (nO,π*) singlet excited states
of cytosine is the topological feature that dominates the ultrafast decay of singlet excited cytosine. The three-
state intersection is associated with seams of intersection between pairs of states (S1/S0 andS2/S1, respectively),
and the resulting topology has been mapped out with CASSCF and CAS-PT2 calculations. The minimum-
energy path for the optically active (π,π*) state lies on theS1 surface, and decay to the ground state takes
place at theS1/S0 seam. On the other hand, the region of theS2/S1 seam must be traversed before accessing
the conical intersection with the ground state and recrossing toS2 becomes possible. Another feature associated
with the three-state degeneracy is vibronic coupling between the (π,π*) and (nO,π*) excited states (proximity
effect), which lowers the barrier to theS1/S0 seam. From a mechanistic point of view, then, the decay is the
outcome of the interaction between the three states. The results also suggest that the experimental excited-
state lifetime is the effect of two factors, an energetically accessible region ofS1/S0 degeneracy and a region
where the decay can be slowed because of recrossing toS2.

Introduction

The photophysics of cytosine and the remaining DNA and
RNA bases and nucleosides in the gas phase and in solution is
characterized by ultrashort excited-state lifetimes in the fem-
tosecond and low picosecond range.1-10 A recent CASSCF
theoretical investigation of the photophysics of the singlet-
excited cytosine base has shown that the decay involves the
passage through a surface crossing (conical intersection) between
the excited and the ground states of the molecule, (S1/S0)X.11,12

One factor responsible for the ultrafast lifetimes is the fact that
the minimum-energy path (MEP) to the surface crossing is
associated with a low energy barrier. In the present study, we
introduce a second feature of the PES that is essential for the
ultrafast decay, namely, the presence of an extensive region of
S1/S0 intersection. More importantly, the PES contains a three-
state degeneracy, (S2/S1/S0)X, between the three relevant states:
the ground state and the (π,π*) and (nO,π*) (excitation coming
from the oxygen lone pair) excited states (Figure 1), found at
the CASSCF level of theory and confirmed at the CAS-PT2
level.

Three-state degeneracies of the same multiplicity are known
for cases imposed by symmetry,13,14 such as the radical cation
of methane15,16 and transition-metal complexes.17,18 Ultrafast
relaxation through a symmetry-imposed 3-fold degeneracy has
been observed for Fe(CO)4.19 Examples not imposed by
symmetry have been recently identified by the group of Yarkony
for the excited states of several organic molecules.20-23 Three-
state conical intersections have a five-dimensional branching
space (i.e., they form an (N-5)-dimensional subspace, whereN
is the number of vibrational degrees of freedom of the mole-

cule), in contrast to two-state intersections, which belong to an
(N-2)-dimensional subspace. In this paper, we focus on the
potential-energy surface that is generated around a three-state
conical intersection found in cytosine. The relevant point is that
the triple crossing is associated with an intersection space
composed of several linked seams between pairs of states.21,24,25

In cytosine, this implies that the triple crossing is associated
with S1/S0 and S2/S1 seams of degeneracy, which we have
characterized. As a consequence, decay to the ground state is
not limited to the calculated MEP through the (S1/S0)X minimum-
energy structure of the doubly degenerate space (see Figure 2,
where theS1/S0 seam is the full curve on theS1 surface).
Depending on the relative energetics and the dynamics, it can
take place along a segment of that intersection space, as it is
known from previous dynamics calculations on other systems.26-28

This explains the ultrafast excited-state lifetimes measured
experimentally. On the other hand, the decay path goes near a
region ofS2/S1 degeneracy before reaching the region of decay
to the ground state (dashed line in Figure 2). Nonadiabatic
recrossing from the spectroscopically activeS1 state toS2 is
possible and can eventually slow the decay rate. In this context,
the decay of cytosine takes place on the ultrafast time scale
(approximately 3.2 ps for the monoexponential decay of the

* Corresponding author. E-mail: lluisb@stark.udg.es.
† Universitat de Girona.
‡ Imperial College London.

Figure 1. Resonance structures for the three relevant singlet excited
states in cytosine ultrafast decay.
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base in the gas phase), but the decay of the purine bases is
several times faster (approximately 1.0 and 0.8 ps for adenine
and guanine in the gas phase, respectively).3 Recrossing toS2

might explain the comparably slower decay of cytosine.
The present results shed additional light on the role of the

(nO,π*) and (π,π*) states in the radiationless decay. Reconsid-
eration of the wave function for the three relevant states (ground
state and both excited ones) shows that the distinction between
the two excited states is blurred in the region of decay to the
ground state. The states have a mixed character there due to
vibronic interaction along the pyramidalization coordinate,
which breaks the plane of symmetry of the molecule. This
manifestation of the proximity effect between the (π,π*) and
(nO,π*) states induces a lowering of the energy ofS1 reflected
in the energy lowering for theS1/S0 seam along the pyramidal-
ization mode. The role of the proximity effect in lowering the
barrier for ultrafast decay in the photophysics of the DNA
nucleosides (mainly adenine) has been proposed previously on
the base of experimental3,5,29 and theoretical30 studies. Our
results show the importance of this effect in the photophysics
of cytosine and prove that the topology of the PES is generated
by the interplay between ground state and both excited states.

Computational Details

The CASSCF calculations were carried out with the Gauss-
ian98 package of programs,31 while the CAS-PT2 energetics
were recalculated with MOLCAS.32 All calculations use the
6-31G* basis set, with the exception of the calculation to
determine the pseudo-Jahn-Teller effect (see Supporting In-

formation). The CASSCF wave function used for the CAS-PT2
calculations was a three-state calculation, state-averaging over
the three states (factors 3× 0.33), with a (12, 9) active space
(all π-type orbitals and the oxygen nonbondingnO orbital).

The optimization of the critical points at the CASSCF level
is described in our previous theoretical study of cytosine
photophysics.11 (S1)Min,CAS (at the CASSCF level) is structure
(nO,π*)Min from our previous study, whereas (S1)Min,PT2 (at the
CAS-PT2 level)12 is structure (π,π*)Min (obtained at the
CASSCF level). The structures (S1/S0)X,CAS and (S2/S1)X,CAS,
optimized at the CASSCF level, are the structures (GS/nO,π*)CI

and (nO,π*/π,π*)CI from our previous study, respectively.
The relevant energetics and geometric parameters of the

structures (C2-O7 bond length and pyramidalization at C6 and
N1) are collected in Table 1. The pyramidalization angle of C6

is defined as the difference between the H-C6-C5-N1 dihedral
angle and 180° (reference angle at planar geometries). For the
pyramidalization at N1, the H-N1-C2-C6 dihedral is used
analogously. The energetics are given relative to the energy of
(S1)Min.

The surface topologies presented in Figures 2 and 3 are based
on CASSCF and CAS-PT2 results obtained in part with
nonstandard procedures (linear interpolations and linear dis-
placements along calculated CASSCF gradients). These proce-
dures are described succinctly here, and the details are given in
the Supporting Information. To map out the decay coordinate
at the CAS-PT2 level, the crossing between the ground and the
first excited state, (S1/S0)X,PT2, was located starting from the
CASSCF-optimized intersection (S1/S0)X,CAS, following the
gradient-difference coordinate (difference between gradients of
S1 andS0, at the CASSCF level) at that point (see Figure S1,
Supporting Information). This procedure is similar to the one
followed in the previous CAS-PT2 study,12 and the CAS-PT2
crossing occurs betweenS0 andS2 CASSCF states. The approach
used here is possible because the wave functions of the states
at (S1/S0)X,CAS correspond, approximately, to the ground state
and the excited state. At (S1/S0)X,CAS, the gradient ofS1 is
approximately zero, and the gradient difference is essentially
equal to the ground-state gradient (the gradient ofS2, which is
the state degenerate withS0 at the CAS-PT2 level, is also
approximately zero). The gradient difference corresponds to
bond inversion (see the inset of Figure S1).

To obtain the MEP at the CAS-PT2 level (see Figure 4), the
decay coordinate between the two relevant points, (S1/S0)X,PT2

and (S1)Min,PT2, is determined at the CASSCF level by running
an intrinsic reaction coordinate (IRC)33 in the full space of
nuclear coordinates (see Supporting Information for details). The
CAS-PT2 energetics are recalculated along the CASSCF
coordinate, which corresponds approximately to concerted bond
inversion and C6 pyramidalization. The barrier along the IRC
profile is 6.6 kcal mol-1 (0.29 eV) and the fact that the CAS-

TABLE 1: Energetics and Structures of Critical Points at CASSCF/6-31G* and CAS-PT2/6-31G* Levels

CASSCF CAS-PT2

structure
energya

[kcal mol-1]
energya

[eV]
rC2-O7

b

[Å]
pyrC6

c

[deg]
pyrN1

d

[deg]
energya

[kcal mol-1]
energya

[eV]
rC2-O7

b

[Å]
pyrC6

c

[deg]
pyrN1

d

[deg]

FC 38.4 (π,π*) 1.67 1.201 0 0 18.2 (π,π*) 0.79 1.201 0 0
38.7 (nO,π*) 1.68 27.0 (nO,π*) 1.17

(S1)Min 0.0 (nO,π*) 0.00 1.340 20 12 0.0 (π,π*) 0.00 1.331 21 5
(S1/S0)X 3.6 0.16 1.408 37 18 -0.6 -0.03 1.418 37 18
(S2/S1)X 3.3 0.14 1.331 21 5 6.6e 0.29 1.385 33 14
(S2/S1/S0)X 13.8f 0.60 1.423 19 0 55.7g 2.42 1.513 20 0

a Relative to (S1)Min, see Computational Details for active spaces.b C2-O7 bond length.c Pyramidalization of C6 atom (see Computational Details).
d Pyramidalization of N1 atom (see Computational Details).e Corresponds to the barrier along the MEP (Figure 4).f Relative energies of the three
states: 11.7, 14.0, and 15.8 kcal mol-1. g Relative energies of the three states: 55.5, 55.7, and 55.8 kcal mol-1.

Figure 2. Two-coordinate sketch of the potential energy surface for
the ground and the excited state (S1) of cytosine along the bond
inversion (inv) and pyramidalization (pyr) coordinates, showing the
S1/S0 and S2/S1 seams of intersection and the minimum-energy path
(MEP).
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PT2 profile goes through a point ofS1/S2 degeneracy, named
(S2/S1)X,PT2 here (Figure 4), shows the similarity with the
CASSCF results. The methodology followed here is more
rigorous than the one used previously in the determination of
the decay barrier at the CAS-PT2 level, based on constrained
CASSCF optimizations at fixed C2-O7 distances (relaxed
scan).12 Following this procedure, the first structure along the
coordinate, starting from (S1/S0)X,PT2, is obtained from a
constrained optimization at fixed C2-O7 distance of 1.41 Å (the
C2-O7 distance at (S1/S0)X,PT2 is 1.418 Å). The optimized
structure, (S1)1.41, is approximately 1.7 atomic units away from
(S1/S0)X,PT2. This step is too large, and to complete the path it is

necessary to carry out an interpolation between (S1)1.41 and
(S1/S0)X,PT2, which differ in the bond distances in the ring and
the pyramidalization angles at C6 (approximately 14° at (S1)1.41

against 35° at (S1/S0)X,PT2). This interpolation (Figure S2,
Supporting Information) shows the presence of a barrier of
approximately 7 kcal mol-1 (0.30 eV) associated with anS2/S1

crossing, along the previously unexplored part of the path.
Without this interpolation, the path obtained by a relaxed scan12

is incomplete, and the previously reported barrier (2.5 kcal
mol-1) is incorrect. However, a linear interpolation between
(S1/S0)X,PT2 and (S1)Min,PT2 gives the same qualitative CAS-PT2
profile12 than the IRC-based one shown in Figure 4.

A point in the subspace of triple degeneracy, (S2/S1/S0)X,CAS,
is found by displacing structure (S2/S1)X,CAS (labeled (nO,π*/
π,π)CI in our previous communication)11 along a coordinate GD′
obtained by subtracting the ground-state gradient from the
average of the two excited-state gradients at (S2/S1)X, that is,

where gi are the gradients of the states (see Figure 5). The
coordinate corresponds mainly to bond inversion at constant
C6 pyramidalization angle (see the inset of Figure 5). The
method used here to locate the triple crossing takes advantage
of the fact that theS2 andS1 states have similar gradients. Thus,
displacement along the GD′ coordinate will approximately retain

Figure 3. Projections of the cytosine potential energy surface (CASSCF and CAS-PT2 energetics in kcal mol-1). (a and c) One-dimensional
profiles along MEP, CASSCF, and CAS-PT2 energetics, respectively. (b and d) Two-coordinate projections ofS1 states along the bond inversion
(inv, represented by the C2-O7 bond length) and C6 pyramidalization (pyr) coordinates, CASSCF, and CAS-PT2 energetics, respectively.

Figure 4. CAS-PT2 energy profile (energies relative to (S1)Min,PT2)
along the MEP from (S1/S0)X,PT2 to (S1)Min,PT2.

GD′ ) 1
2
(gS1 + gS2) - gS0
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the S2/S1 degeneracy, whereas the gap between the two states
and S0 will be reduced. This procedure does not guarantee
that the triple crossing space is located, but a point of near-
degeneracy between the three states is found, with energy gaps
of 2.3 kcal mol-1 betweenS0 andS1, and 1.8 kcal mol-1 between
S1 andS2, at the CASSCF level. The energy of this structure,
(S2/S1/S0)X,CAS, is approximately 14 kcal mol-1 (0.6 eV) higher
than (S1)Min and well below the vertical excitation (by ap-
proximately 24 kcal mol-1 or 1.0 eV, see Table 1). This structure
is not the optimized triple degeneracy at the CASSCF level,
but a lower bound to its energy is given by the energy of the
optimized (S1/S0)X,CAS structure. An algorithm for the optimiza-
tion of 3-fold degenerate points was recently presented by
Yarkony,23,34 and we are currently developing a similar algo-
rithm on the basis of the conical-intersection optimization
algorithm implemented in Gaussian.35 At the CAS-PT2 level
(see Figure S3, Supporting Information), (S2/S1/S0)X,PT2 is
found further along the GD′ coordinate (for example, the C-O
bond is stretched to approximately 1.51 Å against 1.41 Å at
(S2/S1/S0)X,CAS), and the three states lie within a range of 0.3
kcal mol-1. The energy of (S2/S1/S0)X,PT2 relative to (S1)Min,PT2

is remarkably higher than the corresponding value at the
CASSCF level (approximately 56 kcal mol-1 or 2.4 eV, see
Table 2), presumably because it was located using the GD′
coordinate based on the CASSCF gradients.

TheS2/S1 andS1/S0 seams of intersection shown in Figures 2
and 3 were characterized by linear interpolation between the
(S2/S1/S0)X structure and the (S2/S1)X and (S1/S0)X ones, respec-
tively, both at the CASSCF and CAS-PT2 levels of theory (see
Supporting Information for details, Figures S4-S6). These linear
interpolations give approximate cuts of the 2-fold degenerate
space along one coordinate.

For the interpretation of the states involved in the decay
(assignment of (π,π*) and (nO,π*) character), we have reana-
lyzed the configurations for the wave functions of the three
relevant states along the MEP from (S1)Min,PT2 to (S1/S0)X,PT2.
The states are characterized in terms of the three dominant
configurations: a closed-shell one that corresponds approxi-
mately to the ground state, a (nO,π*) excited one, and a (π,π*)

excited one (see the squares of the CASSCF eigenvector
coefficients in Table 2). As the path approaches the decay point
(S1/S0)X,PT2, the states mix and the wave functions become
multireferential (see Figures S7-S9, Supporting Information).
At (S1/S0)X,PT2, the three configurations have approximately the
same weights (0.25-0.3) for S0, although the (π,π*) configu-
ration dominates slightly. In turn,S2 (degenerate withS0 at the
CAS-PT2 level) is dominated by the ground-state configuration
(approximately 0.4), with an (nO,π*) contribution of ap-
proximately 0.2.

For the determination of the PJT effect, a symmetry-
constrained optimization of the (π,π*) state was carried out (Cs

symmetry), and the frequency was calculated analytically. The
frequency calculation was carried out using the default wave
function, which includes all spin-adapted configurations, and
was repeated with a symmetry-restricted wave function. The
latter calculation gives the frequencies without the PJT contribu-
tion, ant the PJT effect is obtained by comparing the frequencies
obtained in the two cases.36 In the default calculation, theCs-
minimum has two imaginary frequencies of-551 and-99.4
cm-1 and a lowest real frequency of 128.0 cm-1. The first mode
corresponds to pyramidalization of the amino group, while the
other two modes are linear combinations of the C6 and N1 ring
pyramidalizations (see Figure 6). When the PJT coupling to the
(nO,π*) state is switched off, the frequency for the amine
pyramidalization remains unaltered, but the ones for the C6 and
N1 pyramidalization modes increase to 182.1 and 229.2 cm-1.
This proves that pyramidalization in the (π,π*) state is partly
caused by PJT coupling. There is a further vibration that shows
a substantial increase when the PJT effect is excluded from the
frequency calculation, namely, a mode composed of puckering
of C2 and N3 whose frequency changes from 745.3 to 921.8
cm-1. However, the largest effect on the surface ofS1 will come
from the two low-frequency modes.

Results and Discussion

Description of the Topology.In Figures 2 and 3 we present
sketches of the topography for the radiationless decay of singlet
excited cytosine centered on the three-state intersection. The
two relevant coordinates are bond inversion and pyramidaliza-
tion of the C6 ring carbon (see Figure 1). Figure 2 gives a three-
dimensional view of theS0 and S1 states, and projections on
one and two coordinates are shown in Figure 3. The 2-fold
degenerate seams (lines) and the triple crossing points of Figures
2 and 3 are projections of (N-2)- and (N-5)-dimensional
subspaces on the two coordinates. This implies that the
branching spaces of the crossings are not fully represented.
Therefore, in our presentation, we are neglecting additional
seams of 2-fold degeneracy that come out of the 3-fold
degeneracy point, along some of the remaining branching-space
coordinates. However, from our calculations, we find that the

Figure 5. CASSCF energy profile (energies relative to (S1)Min,CAS) along
the GD′ coordinate (see Computational Details), starting at (S2/S1)X,CAS.

TABLE 2: Configurations of the S0-S2 States at the
(S1/S0)X,PT2 Decay Point (Squares of CASSCF Eigenvectors)

state CSa (π,π*) (nO,π*)

S0
b 0.23 0.32 0.25

S1 0.02 0.45 0.40
S2

b 0.42 0.09 0.21

a Closed-shell wave function (approximately correlated with ground
state at Franck-Condon geometry).b S2 and S0 states degenerate at
CAS-PT2 level.

Figure 6. Lowest frequencies of (π,π*) state minimum (constrained
to Cs symmetry) and estimated contribution of vibronic coupling (∆ν)
with the (nO,π*) state.

10612 J. Phys. Chem. A, Vol. 108, No. 47, 2004 Blancafort and Robb



coordinates of choice are the best option to give an overall view
of the topography of the critical points.

Figure 3a,b is based on results obtained at the CASSCF level.
However, recent computations have shown the importance of
the CAS-PT2 correction (dynamic correlation) for the relative
energies of the excited states of cytosine.12 The main effect is
to lower the energy of the (π,π*) state with respect to the (nO,π*)
state (compare Figure 3a,c). This changes the topography of
the seams of double degeneracy and the relative energetics, but
it does not affect the main characteristic of radiationless decay
induced by interaction between three states. We now describe
the surfaces in some detail.

Figure 3a shows the one-dimensional energy profile along
the MEP at the CASSCF level (see our previous communica-
tion11). The MEP lies on the first-excited-state surface (S1) and
is characterized by a change from the spectroscopically active
(π,π*) state to the (nO,π*) state before the decay point to the
ground state, (S1/S0)X. The change of state is associated with a
crossing between the two excited states, (S2/S1)X. The minimum
for S1, (S1)Min, has (nO,π*) character. The reaction coordinate
is a combination of bond inversion and pyramidalization of the
C6 ring carbon, and the structures (S1)Min and (S2/S1)X lie
approximately halfway between the Franck-Condon geometry
and the decay point (S1/S0)X. The main conceptual point of
interest is that the two state crossings (S2/S1)X and (S1/S0)X belong
to (N-2)-dimensional seams of degeneracy that cross at the triple
degeneracy point (S2/S1/S0)X. The linkage at (S2/S1/S0)X is shown
in Figure 3b, which is a projection of theS1 surface on the plane
of the two relevant coordinates (the C2-O7 bond length is used
as representative of bond inversion). The projection shows the
position of the 3-fold crossing and the associated seams with
respect to the MEP in that space. TheS1/S0 seam (continuous
lines in Figure 2 and Figure 3b) lies essentially along the
pyramidalization coordinate, whereas theS2/S1 seam (dashed
line in the figures) lies along the bond inversion one. According
to the resulting topology, decay to the ground state can take
place at the extended region ofS1/S0 degeneracy, whereas
recrossing toS2 is possible because the seam ofS2/S1 degeneracy
must be passed before getting to theS1/S0 region.

The effect of dynamic correlation on the calculated results is
shown in Figure 3c,d. Figure 3c presents the MEP, recalculated
at CAS-PT2//CASSCF level of theory (see Computational
Details). Because of the lowering of the energy of the (π,π*)
state, (S1)Min has now (π,π*) character. However, the mapping
of the MEP at the CAS-PT2//CASSCF level shows that the MEP
still goes through anS2/S1 crossing. When dynamic correlation
is included, the position of (S2/S1)X is displaced further along
the MEP and lies closer to (S1/S0)X. In addition, the position of
the triple crossing (S2/S1/S0)X is displaced further along the bond
inversion coordinate (see Figure 3d), and the associatedS1/S0

andS2/S1 seams of intersection lie closer to each other than at
the CASSCF level. Despite these changes in the topography,
the main characteristics of the decay (extended region ofS1/S0

degeneracy and possible recrossing toS2 during the approach
to the decay region), which are due to the interaction between
the three relevant states, are the same when correlation energy
is included.

Characterization of the Excited States and Vibronic
Coupling. Analysis of the wave function is useful to characterize
the relevant states and their role in the decay. In this context,
our previous CASSCF study11 indicated that the crossing
responsible for the decay involved the ground state and the
(nO,π*) state. In contrast to this, recent CAS-PT2 calculations12

gave a different mechanistic picture because the CAS-PT2

energy of the (π,π*) state is substantially lowered. As a
consequence, the decay was described to involve the (π,π*)
and the ground state, essentially along the coordinate obtained
at the CASSCF level, and a direct role of the (nO,π*) state was
discarded. In the present study, the wave function was reana-
lyzed by including the three relevant states in the analysis. In
this case, the states are found to be a mixture of the three
relevant configurations (closed shell, (nO,π*), and (π,π*)) at
the region of decay (see Table 2 and Computational Details),
due to the small energy gaps. The mixing of the (nO,π*) and
(π,π*) configurations along the pyramidalization coordinate
reflects the proximity effect between the two excited states.

The vibronic coupling between the two states has been
quantified, at the CASSCF level, at the geometry of the (π,π*)
state optimized atCs symmetry (see Computational Details and
Supporting Information). Our frequency analysis shows that the
curvature of the (π,π*) state along the pyramidalization mode
is lowered by vibronic coupling with the (nO,π*) state. This
effect is seen for the C6 and N1 pyramidalization coordinates,
and the two atoms are pyramidalized at the decay point
(S1/S0)X (by approximately 37 and 18°, respectively; see Table
1). This proves the importance of the proximity effect for the
excited-state PES of cytosine.

Conclusions

The calculations discussed in the present paper strongly
suggest that the potential energy surface in the region of
radiationless decay of singly excited cytosine contains a 3-fold
degeneracy between the ground state and the (π,π*) and (nO,π*)
excited states. Conceptually, the 3-fold degeneracy is the key
feature of the surface because it is associated with seams of
degeneracy betweenS1 and S0 and betweenS2 and S1,
respectively. In first instance, the ultrafast decay of cytosine is
due to the existence of an extended, energetically accessible
S1/S0 seam along a combination of two geometric variables, a
C6 pyramidalization and a bond inversion coordinate. The
lowest-energy part of the seam (centered around (S1/S0)X, Figures
2 and 3) can be accessed after substantial C6 pyramidalization
(approximately 35°) and bond inversion (stretching of the C-O
bond to approximately 1.42 Å). Decay at geometries with a
higher bond inversion and less pyramidalization is also possible,
although it requires more energy. Therefore, in a dynamic
picture, decay is possible for different combinations of vibra-
tional energy in the bond inversion and pyramidalization modes.
In fact, dynamics calculations on the decay of fulvene,28 the
photochromism of a diaryl ethene model,26 and the photoinduced
cis-trans isomerization of a retinal chromophore model27

confirm that decay to the ground state after photoexcitation can
occur at different points along anS1/S0 seam of degeneracy,
which in turn will influence the product distribution. However,
in cytosine, the product yield is not affected by the place of
decay because at the conical intersection (S1/S0)X, the excited-
state surface is flat12 (intermediate topology of the intersection37),
and regeneration of cytosine is the only ground-state decay path.

While the presence of theS1/S0 seam certainly accelerates
the decay rate, the presence of anS2/S1 seam along the decay
coordinate might slow it down because of recrossing toS2 from
the spectroscopically activeS1 state. In fact, the MEP shown in
Figures 2 and 3 is a projection on one and two coordinates,
and the MEP in the full space of coordinates will avoid the
S2/S1 crossing. Nevertheless, the situation is similar to the one
described for the photoisomerization of the chromophore of
photoactive yellow protein, where a barrier on theS1 surface
lies very close to anS2/S1 crossing. Recrossing toS2 (nonadia-
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batic trapping) occurs in the ab initio excited-state dynamics of
that molecule.38 In analogy to these results, recrossing toS2

also seems possible for cytosine.
From the point of view of which states are involved, decay

from the Franck-Condon region leads to a mixed (π,π*)/
(nO,π*) state through vibronic coupling, rather than retaining
the pure (π,π*) character or switching to the (nO,π*) state. Thus,
the excited-state species becomes progressively darker along
the decay coordinate. This type of vibronic coupling (proximity
effect) is usually termed pseudo-Jahn-Teller coupling, but this
term is equivocal here because the coupling is associated with
a conical intersection (i.e., a crossing of theS1 andS2 surfaces).

In the present work, we have focused on the topological
features associated with the 3-fold degeneracy, mainly the
doubly degenerate seams of intersection. However, little is
known about the direct effect of a 3-fold crossing on the excited-
state dynamics of general systems, not imposed by symmetry.
Yarkony21 has pointed out the possible effect of sequential,
pairwise nonadiabatic transitions, which may reduce the overall
efficiency of the decay. Moreover, in the present case, it is not
clear if the triply degenerate space is accessible since the point
located at the CAS-PT2 level is very high in energy. However,
the corresponding CASSCF value is clearly below the vertical
excitation energy. This may indicate that the CAS-PT2 value
is overestimated and that the 3-fold degeneracy may be
accessible in the real system. A further point that has to be
considered is that the space of 3-fold degeneracy has a lower
dimension (N-5) as compared to the 2-fold degenerate one (N-
2). In any case, it is clear that dynamics calculations are needed
to further clarify the picture. For the time being, our hypothesis
is that the excited-state lifetime of cytosine (approximately 3.2
ps in the gas phase)3 is the result of the balance between decay
to the ground state and recrossing at the region of 3-fold
degeneracy.
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