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Aromaticity and homoaromaticity of a parent barbaralane and a tetraphosphabarbaralane ofC2V-symmetry
are visualized by means of three-dimensional nucleus-independent chemical shift maps, showing the
characteristic response properties of the electronic structure of these molecules. We combine this analysis
with Car-Parrinello molecular dynamics simulations to incorporate the fluxional character of the tetraphos-
phabarbaralane and to show that atomistic motion at room temperature does not alter the aromaticity in this
case.

Introduction

Aromaticity has a longstanding history as a fundamental
concept in chemistry.1 Its idea is taught in first year chemistry.
The consequences range from elementary effects such as
resonance stabilization up to structural driving forces of
supramolecular or template assemblies and biological macro-
molecules. Aromaticity is often used in an intuitive way to
describe electronic and structural properties of molecules. This
rather cloudy use of the term aromaticity has been seeking
supplementary clarification and further investigation since its
first appearance.1 After the discovery of benzene in 1825 by
M. Faraday, the notion emerged roughly with the determination
of its cyclic structure by Loschmidt in 1862 and Kekule´ in 1865.
Since then, a lot of effort has been devoted to the investigation
of possible definitions of aromaticity, as well as chemical and
physical properties of aromatic molecules. A vast collection of
literature is available on the subject; see, for example, refs 1
and 2.

The term “homoaromaticity” was first introduced in 1959 by
Winstein3 in an attempt to describe molecules which exhibit
aromatic properties while one or several common criteria of
aromaticity are not satisfied, such as, for example, the need for
planarity.4,5 Many later works have used this expression to
describe partly aromatic molecules. Just recently, a multidi-
mensional aromaticity concept was suggested in this context;
for further references, see refs 6-14.

Barbaralanes15,16 are a class of polycyclic molecules (1 in
Figure 1) that undergo a degenerate Cope rearrangement
reaction. The transition state (TS) between the two reactants is
a conformation that has a higher symmetry (C2V) than the
reactants (Cs). Many extended studies5,17-23 could confirm that
an appropriate description of this transition state is homoaro-
matic1*, rather than biradicaloid or radicaloid. Several experi-
mental as well as theoretical studies have aimed at finding a
possible candidate for which the double-minimum ground-state
potential energy surface is turned into a single-minimum
potential with the molecule exhibiting higher symmetry,21,24,25

that is, reducing the barrier of the transition state such that it

becomes a stable state. Whereas so far no gas-phase stable
nondegenerate ground-state barbaralane could be determined in
experiment, Seefelder and Quast received such a candidate
employing different solvents.20 They showed that dipolarity/
polarizability and the electron pair donation ability of the
solvents play the predominant role. Furthermore, very interesting
extended barbaralanes giving rise to through-space interactions
were suggested by Tantillo et al.26 Additionally, barbaralanes
and the thermochromic properties of similar molecules were
investigated with respect to their use as molecular switches.20,27

Recently, one of the present authors (B.K.) suggested a
homoaromatic barbaralane (3) in a theoretical work19 using an
isolated molecule ansatz. Applying static quantum chemistry
geometry optimization, the tetraphosphabarbaralane (3) dis-
played C2V-symmetry, that is, a nondegenerate minimum
structure instead ofCs-symmetry, which is a degenerate
minimum structure. The barrier for the Cope rearrangement of
the corresponding parent-barbaralane (1) agreed very well with
experiment in the previous study,19 supporting the applicability
of the chosen methods.

In the present investigation, we are aiming at a further
characterization of3. The focus is three-dimensional nucleus-
independent chemical shift (NICS) maps.28 Here, we study NICS
maps of aromatic, nonaromatic, and homoaromatic compounds
to contribute to the characterization of homoaromaticity in
general. We use this study then as a basis for a discussion of
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Figure 1. First column: barbaralane1 and the symmetrical transition
state1*. Second column: diphenyl-dicyano-barbaralane2 and tetra-
phosphabarbaralane3.
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the characteristics of the previously proposedC2V-symmetrical
barbaralane3.19 Additionally, we expose this barbaralane to a
dynamical ansatz to model finite temperature effects. In
particular, we will investigate the question of whether NICS
maps can help to characterize the fluxional character of3 at
room temperature by combining NICS with a Car-Parrinello
molecular dynamics (CPMD) simulation.29 In CPMD simula-
tions, the electronic structure of a system is calculated “on the
fly” along a molecular dynamics trajectory. Polarization effects
are explicitly included, and the pairwise additivity as used in
almost all force field based molecular dynamics simulations is
circumvented. The access to the electronic structure during a
CPMD simulation allows the calculation of averaged electronic
properties. Through an appropriate transformation of the Kohn-
Sham orbitals, maximally localized Wannier functions can be
calculated. Wannier orbitals30 are the condensed phase analogues
of localized molecular orbitals known from quantum chemistry.
They give insight into the nature of chemical bonds and aid in
the understanding of chemical concepts (e.g., nonbonding
electron pairs or valency). Recent applications of the maximally
localized Wannier functions are the calculations of IR absorp-
tion,31-33 of Raman spectra,34 and of NMR chemical shifts.35

Methods

Nucleus-independent chemical shift is a generalization of the
atom-specific chemical shift, defined as the trace of the shielding
tensor relative to a reference molecule.28 NICS shows how much
the chemical shift of a fictitious nuclear spin, located at a specific
position in the neighborhood of the investigated molecule, would
be changed. It was first introduced by Schleyer as a “simple
and efficient aromaticity probe”28 in 1996. Schleyer and co-
workers proposed to use the absolute magnetic shielding
calculated at ring centers to determine aromaticity. Negative
“nucleus-independent shifts” (NICSs) indicate aromaticity, while
positive NICS values denote antiaromaticity. Recently, this
quantity was applied to investigate possible neutral bishomoaro-
matic semibullvalenes and barbaralanes.17 One of the present
authors (D.S.) applied three-dimensional NICS maps, that is,
by means of isosurface plots or slices, to a supramolecular
assembly of dendritic polymers.36 This approach which has been
previously examined28,37,38 has the advantage that the NICS
values are computed at every point in space, as opposed to a
discrete set of isolated special points.

In all calculations, the framework of density functional theory
employing the BP86 functional was used.39,40For the molecular
dynamics calculations as well as the geometry optimizations,
we applied the CPMD code.41 We used Troullier-Martins norm-
conserving pseudopotentials42 in the Kleinman-Bylander
scheme43 together with a 70 Ryd plane wave cutoff. To enable
the study of isolated systems, the inherent periodicity of the
plane-wave calculations was circumvented by applying an
appropriate Poisson solver designed for nonperiodic boundary
conditions.44 The cell size was set to 14 Å3, which was found
to be sufficient to converge the energies and geometries with
respect to the cell parameters. We equilibrated the system for
about a picosecond at 320 K with a chain of Nose´-Hoover
thermostats coupled to the ionic degrees of freedom,45,46before
starting a production run of another picosecond at the same
temperature. A 3.0 au time step (1 au) 0.0242 fs) in
combination with a 400 au fictitious electron mass was chosen.
These values recently were shown to be carefully chosen for
obtaining good structural and dynamical properties.47

The calculation of NICS maps was done by density functional
perturbation theory48 as implemented in the CPMD code,41

which is an extension to the NMR chemical shift module.49

Technically, we calculate the electronic current density, which
is the linear response to an external magnetic field applied to
the system.50

This quantum current induces an additional inhomogeneous
magnetic field in the environment of the charge distribution.
We compute this inhomogeneous field at all points of space.
The resulting three-dimensional plot is visualized by a color
scheme (see Figures 2, 3, and 5) in which the blue to yellow
color means that the external field is attenuated, whereas it is
reinforced in red regions. The delocalized character of typical
aromatic electrons is translated into particularly large blue/
yellow areas above and below the aromatic plane. This is due
to the extended flexibility of the electrons; metaphorically
speaking, they can create more extended “ring currents” than if
they were aliphatic. Another feature of aromatic electron systems
is a small area of opposite effect, that is, where the external
field is increased (red color code). The shape of both of these
effects can be seen in the nucleus-independent chemical shifts.
The color scheme in the figures is gauged in parts per million
(ppm), which designates the dimensionless proportionality
coefficient between the induced and the external magnetic field.
A charge-free test spin located at a given position in space would
experience a displacement in its NMR chemical shift of the
corresponding NICS value at that position. Working with a plane
wave basis set, the calculation of all relevant quantities in the
entire supercell is straightforwardly done by means of fast
Fourier transformations.

Results: NICS Maps for Aromatic Molecules

In the original work of Schleyer and co-workers,28 several
test molecules were examined to assess the NICS method. For
instance, a calculation employing a 6-31+G* basis set and the
functional B3LYP28 gave a value of-9.7 for benzene and-2.2
for cyclohexane, marking therefore a simple characteristic of
distinguishing nonaromaticity from aromaticity. In our calcula-
tions, the aromatic systems exhibit large and long-ranged
π-shifts in the neighborhood of the electrons, whereas the
nonaromatic systems show restricted areas as can be seen in
Figure 2, where the (aromatic) ring of atoms lies perpendicular
to the plane.

In Figure 2, we have depicted NICS maps for representative
aromatic, homoaromatic, and nonaromatic molecules: cyclo-
propane and dihydroxy-cyclopropenone (nonaromatic), the
cyclopropenyl cation (aromatic), and the tris-homocyclopropenyl
cation (homoaromatic). The maps of these molecules exhibit a
very characteristic shape, which can be associated in a straight-
forward way with their aromaticity classification. As expected,
the characteristicπ-shifts (to lower frequencies, indicated in blue
and yellow areas) are seen above and below an aromatic moiety,
whereas the inverse effect can be found in a small localized
region (a torus) beside the ring (indicated in orange/red areas).
Note the remarkable spatial extension of the shielding effect.
Even at a distance of about 3 Å, there is still a NICS
displacement of more than 0.5 ppm. Regarding cyclopropane,
we see that the aliphatic compound exposes significantly smaller
shielding zones than the aromatic molecule. In addition, there
is no deshielding effect next to the cyclopropane ring.

For the homoaromatic tris-homocyclopropenyl cation, we are
able to pin down a sizable difference to the nonaromatic
compound by means of the largerπ-shifted area. Thus, we can
assign a more aromatic behavior to this system. However, we
cannot unequivocally assign the aromatic behavior to one of
the rings, because there is a yellow cone below and above each
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ring. Furthermore, our calculations do not display a chair
structure as suggested by the Lewis formula (one 6-ring with
alternating sp2-sp3 carbon atoms, the sp2 carbons forming a
homoaromatic 3-ring submoiety). Instead, we get one three-
membered ring (with tetragonally coordinated carbons) sharing

one bond with a 5-ring, which is long known to be the right
structure; see, for example, the NMR measurements by Win-
stein.51 These adjustments to aromatic and nonaromatic test
molecules are also in accordance with the very recent work of
Merino et al.,38 which was published after submission of this
Article. These authors compared, for example, benzene with
cyclohexane among other molecules.

Turning now to NICS maps for the two barbaralane molecules
(1 and3) in their optimized geometry (Figure 3), we find that
barbaralane1 has only one small characteristic area under the
cage, and nothing is observed above. This region concentrates
beneath the two localized double bonds in the ring and reflects
the more asymmetrical structure (Cs) of 1 as compared to the
tetraphosphabarbaralane3 (C2V). The NICS map of the latter is
found to be very similar to that of the aromatic cyclopropenyl

Figure 2. NICS maps for non-, homo-, and aromatic molecules. Top: cyclopropane (left) and dihydroxy-cyclopropenone (right). Bottom:
cyclopropenyl cation (left) and tris-homocyclopropenyl cation (right). The spatial extension of the positive shift regions (yellow) is significantly
larger for the homoaromatic (bottom right) and aromatic (bottom left) molecules than for the aliphatic ones. Note also the negative shift areas (red)
outside the ring of the aromatic cyclopropenyl cation. Units in the color scheme are ppm (parts per million).

Figure 3. NICS maps for the two barbaralanes in their ground-state
minimum structure. Top:1. Bottom: 3 (see Figure 1).

Figure 4. The evolution of the phosphorus-phosphorus atom distances
of compound3 with simulated time in picoseconds (ps).
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cation shown in Figure 2 with long-rangedπ-shifts below and
above the cyclic structure. Also, the typical red features on the
lateral sides are present. Thus, the tetraphosphabarbaralane
possesses more aromatic character than the parent barbaralane
1 and the tris-homocyclopropenyl cation, and it is thus a better
candidate to study homoaromaticity. These results are in
accordance with Schleyer’s work about semibullvallenes, bar-
baralanes, and bullvallenes.17 Comparing the ground-state (Cs)
NICS) -8.3 ppm with the transition state (C2V) NICS) -21.5
ppm for barbaralane1, clearly a more aromatic character for a
C2V minimum structure is to be expected.

In extension to the statical picture, we also studied the
dynamical behavior of3. Figure 4 shows the evolution of P-P
distances, of the phosphorus atoms which are next to each other,
of 3 in the Car-Parrinello simulation at finite temperature (T
) 320 K). We see that the structure changes from the form
with Cs-symmetry over the geometry ofC2V-symmetry to the
mirrored structure ofCs-symmetry. During 1 ps of molecular
dynamics (MD), nine Cope rearrangement analogous vibrations
of 3 are observed. On average, one such event takes about 0.22
ps, so that the estimated wavenumber of this mode is roughly
150 cm-1. The harmonic frequency analysis of the geometry-
optimized molecules shows modes at about 162 cm-1, which
move in line with the Cope rearrangement.19 Thus, it appears
justified to characterize this process as a vibrational mode, rather
than a proper chemical reaction between two well-defined
reactants which are separated by a significant energy barrier.

Further clarification is given by the time evolution of the
NICS maps for the tetraphosphabarbaralane that are shown in
Figure 5.

Although the geometric parameters undergo large changes
during the Cope rearrangement-like vibration, no significant
change in the NICS maps is observed. The central features, that
is, the large aromaticity-indicating cones above and below the
molecule, are conserved during the CPMD simulation. The
inverselyπ-shifted regions are small and disappear temporarily,
which is an indication for the somewhat weaker aromatic

character of the system. However, the comparison with non-
aromatic species, as shown in Figure 2, proves the undoubtedly
aromatic properties of the tetraphosphabarbarlane at ambient
temperature. We thus conclude that the term homoaromaticity
can definitively be applied to this molecule. In particular, its
homoaromaticity is not altered when switching from theT ) 0
K description to the more realistic finite temperature simulation.

Conclusion

We presented in this Article calculations with our NICS
implementation in a CPMD framework for different test
molecules. We confirmed the applicability of so-called NICS
maps for distinguishing between nonaromatic, homoaromatic,
and aromatic molecules. Our results are in excellent agreement
with previous suggested mapping schemes.28,37,38 For the
problem of determining aromaticity and homoaromaticity, we
could show gradual differences by depicting static NICS maps
for a Cs-symmetrical barbaralane and aC2V-symmetrical bar-
baralane. These results are in accordance with the work of
Schleyer and co-workers on this subject.17

With the present implementation at hand, we were able to
study the aromaticity issue for molecules at finite temperature,
instead of at zero temperature as in previous studies. Our
approach thus resembles the experimental situation much better
than static quantum chemical calculations. Thus, the major point
of this study is that we extended the NICS maps to a dynamical
regime and applied this option to the previously suggested
tetraphosphabarbaralane withC2V-symmetry. We were able to
characterize its behavior under finite temperature. Because the
tetraphosphabarbaralane undergoes large geometrical changes
in the phosphorus atom-phosphorus atom distance (30-40 pm)
under the influence of temperature and these movements are in
line with a Cope rearrangement, the question arose as to whether
this molecule exhibiting time-dependentCs-symmetry also
changes its aromatic character largely. With the help of NICS
maps, we could confirm that it stays aromatic, and we can thus

Figure 5. Time evolution of the NICS maps of3 during a Car-Parrinello molecular dynamics trajectory. The geometries are selected configurations
characteristic for the different stages of the Cope rearrangement (order: from top left to top right, then bottom left to bottom right). Note the motion
of the red areas, which are typical for aromatic molecules, from one P-P bond to the other. A large aromaticity which disappears again, corresponding
to extended red areas, is found when the P-P distance is below 2.6 Å.
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appraise that the term homoaromatic for theC2V-state of
barbaralanes is appropriate.
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