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Based on the modified Perdew and Wang exchange functional (MPW) and Becke’s 1995 correlation functional
(B95), we developed two hybrid meta density functional theory (HMDFT) methods, namely MPW1B95 and
MPWBI1K. In addition, based on the new X functional of Xin and Goddard, again combined with B95
correlation functional, we developed two other new HMDFT methods, X1B95 and XB1K. MPW1B95 and
X1B95 were optimized against a representative database of six atomization energies (AE6). MPWB1K and
XB1K were optimized against a kinetics database of three forward barrier heights, three reverse barrier heights,
and three energies of reaction for the reactions in the BH6 representative barrier height database. We compared
the newly developed methods to other HMDFT and hybrid DFT methods for atomization energies, ionization
potentials, electron affinities, barrier heights, saddle point geometries, hydrogen bonding, and weak van der
Waals weak interactions. In addition, we optimized scaling factors for calculating zero-point energies from
vibrational frequencies. The results show that the MPWB1K and XB1K methods give good results for
thermochemistry, thermochemical kinetics, hydrogen bonding, and weak interactions, and they give excellent
saddle point geometries. MPW1B95 and X1B95 are suitable for general applications in thermochemistry,
and they give good performance for hydrogen bonding and weak interaction calculations.

1. Introduction theory correctiong? nonlocal exchange with kinetic energy
density33 or nonlocal exchange, perturbation theory corrections,
and kinetic energy densif.In all of these methods, the pure
DFT part of the functional depends not only on the local density
but also its gradient; this aspect is sometimes called the

Refining functionals for density functional theory (DFT) is
an active research area in theoretical chemistry and physits.
There are two main strategies for developing new functionals,
namely the nonempiriggl approach and the §emiempiricg| generalized gradient approximation (GGA).
approach. The nonempirical approach, favored in physics, is . . .
to construct functionals subject to several exact constraints. Be_5|des the refln_ement of the excr_]ange ar_1d <_:orre|at|on
The typical nonempirical approach is the “Jacob’s ladder” functionals, a_nother important prob!em is the valldatlpn of the
schem@293%advanced by Perdew and co-workers. This strategy purrently avallgble functhnals for different purposes in chem-
can be viewed as a ladder with five rungs, from the local density STy @nd physics. According to our resent assessﬁferdm:
approximation (LDA) up to the “divine” exact exchange and hybrid DFT and hybrid meta DFT methods such as B3LYP,
exact correlation functional. PBELPBE an example of a DFT ~ MPW1PWOL! B1B95P and B97-22 are successful for thermo-
functional developed by this approach, and it can be said to chemistry but unsatlsfa(_;tory for kinetics. Our a_ssessrﬁ%?ﬂs
contain no empirical parameter, although setting the fraction Showed that MPW1K is an HDFT model with excellent
of Hartree-Fock exchange equal to 0.25 was justified by an performance for kinetics. Recently, we .optlmlzed a Begke88-
empirical approachbefore it was explainédheoretically. The ~ Becke95 1-parameter model for kinetics (BB1K) against a
semiempirical way to construct functionals, which has been very 'epresentative benchmark kinetics database, and we found even
successful in chemistry, is to choose a flexible mathematical Petter performance for kinetic8.
functional form depending on one or more parameters and then The question arises though of whether one can find an HDFT
to fit these parameters to molecular thermochemical data.or HMDFT functional that performs well for the whole spectrum
B3LYP,> B1B95¢ and B97-22 are examples of functionals  of bond types, that is (i) normal bonds, as in covalently bonded
determined by the empirical approach. These approaches arestable molecules; (ii) partial bonds, as at transition states; (iii)
only partly empirical because the functional forms are guided hydrogen bonds, and (iv) weak interactions as in dispersion-
by theory. Furthermore the most successful semiempirical dominated bonding of van der Waals molecules. Early ¥ests
methods, called hybrid DFT (HDFT)! doubly hybrid DF B2 focused on normal bonds and transition states, with the latter
(DHDFT), or hybrid meta DF$ (HMDFT), and doubly hybrid  judged mainly by barrier heights, and further té%#4 for
MDFT32 (DHMDFT) are all only partly DFT because they mix  transition states are mentioned in the previous paragraph.
a pure DFT functional with, respectively, some Hartré®ck Staroverov et al’ showed that some HDFT and HMDFT
nonlocal exchang#$' nonlocal exchange with perturbation methods can predict hydrogen bond energies within 0.7 and 0.6
kcal/mol, respectively, and Adamo and Barbnand Xin and
*To whom correspondence should be addressed. Goddard® showed that some HDFT methods give not unreason-
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TABLE 1: Summary of the DFT Methods Examined

exchange functional

method X year type correlation functional ref(sy

B3LYP 20 1994 HDFT Becke88 1,2,5
Lee—Yang—Parr

B1B95 25 1996 HMDFT Becke88 1,6
Becke95

PBE1PBE 25 1996 HDFT PBE exchange 7
PBE correlation

mPW1PW91 25 1998 HDFT modified Perdew-Wang 3,11
PW9L1 correlation

B97—-1 21 1998 HDFT B97-1 exchange 14
B97-1 correlation

B98 21.98 1998 HDFT B98 Exchange 12
B98 Correlation

MPW1K 42.8 2000 HDFT modified Perdew-Wang 11,24
Perdew-Wang91

B97-2 21 2001 HDFT B97-2 exchange 14
B97-2 correlation

X3LYP 21.8 2004 HDFT Becke8BPW91 exchange 1,2,3,28
Lee—Yang—Parr

BB1K 42 2004 HMDFT Becke88 1,6,35
Becke95

MPW3LYP 21.8 this work HDFT modified Perdew-Wang 2,11,28,p
Lee—Yang—Parr

X1B95 30 this work HMDFT Becke88PW91 exchange 1,2,3,6,28,p
Becke95

XB1K 43 this work HMDFT Becke88PW91 exchange 1,2,3,6,28,p
Becke95

MPW1B95 31 this work HMDFT modified Perdew-Wang 6,11, p
Becke95

MPWB1K 44 this work HMDFT modified Perdew-Wang 6,11, p
Becke95

aUpper entry.” Lower entry.¢p in this column denotes the present pagé?BE1PBE is also known as PBEO.

able results even for weak interactions. The present article particular, a new-generation of functionals called meta-GGAs
considers all four types of bonding in an attempt to identify or MGGASs has been developed; they incorporate kinetic energy
generally more satisfactory functionals. In some parts of the density and are a possible area of systematic improve-
discussion, we will group hydrogen bonding and weak interac- ment813.17.2427 The B95 correlation functional used as a
tions together as noncovalent interactions. component of the two new HMDFTs mentioned above is an
In addition, in the present paper, we develop some new example of a meta-GGA. We will also combine the B95
methods. First we develop two new methods, namely, MPW1B95 correlation functional with Xin-Goddard functional and optimize
and MPWB1K that are based on the modified Perdew and Wang a parameter two ways, resulting in some new functionals called
1991 exchange functiorfglmPW or MPW) and Becke’s 1995  X1B95 and XB1K.
meta correlation function&(B95), where meta, as explained In the sections below, we assess our new methods and other
above, means that it depends on kinetic energy density as wellDFT-type methods against a wide variety of data. The HDFT
as the density and the gradient of the density. MPW1B95 is and HMDFT methods tested in this paper are listed in the Table
optimized against the AEBrepresentative atomization energy 1. This paper does not consider the DHDFT and DHMDFT
database, and it is constructed for general-purpose applicationgnethods because of their higher cost for large systems, and it
in themochemistry. MPWB1K is an HMDFT model for kinetics, does not consider pure DFT because of its generally poor
and it was optimized against the Kinetics9 database deséfibed performance (although such methods are improving rap-
in a previous paper. idly13.14.20.349nd may be a suitable subject for further study in
Weak interactions dominated by dispersion are important for the future). Thus, all considerations are focused on HDFT and
van der Waals molecules, long-range forces, and biological HMDFT.
systems. Another important interaction in biological systemsis  Section 2 presents our training sets and test sets. Section 3
hydrogen bonding. For example, hydrogen bonding plays a key discusses the theory and parametrization of the new methods.
role in protein foldlng Recently, Xin and GOdda?CbOlntEd Section 4 presents results and discussion.
out that “it is essential that the noncovalent interactions of
ligands to proteins be accurately predicted. Thus, itis essentialy patapases
to accurately describe London dispersion forces (van der Waals
attraction) along with electrostatic and hydrogen bond interac- 2.1. AE6. The training set for the MPW1B95 model is the
tion”. However, in 1998, Kohn et al. point out that “the AEG6 representative atomization energy database presented
commonly used LDA and GGA, designed for nonuniform previously3® The AEG6 set of atomization energies consists of
electron gases, fail to capture the essence of vdW enefffies”. SiHi, S, SiO, GH4 (propyne), GH2O: (glyoxal), and GHs
Mourik and Gdanit# confirmed this point by showing that the  (cyclobutane). This set of atomization energies was devefped
local density approximation (LDA) and some well-established such that performance on these database is indicative of
GGA functionals are incapable of accounting for dispersion performance on a much larger 109-molecule database.
effects in a quantitative way. However, it is valuable to extend  2.2. Kinetics9.To parametrize the MPWB1K model, we used
this kind of assessment to a broader range of functionals. In a database of 3 forward barrier heights, 3 reverse barrier heights,
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and 3 energies of reaction for the three reactions in the BH6 TABLE 2: WI4/04 Database

databasé® and this 9-component database is called Kinetics9. D. (kcal/mol) Re (A) ref
\r;\lstkr:g:j/i previously used this training set to optimize the BB1K HeNe 0.001 3.091 =3
: ) NeNe 0.084 3.091 52
2.3. AE109/3 Test SefThe AE109/3 test set consists of 109 HeAr 0.057 3.480 53
atomization energies (AEs). This AE test set contains a diverse ~ NeAr 0.134 3.489 53

set of molecules including organic and inorganic compounds.

All 109 data are pure electronic energies, i.e., zero-point energieqTABLE 3:_HBA/04 Databasé

and thermal vibrationatrotational energies have been removed. De (kcal/mol) Re (A) ref
The 109 zero-point-exclusive atomization energies are part of  (HF), 4.60 2.730 54
Database/3 and are identical to those used previdiéty. (H20) 5.02 2.912 55
; (HCOOHY), 14.40 2.696 58,59
2.4. BH42/04 Test SetThe BH42/04 test set consists of 42 (HCONFh)? 1353 5004 5657

transition state barrier heights. The barrier height data are mostly
of open-shell hydrogen transfer reactions. The barrier height 2 Redenotes the heavy atom distance-fF O—O, or N-0O) in the
database has also been published previo#s . The best dimer. For the two large cﬁmers, therg are two hydrogen bpnds each,
estimates for the barrier heights were obtained, as explainedgt“rf;p)eatr"e‘}’oehﬁzrﬁ atSoTngtht?ncesfo in one case andNO in the
elsewheré?832:354244 from a combination of experimental and q y sy v

theoretical kinetics data.

2.5. lonization Potential and Electron Affinity Test Set. . _ . _
The zero-point-exclusive ionization potential (IP) and electron ~ 3.1. Geometries, Basis Sets, and SpiOrbit Energy .
affinity (EA) test set is taken from a previous paféThis data Parametrization of MPWB1K and the tests against the databases
set is also part of Database/3, and it consists of six atoms andof sections 2.6, 2.7, 2.8, and 2.9 involve geometry optimization
seven molecules for which the IP and EA are both present in With each level of theory tested. All other calculations are single-
the G3 data s&f These databases are called IP13/3 and EA13/ point calculations at QCISD/MG3 geometries, where QCISD
3, respectively. is quadratic configuration interaction with single and double

2.6. Saddle Point GeometriesThe database of saddle point ~ €xcitationsi*and MG3 is the modifie**G3Large® basis set.
geometries comes from previous wdAé4 The test set consists ~ The MG3 basis sé also Cayed G3LargeMPZ,is the same
of five reactions where very high-level calculations of saddle @S 6-31#+G(3d2f, 2df, 2pj* for H—Si, but improved® for
point geometries are availabe® The perpendicular looseness P—Ar. The QCISD/MG3 geometries for molecules and saddle

bond distances; this is a measure of the looseness of the saddifom the Truhlar group database website. .
point structure in the direction perpendicular to the reaction \We tested the MPW1B95 and MPWB1K methods with two
coordinate. The breaking bond length, forming bond length, and highly recommended basis sets, namely a recomméhtfed

perpendicular looseness constitute 15 data that are called the2ugmented polarized valence doublset, 6-33-G(d,p)?>°and
SPG15/01 database. a recommended*?augmented polarized triplgset, MG3S#

In tables, 6-3%+G(d,p) is abbreviated DIDZ (desert-island
of 13 anharmonic vibrational zero-point energies (ZPEs) has d0ubIe€). The MG3S basis is the same as M&F except it

been presented in a previous paffehased on the work of ~ OMits diffuse functions on hydrogens. ,
Martin 51 This is called the ZPE13/99 database. We will employ !N @ll of the calculations presented in this paper, the spin
this vibrational ZPE database to develop scale factors for O'Pit stabilization energy was added to atoms and open-shell
vibrational frequencies calculated by MPW1B95, MPWBIK, molecules for which it is nonzero, as described previofly.
and MPW3LYP. The scale factors are optimized to minimize __3-2- Counterpoise Corrections and SoftwareFor rare gas
the root-mean-square errors in the calculated ZPEs for thesedimers and hydrogen bonding dimers, we perform calculations

13 molecules. These scale factors are important for theoreticalWith @nd without the counterpoise correctibfffor basis set
enthalpy, free energy, and kinetics calculations. superposition error (BSSE). All calculations were performed

i i 69 i _
2.8. Weak Interaction Test Set.The weak interaction test with the Gaussian03program:® Note that we locally imple

set is new in the present paper. It consists of four rare gas dimers me?ted th”e Xm-God?ar(li Qxchange methodSaussian03o
in particular HeNe, NeNe, HeAr, and NeAr. They represent perform all X-type calculations. .

dispersion interactions that are expected to be typical of 3.3. Theory. The Qne-paramet\zr be”d FoeKohn—Sham
hydrogen-first row, first row -first row, hydrogen-second row, operator can be written as follo#!

and first row— second row elements, respectively. The best " HEE

estimates for the dimers are taken from Ogilvie and Wang's F = F" + (X/100)F™" +

work 5253 The set of four equilibrium dissociation energies [1 — (X/100)] (F3E + FS5 + F° (1)
and four equilibrium bond distand® is called WI4/04 database.

2.9. Hydrogen Bonding Test SetThe hydrogen bonding  whereF" is the Hartree operator (i.e., the nonexchange part of
test set consists of four hydrogen bonding dimers, in particular the Hartree-Fock operator)FHFE is the Hartree-Fock exchange
(HF)2, (H20)2, (HCOOH), and (HCONH).. The De and R operator X is the percentage of Hartre€ock exchangefSE
values are taken from high-level calculatiéh$’ or experi- is the Dirac-Slater local density functional for exchange’X
mental result§%°° This set is called the HB4/04 database. FCCEjs the gradient correction for the exchange functional, and

2.10. Database Availability. For convenience, the weak FC° is the total correlation functional including both local and
interaction test set is in Table 2, the hydrogen bonding test setgradient-corrected parts and (where applicable) a dependence
is in Table 3, and the other seven databases (including trainingon kinetic energy density. In the MPW1B95 and MPWB1K
sets and test sets) are given in the Supporting Information andmodels, we used Adamo and Barone’s mPW exchange func-
are also available at the Truhlar group web&ite. tional'! for FGCE and the Becke$unctional forFC°". For the

3. Theory and Parametrization

2.7. Vibrational Zero-Point Energies DatabaseA database
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TABLE 4: Parameters for MPW1B95, MPWB1K, X1B95,

XB1K, and MPW3LYP

J. Phys. Chem. A, Vol. 108, No. 33, 2008911

0.81. Stephens et alused Becke's three parameters and the
Lee—Yang—Parr correlation functional to construct the popular

methods G I X B3LYP method. Recently, Xu and Goddard developed a HDFT
MPW1B95 31 method, X3LYP2873where the X exchange functional is a linear
MPWB1K 44 combination of the Becke88 and PW91 exchange functionals.
X1B95 30 They optimized the three parameters, and their parameters are
XB1K 43 X =21.8,c; = 0.782, anct, = 0.871. In the present paper, we
MPW3LYP 0.72 0.8 207

aNot re-optimized; same as in ref 28.

MPW1B95 model, we optimize th¥ to minimize the root-

mean-square error (RMSE) for the AE6 representative atomi-

zation energy database. For the MPWB1K mod¢lwas

adjusted to minimize the RMSE for the Kinetics9 database. We

use the three parameters in X3LYP with the mPW exchange
functional substituted for the X one to construct the MPW3LYP
method.

Table 4 gives all of the parameters for the methods that are
used in the present paper.

4. Results and Discussion

also combined the X exchange functional of Xu and Godc#¥ard
with the B95 correlation functional, and we parametrized two  In this section, we will gauge the quality of the results by

methods, namely X1B95 and XB1K. X1B95 is parametrized mean unsigned errors (MUES), which are the averages of the
against the AE6 database, and XB1K is parametrized againstabsolute deviations of calculated values from database values,

the Kinetics9 database.

Becke’s three parameter hybrid Fock-KehBham operator

can be written as eq 2

F=F"+ (X/100)F"& +

[1 - (X/lOO)] FSE+ ClFGCE+ FLSD*CQT + C2F6C7Cor (2)

where FLSP-Cor js the density-only part of the correlation

functional/? and FC¢C°' s the gradient corrected correlation
functional. In Becke’s hybrid DFT method B3PW91, he used

Becke88 forFCGCE and the PW91 correlation functional for
FGC-Cor and then he determined thé c;, andc, by a fit to
experimental data. He obtained= 20, ¢c; = 0.72, andc, =

TABLE 5: Mean Errors 2

and by mean signed errors (MSE), which are used to detect
systematic deviations. However, for atomization energies, we
use MUE per bond (MUEPB) and MSE per bond (MSEPB)
because this allow§s3*3>more transferable comparison between
databases with different average sizes of molecules. Root-mean-
square errors (RMSES) are given in the Supporting Information,
but in the text, we discuss mean unsigned rather than root-mean-
square errors because the former is more robusiat is, it is
less sensitive to departures of the error distribution from the
idealized case of a Gaussian error distribution.

To make the trends more clear, in every table we will list
the methods in increasing order of the values in the key error
column.

AE109/3 1P13/3 EA13/3

methods MSEPB MUEPB MSE MUE MSE MUE TMUE MTMUE
X1B95/DIDZ° —0.68 0.97 0.94 2.34 1.90 3.33 1.33 1.16
X1B95/MG3S 0.02 0.52 1.10 2.76 2.96 3.10 0.99
B1B95/DIDZ —0.94 1.02 0.72 2.38 1.98 3.39 1.38 1.17
B1B95/MG3S —0.23 0.56 —0.13 2.18 3.02 3.16 0.97
B97—-2/DIDZ —0.94 1.00 1.20 2.36 1.35 3.05 1.33 1.18
B97—-2/MG3S —0.20 0.66 0.46 2.21 241 2.89 1.02
MPW1B95/DIDZ —0.36 1.04 1.22 2.38 1.64 3.14 1.37 1.19
MPW1B95/MG3S 0.31 0.63 0.36 2.14 2.72 291 1.00
B97—-1/DIDZ —1.28 1.31 1.83 2.86 0.01 2.33 1.56 1.32
B97-1/MG3S —0.39 0.76 0.99 2.84 1.09 2.02 1.08
B98/DIDZ —1.43 1.45 2.83 3.45 —0.75 2.24 1.72 1.37
B98/MG3S —0.50 0.65 1.99 3.21 0.30 1.84 1.01
MPW3LYP/DIDZ —1.02 1.34 3.50 4.35 —-1.74 2.87 1.77 1.46
MPW3LYP/MG3S —0.19 0.64 2.72 4.32 —0.70 2.14 1.14
PBE1PBE/DIDZ —0.67 1.34 3.25 3.43 0.35 2.97 1.69 151
PBE1PBE/MG3S 0.11 0.92 2.44 3.23 1.50 2.76 1.32
mPW1PW91/DIDZ —1.53 1.59 3.97 3.99 —0.05 2.83 1.94 1.64
mPW1PW91/MG3S —0.73 0.89 3.17 3.72 1.09 2.62 1.33
MPWB1K/DIDZ —1.53 1.74 1.45 2.82 2.83 4.29 2.09 1.74
MPWB1K/MG3S —0.83 0.97 0.51 2.05 3.99 4.11 1.38
B3LYP/DIDZ —1.56 1.71 4.35 4.91 —2.51 3.24 2.16 1.78
B3LYP/MG3S —0.69 0.90 3.58 4.72 —1.51 2.29 1.40
XB1K/DIDZ —1.78 1.86 1.03 2.57 3.03 4.45 2.18 1.85
XB1K/MG3S —1.06 1.12 0.18 2.16 4.17 4.26 1.52
BB1K/DIDZ —2.05 2.06 1.07 2.73 3.16 4.56 2.37 2.04
BB1K/MG3S —1.32 1.34 0.13 2.09 4.28 4.36 1.70
X3LYP/DIDZ —2.12 2.22 3.35 4.71 —1.43 3.60 2.59 2.24
X3LYP/MG3S —1.26 1.41 2.58 4.73 —0.41 3.04 1.88
MPW1K/DIDZ —3.16 3.17 4.32 4.49 151 4.11 3.39 2.99
MPW1K/MG3S —2.33 2.34 3.41 3.583 2.79 3.71 2.59

akcal/mol for ionization potentials (IP) and electron affinities (EA) and kcal/mol per bond for atomization energies (AE). MUEPB denotes mean

unsigned error (MUE) per bond. MSE denotes mean signed error. RMSE denotemeaot-square error. TMUE denotes total MUE, and it is
defined as TMUE= [MUEPB x 109 +MUE(IP) x 13+ MUE(AE) x 13]/135. MTMUE denotes mean TMUE, and it is defined as MTMBE
[TMUE(DIDZ) + TMUE(MG3S)]/2. QCISD/MG3 geometries are used for calculations in this tali#DZ denotes 6-3+G(d,p) basis set.



6912 J. Phys. Chem. A, Vol. 108, No. 33, 2004 Zhao and Truhlar

4.1. AE, IP, and EA Results.Table 5 summarizes the errors  TABLE 6: Mean Errors for BH6 and AE6 Benchmarks
in AEs, IPs, and EAs for all HDFT and HMDFT methods in  With QCISD/MG3 Geometries®
Table 1. Among these methods, B1B95 and B2%vere found BH6 AE6
to be the two best methods for thermochemisty in our recent method MSE MUE MSEPB MUEPB MMUE
test®* whereas B3LYP, PBE1PBE, MPW1K, and BB1K are

included because of their wide popularity or their quality for XBIK/DIDZ “118 135 ~1.58 1.76 135
L . XB1K/MG3S -1.18 1.22 -0.90 1.06

klnetICS, B97-1, B98, and mPW1PW91 are included because MPWB1K/DIDZ —1.44 149 —1.23 1.72 1.41
of their general high quality, X3LYP is included because itis MPWB1K/MG3S —1.44 1.44 —0.57 0.99

so new, MPW3LYP is included mainly for comparison with BB1K/DIDZ -1.03 142 -184 1.84 1.42
X3LYP, and MPW1B95, MPWB1K, X1B95, and XB1K are =~ BB1K/MG3S -103 114 -11 1.28

included as the new HMDFT methods developed in the present B1B95/DIDZ —323 323 -082 0.94 1.97
. . B1B95/MG3S —-3.14 314 -0.16 0.57

study. To compare their performance for thermochemistry, we gg7-5/p Dz —287 312 -084 0.84 1.98
defined the TMUE (total MUE) and MTMUE (mean TMUE)  B97-2/MG3S 288 321 -0.15 0.73

as follows: X1B95/DIDZ —-3.26 3.26 —0.57 0.96 2.00
X1B95/MG3S —-3.19 3.9 0.34 0.57

— MPW1K/DIDZ —1.05 142 -3.08 3.08 2.04
TMUE = [MUEPB(AE) x 109+MUE(IP) x MPWIK/MG3S  —1.14 140 -2.26  2.26

13+ MUE(EA) x 13]/135 (3) MPW1B95/DIDZ  —3.59 3.59 0.15 0.84 2.19
MPW1B95/MG3S —3.50 3.50 047  0.82

MTMUE = [TMUE(DIDZ) + TMUE(MG3S)/2 (4)  gog/DIDZ —408 414 -131 131 252
B98/MG3S —4.00 4.00 -041 0.63

The motivation for MTMUE is that it is desirable for a HDFT ~ B97-1/DIDZ —-423 423 -120 1.20 2.62
or HMDFT method to give good results for both polarized B97-1/MG3S —4.14 414 -034 091

double¢ and polarized triple: basis sets. The smaller basis sets mPW1PW91/DIDZ ~3.94 3.94 —1.59 1.65 262
- . ., MPW1PW91/MG3S —3.95 395 -0.81 0.94

are important because one of the attractive features of hybrid pge1pRE/IDIDZ = —461 461 -081 147 296
DFT is its applicability to large systems, for which larger basis PBE1PBE/MG3S —4.62 4.62 —0.06 1.12

sets can be cost prohibitive. B3LYP/DIDZ —4.99 503 -1.46 1.52 2.98
Table 5 shows that the X1B95, B1B95, B97-2, and MPW1B95 B3LYP/MGS3S ~ —4.72 472 -0.60  0.66

; ; X3LYP/DIDZ —5.18 5.18 -1.35 141 3.01
methods give the best results for AE and IP calculations. B98 X3LYP/MG3S _291 491 -051 056

and B97-1 have the best performance for EA calculations. MPW3LYP/DIDZ —-556 556 —096 1.08 3.05

From Table 5, we can see that, for the DIDZ basis, the best mpw3LYP/MG3S —-5.27 527 -0.14 0.31
methods are B97-2 and X1B95, and MPW1B95 and B1B95 _
are_only slightly less accurate is the secc_)nd best, as shown bybonyi;?iﬂ%%eggﬁgt?: amn:;ns |%ri1ger§je§rrg:r(ol\f%Eg;?%gw&&kéagn °
their |°V\_’ TMUE value. For the MG3S basis, B1B95 is the best, efined in eq 5 and it is a measure of the quality of a method for
X1B95 is the second best, and MPW1B95, B97-2, and B97-1 kinetics, averaged over two basis sets.
are only slightly less accurate.

If we use MTMUE as a criterion to justify the performance MMUE = 1/4|[MUE(BH6,DIDZ) + MUE(BH6, MG3S)+
of a DFT method for thermochemistry, we can see from Table MUEPB(AES6, DIDZ) + MUEPB(AE6, MG3S)] (5)

5 that, the performance of X1B95 and MPW1B95 is comparable

to B1B95 and B97-2. The performance of MPW3LYP is worse where MUEPB is MUE per bond for the AE6 database.

than B97-1 and B98, but better than PBE1PBE, mPW1PW91, The MMUE is a criterion to evaluate the performance of

MPWB1K, B3LYP, and X3LYP. However, a final choice of electronic structure methods for kinetics. The motivation for
method for many applications should probably be based morethis criterion, as presented previoudh?®is that it is desirable

on a broader assessment with more diverse data than on smallor a method used for practical kinetics calculations to give good
differences in Table 5, and one of the chief goals of the rest of results for both bond energies and barrier heights with both
this paper is to present such an assessment. polarized double; and polarized triples basis sets.

First, though, a few additional issues deserve discussion. Even Table 6 shows that MPW1K and BB1K are slightly better
though we incorporated 44% HF exchange in the MPWB1K than MPWB1K for barrier height calculations, but MPWB1K
model, which is for thermochemical kinetics, MPWB1K out- outperforms MPW1K and BB1K for atomization energy cal-
performs the most popular HDFT method B3LYP as shown by culations.
its lower MTMUE value. MPWB1K has the best performance If we use MMUE to judge methods for thermochemical
for thermochemistry among the four DFT model designed for kinetics, we conclude that XB1K, MPWB1K, and BB1K, which
kinetics. are all new methods developed after our comprehensive assess-

Another important point is that MPW1B95 and X1B95 are men#“ published earlier this year, are the three best DFT-type
parametrized only against the AE6 representative set. Evenmethods for thermochemical kinetics. They each have an
though the MPW1B95 and X1B95 models are parametrized on MMUE of about 1.4 kcal/mol. MPW1B95, B1B95, B97-2,
this small data set, both of them show good performance for MPW1K, and X1B95 are next line with MMUEs in the range
the much larger AE109/3 database and for the IP and EA of 2.0—2.2 kcal/mol. All other methods in Table 6 have MMUES
databases. This confirms the point addressed in a previous papeiin the range 2.53 kcal/mol, about twice large as the three
i.e., a representative small dataset “would be very useful not methods at the top of the list.
only for testing but also to help in developing new theoretical  4.3. AE109/3 and BH42/04 Resultsable 7 gives the mean
methods™8 errors for AE109/3 database and BH42/04 database with the

4.2. AE6 and BH6 Benchmarks ResultsTable 6 gives the large basis set. We also tabulated a value for AMUE (average
mean errors for the AE6 and BH6 benchmarks. We also MUE) as defined in previous papets.
tabulated a value for MMUE (mean MUE) as defined in
previous paperg!3> AMUE = 0.5[MUEPB(AE109/3)+ MUE(BH42/03)] (6)
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TABLE 7: Mean Errors for AE109/3 and BH42/04 TABLE 9: Mean Unsigned Error and Scale Factor for
Databasé Calculating Zero-Point Energies
AE109/3 BH42/04 MUE in ZPE
methods MSEPB MUEPB MSE MUE AMUE method unscaled scaled scale factor b ref

MPWB1K/MG3S —0.83 0.97 -0.89 1.29 1.13 B3LYP/MG3S 0.19 0.09 0.9851 35
XB1K/MG3S —1.06 1.12 -0.75 1.23 1.18 MPW3LYP/DIDZ 0.21 0.09 0.9825 this work
BB1K/MG3S —1.32 1.34 -0.61 1.16 1.25 MPW1B95/DIDZ 0.35 0.10 0.9721 this work
X1B95/MG3S 0.02 052 -2.82 1282 1.67 X1B95/DIDZ 0.36 0.10 0.9709 this work
B1B95/MG3S —0.23 056 —2.80 2.80 1.68 MPW3LYP/MG3S 0.21 0.11 0.9846 this work
MPW1B95/MG3S 0.31 0.63 —-3.01 3.01 1.82 B1B95/MG3S 0.32 0.11 0.9758 35
MPW1K/MG3S —2.33 234 —-0.75 1.40 1.87 MPW1B95/MG3S 0.33 0.11 0.9746 this work
B97—-2/MG3S —0.20 066 —291 3.13 1.90 XB1K/DIDZ 0.56 0.11 0.9549 this work
mPW1PW91/MG3S -0.73 0.89 —3.62 3.63 2.26 MPWB1K/DIDZ 0.58 0.11 0.9537 this work
B98/MG3S —0.50 0.65 —4.08 4.08 2.37 X1B95/MG3S 0.35 0.12 0.9733 this work
B97-1/MG3S —0.39 0.76 —4.24 424 2.50 BB1K/MG3S 0.52 0.14 0.9590 35
B3LYP/MG3S —0.68 090 —440 431 2.60 MPW1K/MG3S 0.54 0.14 0.9581 35
PBE1PBE/MG3S 0.11 0.92 —-429 4.29 2.72 XB1K/MG3S 0.54 0.15 0.9579 this work
MPW3LYP/MG3S —-0.19 0.64 —476 4.80 2.72 MPWB1K/MG3S 0.56 0.15 0.9567 this work
X3LYP/MG3S —1.26 141 —-420 4.28 2.84 HF/MG3S 1.03 0.23 0.9210 35

akcal/mol for barriers and kcal/mol per bond for atomization akcal/mol.” Reference in which scale factor was first reported.

energies. MUEPB denotes mean unsigned error (MUE) per bond. MSE

o s ey Tor the five reactions (four for MPWSLYP, MPW1B9S, X1B95,
verage mean Unsignec srror IS detinec by €q o. X3LYP, B97-2, B1B95, B3LYP, and mPW1PW91) in the
MG3 tri d for calculations in this table. ’ ' » BSLYE, .
geometries are sed for calcdiations in fis fable SPG15/01 database. In addition to all of the first and second

TABLE 8: Mean Errors (A) in Internuclear Distances at class methods from Tables 6 and 7, Table 8 contains four of
Saddle Point of the Five Reactions in the Saddle Point the third class methods plus QCISD/MG3, which is a good
Geometry Databasé comparison because QCISD is well-known to be especially
bond perpendicular 15 accurate for saddle point geometri&g® For the reaction F-
distance looseness  distances H, — HF + H, the MPW3LYP, MPW1B95, X1B95, X3LYP,
method MSE MUE MSE MUE MUE B97-2, B1B95, B3LYP, and mPW1PW91 methods predict that
XB1K/MG3S 000 002 -001L o001 0.01 thereisa monof[onically downhill reaction path for this reactiop;
BB1K/MG3S 0.00 0.02 0.00 001 0.01 thus, they predict that the highest-energy point on the reaction
MPW1K/MG3S -0.01 0.01 -0.02 0.02 0.02 path is at reactants where the forming bond lengthwis
MPWB1K/MG3S  —-0.01 0.02 -0.01 0.01 0.02 Therefore, in computing errors for these methods, the error in
QCISD/MG3 —0.01 002 -0.01 0.02  0.02 the forming bond length and perpendicular looseness for this
yfggéﬁ\?g@??’s 883 8:82 8:82 882 8:83 reactior_l were _arbitrarily set _equal to 0.15 and 0.18 A,
B1B95/MG3S 0.02 004 005 005 0.04 respectively, which are respectively 1.5 times the largest errors
mPW1PW91/MG3S 0.02 0.04 0.05 0.05 0.04 that any other method makes in these quantities. Since this is
B97—-2/MG3S 0.03 0.06 0.05 0.06 0.06 an underestimate (the true error is infinite), these values are in
X3LYP/MG3S 0.03 0.05 0.07 0.07 0.06 italics.
gg&gmg@g&s 8:82 8:82 8:8; 8:8; 8:82 Table 8 shows that the three first class thermochemical

kinetics methods (MPWB1K, XB1K, and BB1K) and the one
*MPWS3LYP, MPW1B95, X1B95, B97-2, B1B95, B3LYP, and  second class method that was designed for kinetics (MPW1K)
mPWI1PW91 do not yield a finite-distance saddle point for H, — are, by a clear margin, the four best methods for the prediction
_HF + H. T_herefore, in computing errors for these methods,_the error f saddl int tri If. instead f the f
in the forming bond length and perpendicular looseness for this reaction 0! Saddi€ point geometries. 11, instead, we . ocus on the four
were arbitrarily set equal to 0.15 and 0.18 A, respectively, which are Pe€st methods of Table 5 for thermochemistry (MPW1B95,
respectively 1.5 times the largest errors that any other method makesB97—2, B1B95, and X1B95), we can see that MPW1B95,
in these quantities. Since this an underestimate (the true error is infinite), B1B95, and X1B95 give the best results for saddle point
these values are in italics. geometry calculations, even though none of them predict the
saddle point of the reaction # H, — HF + H. The B97-2
The use of atomization energies rather than reaction energiesmethod scored poorly for saddle point geometries.
the use of the larger databases, and the use of only the large Table 7 showed that MPW3LYP, MPW1B95, X3LYP,
basis set provide a test of whether our conclusions about qualityBg7-2, B1B95, B3LYP, and mPW1PW91 systematically un-
of the various functionals are sensitive to the testing methodol- derestimate the barrier heights as indicated by their high negative
ogy. Itis very encouraging that we find the same breakdown MSE. As a consequence, one would have expected, by the
into three methods with a first class grade, five methods in @ Hammond postulaté, that the saddle points are too early for

second class, and seven in a third class, with each methodexothermic reactions, and this is consistent with their positive
finding itself in the same class as inferred from Table 6. This MSE for the perpendicular looseness.

confirms the success of the representative database. Furthermore, 4 5. vibrational Frequencies Scale FactorWe employed
we conclude that the division of the methods into three classesthe databa$&5of 13 anharmonic vibrational zero-point ener-
is meaningful, although the order in a given class is probably gies to determine the vibrational frequency scale factor for the
not meaningful. five new methods (MPW1B95, MPWB1K, X1B95, XB1K, and
4.4, Saddle Point GeometriesWe tested several methods MPW3LYP). These scale factors are listed with scale factors
for the prediction of transition state geometries and compared for other methods in Table 9. Use of the scale factor reduces
them with other methods; Table 8 summarizes the error in the MUE calculated by MPW1B95 by about 0.2 kcal/mol, and
R*forming bond @Nd Rpreaking bond@Nd in perpendicular looseness  the scale factor reduces RMS error calculated by MPWB1K by
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TABLE 10: Mean Errors for the HB4/04 and WI14/04 Noncovalent Interaction Test Sets with Counterpoise Correction for
BSSE

De (kcal/mol) Re (A)
HB WI HB WI

method MSE MUE MSE MUE MMUE MSE MUE MSE MUE MMUE
B98/DIDZ 0.38 0.39 —0.01 0.02 0.20 0.02 0.03 0.07 0.07 0.05
B98/MG3S -0.11 0.38 —0.01 0.02 0.02 0.03 0.04 0.09
MPW1B95/DIDZ 0.20 0.33 0.00 0.03 0.22 0.01 0.02 0.06 0.08 0.05
MPW1B95/MG3S -0.29 0.48 0.00 0.03 0.22 0.01 0.02 0.04 0.09
B97-1/DIDZ 0.61 0.61 0.01 0.02 0.22 0.02 0.02 —-0.05 0.05 0.04
B97-1/MG3S 0.14 0.26 0.01 0.02 0.02 0.02 -0.08 0.08
MPWB1K/DIDZ 0.42 0.42 —0.01 0.02 0.23 0.01 0.01 0.04 0.10 0.06
MPWB1K/MG3S -0.10 0.46 —0.01 0.02 0.00 0.02 0.04 0.09
MPW1PW91/DIDZ 0.30 0.40 —-0.02 0.03 0.26 —-0.01 0.03 0.33 0.33 0.19
MPW1PW91/MG3S —0.19 0.60 —0.03 0.03 —0.01 0.03 0.35 0.35
XB1K/DIDZ 0.03 0.31 —0.10 0.10 0.27 0.01 0.02 0.22 0.22 0.10
XB1K/MG3S —0.49 0.59 —0.11 0.11 0.01 0.02 0.14 0.14
X3LYP/DIDZ 0.70 0.70 —0.03 0.04 0.28 0.00 0.01 0.01 0.05 0.04
X3LYP/MG3S 0.23 0.34 —0.03 0.04 0.00 0.02 —0.05 0.09
MPW1K/DIDZ 0.54 0.54 —0.04 0.04 0.30 —0.02 0.03 0.35 0.35 0.19
MPW1K/MG3S 0.01 0.57 —0.04 0.04 —0.02 0.03 0.36 0.36
B3LYP/DIDZP 0.13 0.35 —0.23 0.23 0.32 0.01 0.02 1.44 1.44 0.63
B3LYP/MG3S —-0.33 0.45 —0.23 0.23 0.01 0.02 1.02 1.02
BB1K/DIDZ -0.35 0.38 —0.13 0.13 0.38 0.02 0.02 0.46 0.46 0.18
BB1K/MG3S —-0.85 0.85 —0.16 0.16 0.02 0.03 0.22 0.22
PBE1PBE/DIDZ 0.96 0.96 —0.02 0.03 0.39 —0.02 0.03 0.09 0.10 0.06
PBE1PBE/MG3S 0.47 0.55 —0.02 0.03 —0.02 0.03 0.06 0.09
MPW3LYP/DIDZ 1.15 1.15 0.15 0.15 0.53 —0.01 0.01 -0.21 0.21 0.11
MPW3LYP/MG3S 0.68 0.68 0.14 0.14 —-0.01 0.01 —-0.22 0.22
B97—-2/DIDZ —-0.76 0.76 —0.05 0.05 0.53 0.04 0.04 0.37 0.37 0.21
B97—-2/MG3S —-1.25 1.25 —0.05 0.05 0.04 0.05 0.38 0.38
B1B95/DIDZ —0.74 0.74 —0.14 0.14 0.56 0.03 0.04 0.96 0.96 0.43
B1B95/MG3S -1.21 1.21 —-0.15 0.15 0.03 0.03 0.68 0.68
X1B95/DIDZ —-1.37 1.43 —0.14 0.14 0.61 —0.14 0.18 0.06 0.13 0.14
X1B95/MG3S —-0.75 0.75 —-0.11 0.11 0.02 0.03 0.21 0.22

aHB denotes hydrogen bonding, and WI denotes weak interaction. MMUE is defined in°&4h&n counterpoise is included, B3LYP/DIDZ
does not predict the van der Waals well for 3 of the 4 rare gas dimers, and B3LYP/MG3S does not predict any van der Waals well for any of the
four rare gas dimers. In those cases, we arbitrarily set absolute magnitude of the eBgpnihR. to 1.5 times the largest error that any other
method makes for that quantity. The errorDn is treated as negative, and the errorRnis treated as positive. Values computed with these
assumptions are in italics.

about 0.4-0.5 kcal/mol. Table 9 also shows that the scale factor rare gas dimer in WI4/04 database. At first this seems to confirm
for these new methods is not too far from unity, which is a Becke’s comments in his 1997 papénat the B95 correlation
serious problem for Hartreg~ock theory. The scale factors will  functional “is problematic in very weakly bound systems (e.g.,
be useful for applying the new methods to theoretical kinetics van der Waals systems)”. However MPWB1K and MPW1B95
calculations. give good performance for weak interactions even though both
4.6. Hydrogen Bonding and Weak Interaction Results.  of them use B95 correlation functional. Therefore, we conclude
4.6.1. Results with Counterpoise Correction for BSSable that the poor performance of B1B95 and BB1K for weak
10 presents a summary of the counterpoise corrected resultsnteraction is due to the Becke88 correlation functional, and
for the WI4/04 and HB4/04 databases. The counterpoise this is confirmed by the results for B3LYP, which does not
correctiot’ is a standard way to try to correct for basis-set pregict the existence of van der Waals wells for most dimers in
superposition error (BSSE). We define the mean MUE (MMUE) \y|4/04 database. Because there is 76.5% of Becke88 in the X
as exchange functional, the performance of XB1K is slightly better

_ than BB1K but much worse than MPWB1K for weak interac-
MMUE = 1/4]MUE(HB,DIDZ) + MUE(HB, MG3S)+ tions. Similarly, X1B95 is slightly better than B1B95 but worse

MUE(WI, DIDZ) +MUE(WI, MG3S)] (7) than MPW1B95 for weak interactions.

which is similar in spirit to the MMUE for thermochemical Another interesting conclusion from Table 10 is that six of
kinetics defined in section 4.2. the methods in the present paper give more accurate predictions
Table 10 shows that B98, MPW1B95, B97-1, and MPWB1K ©f the energies of noncovalent interactions than X3LYP. X3LYP
give the best results for hydrogen bonding and weak interactionsWas developed “to significantly improve the accuracy of
as indicated by their low MMUE for bottD. and Re. The hydrogen-bonded and van der Waals complexes ...” as compared
performances of MPW1PW91, XB1K, X3LYP, and MPW1K to B3LYP28The test set in the X3LYP paper includes two rare
are close behind the three leaders for noncovalent interactionsgas dimers and one hydrogen-bonded system, whereas the
and among all the methods, B97-1 and X3LYP give the best present test sets include four of each. Although X3LYP does
results forRe. improve on B3LYP for rare gas dimers, so does every other
Note that BB1K and B1B95 greatly underestimate the method tested. For dissociation energies of hydrogen-bonded
strengths of noncovalent interaction as shown by their large complexes, X3LYP improves over B3LYP with one basis set
negative MSE. BB1K and B1B95 predict negatie for all but not the other. X3LYP is, nevertheless, one of the better
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TABLE 11: Mean Errors for the HB4/04 and WI14/04 Noncovalent Interaction Test Sets without Counterpoise Correction for
BSSE

De (kcal/mol) Re (A)
HB WI HB WI
method MSE MUE MSE MUE MMUE MSE MUE MSE MUE MMUE
X1B95/DIDZ 0.36 0.51 —0.02 0.04 0.27 0.00 0.01 —0.05 0.13 0.07
X1B95/MG3S —0.30 0.49 —0.02 0.04 0.01 0.02 —0.09 0.10
XB1K/DIDZ 0.66 0.66 0.00 0.04 0.30 —-0.01 0.01 —-0.16 0.16 0.08
XB1K/MG3S —-0.03 0.45 —0.04 0.04 0.00 0.02 0.11 0.12
BB1K/DIDZ 0.27 0.49 —0.06 0.08 0.31 0.00 0.01 0.14 0.16 0.10
BB1K/MG3S —-0.40 0.56 —0.09 0.09 0.01 0.02 0.21 0.21
B3LYP/DIDZ 0.75 0.75 0.04 0.13 0.32 —-0.01 0.01 0.07 0.24 0.14
B3LYP/MG3S 0.12 0.38 —0.05 0.05 0.00 0.02 0.23 0.31
B97—-2/DIDZ -0.10 0.44 0.07 0.10 0.34 0.01 0.02 0.13 0.14 0.10
B97-2/MG3S —0.76 0.76 0.01 0.04 0.02 0.04 0.21 0.21
B1B95/DIDZ —-0.14 0.46 —0.06 0.10 0.35 0.01 0.01 0.20 0.21 0.16
B1B95/MG3S —-0.77 0.77 —0.09 0.09 0.02 0.03 0.38 0.38
MPW1B95/DIDZ 0.84 0.84 0.16 0.16 0.36 —-0.01 0.01 0.02 0.11 0.06
MPW1B95/MG3S 0.17 0.37 0.08 0.08 0.00 0.02 0.03 0.09
MPW1PW91/DIDZ 0.99 0.99 0.11 0.12 0.40 —0.04 0.04 0.12 0.15 0.10
MPW1PW91/MG3S 0.35 0.43 0.04 0.06 —0.03 0.03 0.20 0.20
B98/DIDZ 1.02 1.02 0.15 0.15 0.41 —-0.01 0.02 —-0.10 0.14 0.07
B98/MG3S 0.37 0.39 0.07 0.07 0.00 0.02 -—-0.06 0.10
MPWB1K/DIDZ 1.07 1.07 0.12 0.12 0.42 —0.02 0.02 0.02 0.11 0.06
MPWB1K/MG3S 0.37 0.41 0.06 0.06 —0.01 0.02 0.03 0.09
MPW1K/DIDZ 1.25 1.25 0.07 0.09 0.48 —0.04 0.04 0.13 0.14 0.10
MPW1K/MG3S 0.55 0.55 0.02 0.04 —0.04 0.04 0.19 0.20
X3LYP/DIDZ 1.33 1.33 —0.03 0.04 0.52 —0.02 0.02 0.01 0.14 0.07
X3LYP/MG3S 0.69 0.69 —0.03 0.04 —-0.01 0.01 —0.05 0.09
B97-1/DIDZ 1.25 1.25 0.19 0.19 0.54 —0.01 0.01 —-0.18 0.18 0.09
B97—-1/MG3S 0.60 0.60 0.11 0.11 0.00 0.02 -0.16 0.16
PBE1PBE/DIDZ 1.65 1.65 0.14 0.14 0.71 —0.04 0.04 -0.10 0.15 0.08
PBE1PBE/MG3S 0.98 0.98 0.06 0.06 —0.04 0.04 —0.06 0.10
MPW3LYP/DIDZ 1.80 1.80 0.15 0.15 0.81 —0.03 0.03 —-0.21 0.21 0.12
MPW3LYP/MG3S 1.15 1.15 0.14 0.14 —0.02 0.02 —-0.23 0.23

aHB denotes hydrogen bonding, and WI denotes weak interaction. MMUE is defined in eq 7.

methods for weak interactions, and with some methods of
ranking (putting more emphasis & and the larger basis set 25 R
and less oD and the smaller basis set), it might be considered B8 X mPW PW91
second only to B97-1 and B98. The reason that was ghfen S
the success of X3LYP for weak interactions was the dependence
of the gradient-corrected exchange functio&°E on the
reduced gradient densitydefined by

F(s)

—__ |Vpl
" ady o
This dependence is given by
FeHp, 5)=F*p) [F(9) — 1] 9)

whereF(s) is the GGA enhancement factor.

Figure 1 shows the behavior of the GGA enhancement factor
of the Beck88 (as in B3LYP), mPW (as in mPW1PW91,
MPW1K, MPW1B95, MPWB1K, and MPW3LYP), PW91 (as
in the original Perdew and Wang 1991 exchange functigpal
and X (as in X3LYP and XB1K) functionals. If we compare the relative performances of MPWB1K, XB1K, and BB1K for
the enhancement factors of the four exchange functionals in noncovalent interactions.
the figure, we see that mPW differs slightly more from Becke88  4.6.2. Results without Counterpoise Correction for BSSE.
than does X. Adamo and BardAdad already showed that this Table 11 summarizes the results for WI4/04 and HB4/04
deviation from the Becke88 functional should improve the database without the counterpoise correction for BSSE. These
noncovalent interactions, and the present tests confirm this. Theresults are very relevant for applications because for most
direct comparison of MPW3LYP to X3LYP indicates that X is molecular dynamics simulations, it is prohibitive to do coun-
close to optimum for weak interactions when combined with terpoise corrections during the simulation. The good perfor-
LYP correlation. However when we use the B95 correlation mance without counterpoise corrections may be due in part to
functional, the performance of the MPW exchange functional error cancellation (as may be the good performamgth
is better than X, and X is better than Becke88 as indicated by counterpoise correctior®ur understanding of the source of

0 1 2 3 4 5 6

Figure 1. The GGA enhancement factors for Becke88, X, mPW, and
PW91 exchange functionals.
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TABLE 12: Overall Results?
thermochemistry  barrier heights  noncovalent interaction with BSSEnoncovalent interaction without BSSE

method MTMUE MUE MMUE D) MMUE (Re) MMUE (De) MMUE (Re) row sum
MPWB1K 1.74 1.39 0.23 0.11 0.42 0.11 3.99
XB1K 1.85 1.27 0.27 0.19 0.30 0.15 4.03
BB1K 2.04 1.29 0.38 0.35 0.31 0.19 4.55
MPW1B95 1.19 3.30 0.22 0.10 0.36 0.11 5.27
X1B95 1.16 3.04 0.61 0.26 0.27 0.12 5.46
MPW1K 2.99 1.41 0.30 0.36 0.48 0.20 5.73
B97-2 1.18 3.12 0.53 0.40 0.34 0.19 5.76
B1B95 1.17 3.01 0.56 0.81 0.35 0.30 6.21
B98 1.37 411 0.20 0.10 0.41 0.13 6.31
B97-1 1.32 4.23 0.23 0.09 0.54 0.17 6.58
mPW1PW91 1.64 3.79 0.26 0.35 0.40 0.20 6.64
PBE1PBE 1.51 4.45 0.39 0.12 0.71 0.15 7.33
X3LYP 2.24 4.73 0.28 0.08 0.52 0.13 7.98
MPW3LYP 1.46 5.18 0.53 0.21 0.81 0.23 8.42
B3LYP 1.78 4.68 0.32 1.19 0.32 0.27 8.57
average 1.64 3.27 0.35 0.31 0.44 0.18 6.19

aMTMUE is from Table 5, the MUE in barrier heights is the average of the DIDZ MUE for BH6 from Table 6 and the MG3S MUE for
BH42/04 in Table 7, and MMUELe) and MMUE (Re) for noncovalent interaction are from the Tables 10 and 11. Errors in energies are in kcal/mol
per bond for atomization energies and kcal/mol for other energetic quantities; and efReeséninay. ° This includes hydrogen bonding and weak
interactions.

errors is imperfect), but we still want to know for practical work Using the row sum of Table 12 as the measure of quality,
which methods are good for noncovalent interactions without we can see that MPWB1K is the best of all of the tested
BSSE corrections. Furthermore, although counterpoise correc-methods, and MPW1K is the best of the tested methods that do
tions are well-known to improve the results for very small basis not contain kinetic energy density.
sets, their justification with larger basis sets is less se@ure. An alternative to using the ordering in Table 12 is to use the
When the BSSE contribution is included, B3LYP can predict results obtained for noncovalent interactions, as summarized in
van der Waals wells for all rare gas dimers, which differs from the MMUE columns of Tables 1012, to discriminate among
the situation in the previous section. Table 11 shows that X1B95, the best performing methods of Tables& First consider
XB1K, BB1K, and B3LYP give the best uncorrected results thermochemistry and recall that Table 5 showed that X1B95,
for hydrogen bonding and weak interactions, as indicated by B1B95, B97-2, and MPW1B95 are the best methods for
their low MMUE for De. However, MPW1B95 is also as good thermochemistry of covalent bonds. Examination of Tables 10-
energetically, but gives very good geometries, so its overall 12 shows that, on average, MPW1B95 is the best of these
performance is better than B3LYP and comparable to BB1K. methods for noncovalent interactions, and B1B95 is worst.
The performances of B972, B1B95, mPW1PW91, B98, and MPW1B95 is also very good for zero-point energies, and so it
MPWBI1K are also reasonably good for noncovalent interac- can be recommended as an excellent general purpose method
tions, and among the 10 methods do best energetically, for thermochemistry. Unfortunately, Tables 8 show that none
MPW1B95 and MPWB1K give the best results fg, with of the methods mentioned in this paragraph is particularly good
X1B95, XB1K, and B98 only slightly behind. In the next for barrier heights or saddle point geometries; thus, for ther-
subsection, we will try to combine what was learned from Tables mochemical kinetics, one would certainly make another choice.
9 and 10 with what was learned from Tablesd Our criteria for thermochemical kinetics still include an
4.7. Overall Performance.Table 12 is a summary of the atomization energy or energy of reaction component, but it is
performance of the tested DFT methods for thermochemistry, weighted 50:50 with barrier heights. As already discussed above,
thermochemical kinetics, and noncovalent interactions. The final when we include barrier heights in this way, Tables 6 and 7
column is the row sum for the columns included in this table. show that BB1K, XB1K, and MPWBIK all perform similarly
This is a somewhat arbitrary way to weight all the results, but and seem to be the best choice for thermochemical kinetics.
readers who think this is an unbalanced assessment or who ard able 8 showed that these methods give similar accuracy for
interested in performance for a specific quantity such as electronsaddle point geometries, and Table 9 shows that performance
affinity may concentrate on the more relevant of the myriad of for zero-point energies does not significantly distinguish them
other tabulated results in this paper. To make the very small either. Thus, their relative performance for noncovalent interac-
MMUE (Re) values count more in the row sum of Table 12, we tions can be decisive. On average MPWB1K and XB1K perform
converted them to bohrs for this table. A very rough attempt at Similarly for noncovalent interactions, with BB1K coming in
providing an overall ranking for noncovalent interaction is to third among these three methods. It is encouraging that the final
add the four MMUE columns in Table 12; this would give the overall ranking of the methods by this human judgment line of
following rank for the methods that do best: MPW1B95 (0.79), reasoning agrees quite well with the ranking in Table 12, giving
B98 (0.84), XB1K (0.91), MPWBI1K (0.97), X3LYP (1.01), and  at least a little confidence that this numerical ranking is not
B97-1 (1.03), with no other method below 1.21. Of these unreasonable.
methods, X3LYP does best on weak interactions, which have Of the fifteen methods in Table 12, seven of them have a
less effect on the row sums than do hydrogen bonds. In Tablerow sum better than the average, and of these, the MPWB1K,
12, the methods are listed in order of increasing row sum for XB1K, MPW1B95, and X1B95 can all be highly recommended
all six columns. Using other methods of weighting the various if a computer program that supports kinetic energy density is
quantities gives similar orderings of the methods although of available. Based on the row sum, MPW1K is the best of the
course the precise order depends on the weights. tested methods from among those that do not contain kinetic
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energy density. Nevertheless, one should be cautious about over- We can also recommend X1B95 and XB1K for some purpose,
generalizing these results. For example, although MPW1K is but they are not available in any distributed computer packages.
certainly the best of the HDFT methods for kinetics and has
the best overall row sum, it is not the best in all categories. ~ Acknowledgment. We are grateful to John Keith, Julius Su,
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