J. Phys. Chem. R004,108, 73477355 7347
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The vibrational dynamics of a model diatomic anion solute dissolved in a methyl iodide solvent confined in
a nanoscale spherical cavity are investigated by molecular dynamics simulations. The effect of confining the
solvent on the vibrational energy relaxation tifg solvent-induced frequency shifiw[] and pure dephasing

time T,* is examined by comparing the results from confined systems of varying size (cavity radit® 0.8

nm) to those from the bulk system. It is found tAatincreases monotonically toward the bulk solvent value
with increasing cavity size, and good agreement is found between equilibrium molecular dynamics simulations
based on perturbation theory and classical nonequilibrium dynamics simulations. In confragtécsolvent-
induced frequency shift and the dephasing time do not change monotonically with cavity size. The results are
discussed in terms of the changes in solvent structure and dynamics due to confinement.

1. Introduction systems all gave similar results as a function of the RM water
pool radius; i.e., the VER times are about three times longer
for the smallest RM studied than the values measured for bulk
water, and become shorter with increasing RM size (but do not
reach the bulk value for the largest RM studied). The solvent-
fnduced frequency redshift was also observed to decrease toward
the value in bulk water as the RM size was increddddwever,

the magnitudes of the frequency shifts are much different for
Yarious solutes or even the same solute in different micelles.
For instance, the redshifts for NC&re much smaller than those
for NCO™ and Ns—. The redshift is less than one wavenumber
for NCS™ in bulk H,O but in nonionic RMs it is #8 cnTl.
Zhong et al. qualitatively explained the longer VER times and
solvent-induced redshifts in terms of “the reduced interactions
between the ions and solvent” which is ultimately related to
the watersurfactant interactions.

The structure and dynamics of confined liquids have attracted
increasing attention in recent year3* The confinement of
liquids in microporous media, such as -sgels, zeolites,
supramolecular assemblies, and reverse micelles, can lead t
dramatic changes in their static and dynamical properties from
those of the bulk systeAt. A number of experimental ap-
proaches have been used to probe these changes includin
steady-state absorption and fluorescence spé&ttfa time-
dependent fluorescené&,33 NMR spectroscopy,3+ 37 OKE
spectroscopy® 3 dielectric relaxation spectroscoff/i>charge-
transfer reaction&4’Raman spectroscopy,®1%4%and infrared
pump—probe experimentd’ Taken together these experiments
can access equilibrium and nonequilibrium structure and
dynamics including processes dominated by long- and short-
range interactions. Among these, the vibrational dynamics .
invegstigated by Raman sp%ctra and time-resolved vi)l;rational Interestingly, several groups’®1°4%have measured the
pump-probe experiments have been comparatively less well- vibrational dephasing timéd,, of neat, nonagqueous solvents in

studied. The results of these measurements are vibrationaISOI_ge'S and found a different trend. Spepifically, anas and
frequency shifts Bwl), dephasing timesT¢*), and energy co-workers found thaf, becomes shorter with decreasing pore

relaxation times Ty), processes in which the solverdolute size (in_ fact,To™ U 1Rca), an_d the_ solvent indu_ces a frequenf:y
short-range repulsive interactions play a large role. Thus, theyblueshlft. The accelerated vibrational dephasing upon confine-

provide a valuable complement to measurements that arement was attributed to an increase in the orientational order
sensitive to the longer-range electrostatic interactions (e_g_'relatwe to the bulk liquid and to liquid-surface interactions.

optical spectra); these quantities also each probe slightly diﬁerent-l;lom'n‘gga et a_l. obt_amed S|m|flar resuftBoth grc(j)ulps exhplza;:r;_ed id
solvent properties and solutsolvent interactions. In addition, ~ N€Ir observations in terms of a two-state model in which liquid
they are a useful starting point for well-controlled studies of molecules inside the pore are classified into “surface molecules

. oo . « 1,48,49
energy transfer across nanoscale interfaces, a topic of increasingd “bulk molecules® o .
interest. In this paper we investigate the vibrational dynamics  These experimental results indicate some of the possible

in a nanoconfined solvent by calculatifd() T2*, and T by interesting vibrational dynamics occurring in confined solvents
molecular dynamics simulations. and demonstrate the sensitivity to the characteristics of the

Recently, Zhong et al. have studied vibrational energy confining framework. However, there has been little theoretical
relaxation (VER) of pseudohalide ionssNNNCO™, and NCS study of confinement effects on vibrational dynanfi€8:52 In
confined in nanoscale water pools inside nonionic reverse this paper, we investigate the vibrational dynamics in a simple

micelles (RMs) by ultrafast infrared spectroscépylhese three ~ Model system of a solute dissolved in a nanoconfined solvent.
The emphasis here is on developing a general understanding of

T University of Kansas. the origins of the trends iDwL] T,*, and T1 for a simple model
*Westminster College. system. The present work is not intended as a realistic simulation
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of a system studied experimentally, which will be a focus of
future work. Thus, the solute is taken to be a model diatomic
anion (AB"), and the solvent is dipolar, non-hydrogen bonding
CHGgl. In this initial study we choose a confinement framework

that is relatively inert: a rigid, hydrophobic spherical cavity

that can have, at best, a limited participation in the vibrational
dynamics. This serves two purposes: (1) it allows for com-

Li et al.

The second is how to properly account for quantum effects,
which has focused attention on the calculation of quantum
correction factors (QCFs) to the classical force TCF. Two kinds
of techniques are widely used to perform the Fourier transform.
One is fitting the force TCF to an analytic function from which
an analytic Fourier transform form can be obtaifigéf. This
method is usually used for short-time fitting and therefore is

parisons with previous simulations of steady-state absorption primarily applicable when the force TCF decays quickly. The
and fluorescence spectrand time-dependent fluorescence other is performing the Fourier transform numerically. However,
measurements, and (2) it provides a useful reference point forthe traditional fast Fourier transform can suffer from numerical

investigating the role of the surface. The vibrational energy
relaxation time, solvent-induced frequency shift, and pure

noise for solutes with high vibrational frequerf&f2 In this
paper, we use the modified HurwitZweifel (MHZ) metho®46°

dephasing time are calculated for spherical cavities of varying to calculate the cosine Fourier integral in eq 2 numerically. This

size by equilibrium molecular dynamics simulations (EMD) and

method was adopted to calculate the VER time,difila xenon

compared to the values in the bulk system. As an important solvent and yielded satisfactory resiswith regard to the

validation step, nonequilibrium molecular dynamics simulations
(NEMD) are also used to calculate the VER time.

The rest of this paper is organized as follows. In section II,
we describe the basic theory of vibrational energy relaxation

QCFs%-59 we do not use them in our calculations for two
reasons: (1) there is not an obvious form of the QCF to use for
an arbitrary liquid systert® and (2) our interest is in the
confinement effect o, and there is not yet a clear method

and vibrational dephasing. A brief discussion of the method usedfor estimating the dependence of the quantum correction to the

for computing the numerical Fourier transform is also given in
this section. The details of the computational model and

VER time on the confined system size.
The MHZ approach, presented by Thakkar and S#fils,

procedures are given in section Ill. The calculated results are to subdivide the range and integrate between the successive zeros
presented and possible vibrational relaxation mechanisms in theof cosgot), thus converting the infinite integral to a summation
confined system are discussed in section IV. Finally, the main of terms C,, which is referred to as the HurwitZweifel

conclusions are summarized in section V.

Il. Theoretical Background

A. Vibrational Energy Relaxation. 1. Equilibrium Mo-
lecular Dynamics (EMD). The most prevalent approach for
calculating the vibrational energy relaxation tifigis based
on perturbation theoPy 55

_ ukgT
= Ewg

where u is the reduced mass of the solute moleclg,is
Boltzmann’s constant] is the temperature, an&(wg) is the
power spectrum of the foregforce time correlation function,
[OF,(t)0F1(0)0] at the solute vibrational frequeney:

)

E(w) = [ cOS@t)BF,()0F,(0)Kt @
Here
E, F 2
Fi=u m_i_EAe].fAB_'_ll;_e 3

wherel_fA andT:B denote the total forces on the A and B atoms,
respectivelyfag is the unit vector from A to BL is the solute
angular momenturr, is the of moment of inertia, and is the
equilibrium AB bond distance. ThugFi(t) is the fluctuation
of the forceF; exerted by solvent atoms and solute rotation
along the solute bond at timee In principle, the force TCF

expansior?* The Clenshaw-Curtis quadrature metffad used
here to evaluate th€, as suggested by Thakkar and Snéfth.
The main difficulty is that theC,, series may converge slowly.
To accelerate the convergence, a reliable and fairly general
scheme is to use the van Wijngaarden modification of the Euler
transformatiorf” The details of the numerical evaluation
procedures can be found in reference 65.

2. Nonequilibrium Molecular Dynamics (NEMD). Non-
equilibrium molecular dynamics can be used to determine
classical vibrational energy relaxation times directly by inves-
tigating the time decay of excess vibrational energy. If the
energy decay is exponential, the relaxation tilés given by

[E,(t) - [E, ()0
[E,(0)I— [E (o)

—t/Ty

(4)

where[E,(t)0is the nonequilibrium average of the vibrational
energy for a diatomic solute at timeand [, () Jand [E,(0)

are the equilibrium average vibrational energy and the non-
equilibrium average initial energy, respectively. The solute
vibrational energy at timé is monitored in a nonequilibrium
trajectory such as

p,A(t)

2u

where r is the solute anion bond distance with conjugate
momentump;, andV(r) is the solute potential energy.

B. Vibrational Dephasing and Frequency Shifts.Theoreti-
cal treatments have show that the dephasing fignend VER

EWM= + VIr(®] (5)

should be evaluated quantum mechanically. However, since thistime T, are related bA#

is computationally unfeasible for a many-body real system, the
classical force TCF is usually used and a correction factor is

introduced to account for quantum effeeds®® The classical
TCF can be easily obtained from the EMD simulations, by
monitoring the fluctuations of forcE; at each MD time step.

11,1

PREAR ©

whereT,* is the pure dephasing time. It is generally the case

There are well-known issues concerning the accuracy of the in a liquid thatT; is comparatively long and makes a negligible

EMD approach for calculating;. The first is how to deal with
the Fourier transform of the force-force time correlation function
(TCF), particularly for a solute with a high vibrational frequency.

contribution to the overall vibrational dephasing tinfe.
Therefore, in many cases the spectral line width is a measure
of the pure dephasing timiB* only.23 According to the Kubo
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theory?®-71 of dephasing, the pure dephasing tifii is given TABLE 1: Potential Parameters?

by site e(kcal/mol)  o(A) q T mass (g/mol)
1 ™ Solute
Tx= J5” Ba(0)dw(®) ot (7 A 0.1195 30 -1.2 15
2 B 0.1195 3.0 +0.2 1.2 15
; ; ; _ Solvent
Wheremw(O)éQ(t)Ds the time corrglaﬂon f_unctlon of solvent CHy 0.2378 377 10.25 15
induced vibrational frequency shiféw(t) = w(t) — WO A | 0.5985 383 -025 216 126.8
widely used method for calculatingo(t) in EMD simulations Cavity Wall
was introduced by Oxtob$? Using time-independent perturba- 0.46 > 5av' y go

tion theory and considering only the first excited state, the
frequency shift can be described by a linear tedm4) and a “Morse parameters for AB bondDe = 7 ev;f = 1.2 A%

quadratic term dwo) TABLE 2: Vibrational Energy Relaxation Time Ty,

Dephasing TimeT,*, and Number of Solvent Molecules vs

Ou(t) = dw(t) + dwyt) € Cavity Size and for the Bulk System
with Rav= Ra= Ra= Ra= Ra=
8A 10A 12A 15A 20A  bulk
0w4(t) = (Q;1 — Quo)F4(t) 9) T-EMD' (psf  47.0 540 587 611 629 823
T,-EMD (ps) 335 443 469 519 530 635
St = (0. — (0O IF(t 10 T,~NEMD (ps) 37.0 395 430 486 491 635
@0 = Q)1 = (ol Fo(0) (10) T* (ps) 080 004 013 051 071 3.67
Here, F1(t) is the force defined in eq 3 whilE(t) is half the " ofsolvent 1l 24 44 92 234 107

derivative of Fi(t) with respect to the solute vibrational
coordinate displacemenf = r — re, evaluated aQ = 0. In 2T-EMD' denotes the VER time obtained by EMD simulation
this work, Fx(t) is calculated numerically during the equilibrium without the solute vibrationrotation coupling contribution.

MD simulation. The expectation valu&®i, Qoo (Q?)11, and
(@)oo are calculated by solving the stationary Safinger
equation of the isolated solute molecutey = Ey, where the
Hamiltonian has the form

298 K and a solvent density of 2.0 g/&nfror simulations of

confined solvents, the cavity radius is chosen to be 8, 10, 12,

15, and 20 A; the corresponding numbers of solvent molecules

at this density are given in Table 2. For simulations of the bulk
b 2 system, the minimum image convention and periodic boundary

ALY ARy conditions are used, with 107 GHmolecules in a cubic box

H 2u TVQ (11) of length 23.29 A.

The form of the interaction potential is the same as in our
previous work: The potential parameters are given in Table 1.
For the confined system, the potential functions are a sum of
Coulomb, uc(rij), and Lennard-Jones y(rj), interactions for

and the diatomic potentid is taken to be a Morse function. In
addition, for a rigid solute diatomic molecule, the vibration
rotation coupling contribution to the frequency shift can be split

asin eq & all pairs of sites and molecutevall interaction termsuyy(ri),
001at) = Sy (1) + 0wo) (12)  forallstes:
with U= zuc(rij) + ZULJ(rij) + zuw(ri) (16)
1<] 1<] 1
L*() i
d0(0) =~ (Qu ~ Qoo - (13 W
e
a9
5 o o LA(D) uc(ry) = % (7)
0w,,(t) = 3[(Q)11 — (Q)od = (14) i
2r, 6
_ Y 9
) . ) u(ry) =4e|{—] —(— (18)
whereL(t) is the solute angular momentum at titp@nd since Fij Fij
(L2121 = KT, this gives _ ) N o _
Herer; is the distance between sitesindj in two different
Q11— Qoo (QZ) — (QZ) molecules, and; andg; are the fixed charges on siteandj.
Do, =1 —2 11r S > 0 kT (15) The interactions of the liquid with the cavity walls,,, is the
e Fe 9—3 potential (with curvature corrections) developed by Linse

and Halle’*75The potential depends only on the radial distance
of sitei from the center of cavity. The parameters tgrare

the same as in ref 8 (see Table 1). For the bulk system, only
Coulomb and Lennard-Jones terms are involved and the Ewald
summation proceduféhas been used to describe the long-range
Coulomb interactions.

Molecular dynamics simulations are carried out to investigate  In this paper, the diatomic solute anion ABs chosen as a
the vibrational dynamics of one solute ARnion in a CHl two-site model with equal masses and site chargeg of —1.2
solvent confined in spherical cavities of varying size. The andgs = 0.2 (see Table 1). The ABbond is held rigid in the
corresponding results for the bulk system are also presented EMD simulations while a flexible AB bond described by a
All simulations are carried out at an average temperature of Morse potential is used in the NEMD simulations; the same

This implies that within perturbation theory the frequency shift
induced by solute vibrationrotation coupling is independent
of the surroundings.

I1l. Model and Simulation Details
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Morse potential is also used in the calculation of the solvent-
induced frequency shift. The two-site rigid model for Lldf
Freitas et al. is used for the solvent moleculeSince the
primary goal of this work is to investigate the fundamental
effects of confinement on vibrational dynamics rather than
simulate a specific experimental system, we have not included
a positive counterion in the present calculations. A counterion
may very well affect all of the observables studied héde(]

T,*, and T;); we plan to investigate this in the near future.
However, we have chosen to neglect the counterion in these
simulations to keep the system as simple as possible.

The AB~ vibrational frequency is chosen to l& = 800
cm™. This frequency is somewhat small compared to real
molecules with similar atomic masses. It is used for three
reasons: (1) there is larger numerical noise in performing the
Fourier transform for a solute with a higher vibrational
frequency, (2) for this particular system, if the solute frequency
is larger than 1000 cm, the VER time will be longer than 1
ns, therefore the computational expense for the NEMD simula-
tion will be dramatically increased, and (3) thig is high

enough compared to the characteristic frequencies of solvent

that a possible solutesolvent resonant energy transfer is
avoided’879

The constant temperature ensemiN®'{) is used during the
EMD simulations with the temperature maintained at a mean
value of 298 K by a NoseHoover thermostat?-81 The force
exerted along the ABbond by the solvent atoms as well as
the solute rotation is monitored at each MD time step from
which the force TCF is computed. The dynamic friction
evaluated at the gas-phase vibrational frequengy € 800
cm 1) is obtained by the MHZ method. To obtain converged

results, an ensemble average of 10 trajectories (each 3 ns long

with a stepsize of 1 fs) is used.

For the NEMD simulations, an anharmonic (Morse) solute
model is used with an initial excitation energy AE; = 1200
cm1, corresponding to the vibrational energy of the A&nion
in the n 1 excited-state including zero point energy. A
trajectory is first propagated for a 50 ps equilibration period
(NVT, T = 298 K). Then the solute vibrational energy is
increased byAE, from the average equilibrium vibrational
energy ofkgT. All excess energy is added as kinetic energy by
setting the bond distance to the equilibrium value. Next, a 200
ps constant energy ensemble (NVE) nonequilibrium trajectory
is run for data collection. An additional 30 p8/T equilibration
period is performed before another nonequilibrium trajectory
is run. This procedure is repeated for a total of 250 trajectories
with a stepsize of 1 fs. Both the EMD and NEMD simulations
are carried out based on the DLPOLY molecular dynamics
simulation packag®

IV. Results and Discussion

A. Vibrational Energy Relaxation Time. The calculated
VER times of the AB solute in CHI confined in spherical
cavities of varying size (and in bulk solvent) obtained using
the EMD and NEMD simulations are listed in Table 2 and
plotted in Figure 1. A number of features are worth noting: (1)
The VER timeT; increases monotonically as the cavity size
increases. This is in contrast to the results of Zhong et al. who
observed a monotonic decreaseTinwith increasing cavity
sizeb7(2) The relaxation time[y, increases by-60% (~33%)
from the smallest to the largest cavity in the EMD (NEMD)
simulations. (3) The bulk limit is still not reached for the largest
cavity, R.av = 20 A. This result is not surprising if we look at
the solvent radial density distribution for the cavity systems in

Li et al.
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Figure 1. Vibrational energy relaxation timé; plotted as a function

of cavity radius. Results obtained by NEMD simulations (filled-circles,
solid line), EMD simulations (open circles, solid line), and EMD
simulations without the vibratioarotation coupling (open squares,
dashed line). For comparison, the value for the bulk system is plotted
(thin solid line). Note that the NEMD and full EMD simulations give
the same value for the bulk system.
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Figure 2. Solvent density and solute probability distribution are shown
vs center-of-mass distance from the cavity wall for cavities of varying
size. The global solvent density (2.0 gRris plotted as a detdashed
line. Solid lines show the solvent radial density distributions, while
dashed lines show the solute probability distributions. To make the
overlap of the two distributions clear, the solute distribution is magnified
10 times except for the smallest cavity system, for which it is magnified
4 times.

Figure 2 (see below). (4) The EMD results including the solute
vibration—rotation coupling contribution are in excellent agree-
ment with the NEMD simulations. (Note that the vibration
rotation coupling is included implicitly in the NEMD simula-
tions.)

As noted above the local solvent density distributions plotted
in Figure 2 have a significant effect on the vibrational relaxation.
A layered solvent structure is observed that is related to the
cavity size as has been seen in previous studiés.As
illustrated in Figure 2 there are 2, 2, 3, 3, and 4 solvent layers,
respectively, for the five cavity radii of 8, 10, 12, 15, and 20
A. The peak density of the solvent layer nearest the cavity wall
is higher than that of the inside layer except for two special
cases, the layers located in the center of the 8 and 12 A cavities.
These two high-density peaks are due to a single solvent
molecule located (by the center-of-mass) in the center of cavity.
(The small volumes of the histogram bins nearest the cavity
center give the extremely large densities.) Comparing the solvent
layer nearest the wall for different cavity systems we find that
the local solvent density increases dramatically as cavity size
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decreases. For the smallest cavii(= 8 A), the peak value 3 6.0
of solvent density is~16 g/cn?, eight times the average solvent e
density. For the largest cavitRéy = 20 A), the peak density < 4.0
is ~4.5 g/cn?, more than twice the 2.0 g/chaverage solvent é\_zo
density. £
To further clarify the confinement effect on vibrational Yoo
relaxation dynamics, we plot the solute probability distributions 508
(dashed lines in Figure 2) with the solvent radial densities. The o 0'6 i
biggest region of overlap of the solute distribution and solvent =~
density moves from the solvent layer nearest the wall to the E—M_ N _
inner layers with increasing cavity size. Nearly complete overlap g0.2r ‘\_ e i II I
occurs in the outermost layer for the smallest cavity system, & 0'%5 02 04 06 08 10
while the overlap is located between two solvent layers for ’ " Time(ps) ’

Reay = .10 A. ForReay = 12 and 15 A’.the solute is p”m"f‘r'ly_ Figure 3. (a) Unnormalized and (b) normalized force-force time
found in the second solvent layer with smaller population in correlation functions for the confined cavity systems of varying size
the first and third layers. The solute probability is evenly and the bulk system are plotted vs time. Results are shown for cavity
distributed in the second and third solvent layers for the biggest Systems withRcay = 8 A (thin solid line), 10 A (thin dashed lines),
cavity (Reay = 20 A). Thus, the solute anion is located in the 12 A (thin dot_—dashed line), 15 A (thick da;hed Iine)_, and 20 A (thick
outermost, higher density solvent layer for a smaller cavity d0t~dashed line) and the bulk system (thick solid line).
system; as the cavity size increases, the solute position shifts 4.0
toward the cavity center where the solvent densities are
somewhat lower. This is consistent willi decreasing with
decreasing cavity size since the solute is located in increasingly
higher density solvent layers leading to faster vibrational energy o
relaxation. =
B. Force—Force Time Correlation Function (TCF). Within A
the perturbation theory approximation, eq 1, the vibrational e
relaxation timeT; is directly related to the Fourier transform
of the force-force time correlation function. It is useful to analyze )
this TCF to obtain mechanistic information. The unnormalized .0 | ATt P
and normalized force TCFs for cavities of varying sizes, along e T 0'3 o5
with the bulk system, are plotted in Figure 3. The force TCF ) ) Time (ps) ’ ’

?Xhlt:jlts a faESt de(t:?y ,I[E less :Ihar: O'l. pSthfollctJV\;.ed byt ablt)tﬂg- Figure 4. Plot of contributions of the different interaction terms to
Ime decay. Except for the smallest cavity, the static contribution, the force autocorrelation function f&.,= 8 A. Shown in panel a are

|(F1(0)0F, and the magnitude of the long-time tail both increase the total TCF (thick solid line) and the potential (dashed line),
with decreasing cavity size. In addition, the normalized force vibration—rotation coupling (dashdotted line), and cross term (thin
TCF in Figure 3b indicates that the fast decay process is similar solid line) contributions. In panel b, the potential (thick solid line),
for both confined and bulk systems, while the slow decay Lennard-Jones (thick dashed line), Coulomb (thick dedtted line),
process is quite dependent on cavity size. and cavity wall (thin solid line) interaction contributions are shown

. . along with the Lennard-Jone€oulomb (thin dashed line), Lennard-
. To study the Va.nous components of the force TCF_Comnbu Jones-wall (thin dash-dotted line), and Coulombwall (dot—dash-
tions to the VER time, we decompose the total TCF into three yaghed line) cross terms.
terms corresponding to contributions from the interaction
potential (subscript V), solute vibratiemotation coupling 6.0

(subscript R), and the cross term (subscriptR):

3.0

»
=)

[OF,()0F,(0)= [BF()0F,(0) + [OF ()0F(0)3 +
200F,(1)0F,(0)y g (19)

g
=)

o

The potential termidF4(t)0F1(0)) can be further decomposed
into the contributions from different interactions (including cross

(F,() F,(0)) x 10° (a.u)
s O

terms) according to the interaction potential described by 2.0
eq 16,

0.0 __. Y Y : .
[BF,()0F,(0) = BF,(Y)0F;(0)3 + [BF,(1)0F,(0), + 00 o1 g2 03 04 08

[OF,()oF,(O)L), + 2@F1(t)5':1(0)@—u + Figure 5. Same as Figure 4 except 6., = 15 A. In panel b
200F,(t)oF,(0)3_,, + 2[0F,(t)oF,(0),_,, (20) contributions and cross terms related due to the cavity wall interactions
are small and not shown.

The time dependence of the total force TCF and its decomposi-
tions for cavities withReay = 8 and 15 A are shown in Figures Reav = 15 A system are shown since the TCF and its
4 and 5, respectively. Except for the smallest cavity system, decompositions for other confined systems (exéept= 8 A)
the components of the force TCF due to the cavity wall and the bulk are quite similar in pattern.
(including cross-correlations) are insignificantly small. There- It is clear from Figures 4 and 5 that the biggest contribution
fore, only the Coulomb term, Lennard-Jones term and their crossto the force TCF is from the Lennard-Jones interactions. The
term are shown in Figure 5. Note that only the results for contribution due to the Coulombic interactions is less than half
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TABLE 3: Frequency Shifts (in cm™1) of AB~ in CH3l Solvent Confined in Spherical Cavities of Varying Size and the Bulk
along with the Different Contributions 2

Reav=8 A Reav= 10 A Reav=12 A Reav= 15 A Reav=20 A bulk
BoO 13.79(23) 3.74(65) 5.31(26) 5.61(25) 5.57(13) 2.91(10)
B, —0.60(14) —6.30(51) —4.73(21) —4.30(20) —4.20(19) —5.81(10)
B0 14.38(9) 10.04(17) 10.03(8) 9.91(6) 9.78(6) 8.72(8)
B, —0.73(1) —0.75(1) —0.76(1) —0.76(1) —0.76(1) -0.77(2)
B —3.15(3) —3.20(5) -3.27(2) —3.27(3) —3.27(3) —3.29(10)
Baorzl] 2.41(3) 2.45(4) 2.51(2) 2.49(2) 2.50(2) 2.52(7)
Bocl ~17.49(7) —14.64(22) —13.48(16) —13.06(15) —12.74(7) —12.54(6)
Do ~18.11(7) —15.44(23) —14.16(16) —13.70(15) —13.36(7) —13.10(6)
BocO 0.61(1) 0.80(2) 0.68(1) 0.64(1) 0.62(1) 0.56(1)
B0 24.22(16) 18.43(61) 19.47(21) 19.42(19) 19.08(13) 16.22(9)
BwnD 15.81(11) 11.92(40) 12.66(14) 12.65(13) 12.42(8) 10.59(6)
B0 8.41(5) 6.52(21) 6.81(7) 6.78(6) 6.65(5) 5.64(3)
BaowO 7.79(14) 0.69(11) 0.09(6) 0.01(1) 0.00(1)
B0 4.84(9) 0.41(7) 0.05(3) 0.00(1) 0.00(1)
Bl 2.94(5) 0.28(4) 0.04(2) 0.01(1) 0.00(1)

aData in parentheses are the uncertainty in the mean value with 95% confidenc® limit.

of the Lennard-Jones term, however it is nearly canceled by o7 @

the Coulomb-Lennard-Jones cross term as was found in <1, \

previous studie& Thus, the netdirect contribution from x ',,__T_-_:_‘_‘_‘_:

Coulomb forces is very small. i o0 780 @00 520 840
Comparing the force correlation functions shown Rag, = <

8 and 15 A in Figures 4 and 5, respectively, the biggest S 1. ®)

difference is the Lennard-Jones term. Forfag = 8 A cavity, Q ' \

the small number of molecules gives a less liquidlike environ- 'g’- ok V ok

ment for the solute. As a result, significant coherence is present 5 Q\\ o0 750" 550 350 5.0

(as strong oscillations) in the force TCFs plotted in Figure 4, 2 0.0f==

particularly for the Lennard-Jones contribution. In addition, the e b o L L

200 400 600 800 . 1000

solute-cavity wall interactions contribute significantly to the Frequency (cm))

total TCF for this cavity. However, with increasing cavity size, » )
the contribution from the cavity wall becomes small and the Figure 6. Decomposition of the power spectrum of the force correlation

lut . ti h lik liquid. if inh function for Reay = 8 A into components arising from different parts
solute environment IS much more fike a liquid, It an INNOMO- 4t yhe golute-solvent interaction. Shown in panel a are the total (thick
geneous one. This is reflected in the Lennard-Jones correlationsgjig line) along with the potential (dashed line), vibratiantation

decay that is rapid and smooth (Figure 5). coupling (dashk-dotted line), and cross term (thin solid line) contribu-
Finally, we examine different components of the TCF in the tions. In panel b, the poter)tial (thick soliq line), Lennard-Jones (thick
frequency domain (power spectra of TCF) obtained by the MHz 9ashed line), Coulomb (thick dashiotted line), and cavity wall (thin
7 solid line) interaction contributions are shown along with the Lennard-
method. The results fdR.ay= 8 and 15 A are shown in Figures  jones Coulomb (thin dashed line), Lennard-Jonegall (thin dash-
6 and 7, respectively. The value of the power spectré(a), dotted line), and Coulombwall (dot—dash-dashed line) cross terms.
decays quickly at low frequencies before slowing considerably Enlargements near vibrational frequengy= 800 cnt? are shown in
around 500 cm!. This means the higher the solute vibrational the insets.
frequency, the slower the vibrational energy relaxation. From
the decomposition of(w), we see that for a solute with a low
vibrational frequency both the vibratiemotation coupling and
Coulombic interactions will have a sizable contribution to the
vibrational energy relaxation time. At the ABolute vibrational
frequency (800 cmt, see the insets in Figures 6 and 7), the
total power spectra are dominated by the Lennard-Jones
interactions as seen also in the force TCF. Note that the
vibration—rotation coupling in the smallest cavity (Figure 6)
contributes a greater portion than in the larger cavities.

C. Frequency Shift. We have calculated the solute frequency
shift induced by the solvent according to eqs1®, and the
average frequency shifts are listed in Table 3. The solute
frequency is blueshifted from the gas-phase value for all cavities )
considered as el as he blk. Overl, he dependence of tnefI0TE T, Sane o Fae © oueet IR 10 A b v,
frequency shift on cavity size is not monotonic like tr_laﬂ'@f are small and not shown.

The largest frequency blueshift (14.4 this found in the

smallest cavity, while the smallest blueshift (2.9 Tinis Reav = 10 A, while the values folR.ay = 12—20 A are all
observed in the bulk system. However, due to a larger redshift between 5 and 6 cn.

(6.3 cnt?d) in the linear coupling term, eq 9, the smallest To further analyze the mechanism of the frequency shift, we
blueshift (3.7 cm!) among the cavity systems is found for decompose the total frequency shift into components arising

w
[

5100 @)

g
=)

= | 1 1 1 1
760 780 800 820 840

-
o

5

J SR P B |
760 780 800 820 840

o
=)

5
!/
I (a. u.

3
Power spectrum (a. u. x 10 )
o o
-1
a.u.x10
o Qo -- S
o o, o

1 1
200 400 600 800 1000
Frequency (cm'1)



Simulations of Vibrational Relaxation J. Phys. Chem. A, Vol. 108, No. 36, 2004353

D. Vibrational Dephasing Time. The vibrational dephasing

Lennard-Jones
—

~ 2 times, T>*, obtained as the integral of the frequency correlation
e 1 Total function, eq 7, are given in Table 2. Unlike, which increases
i— i A Ainhnhh b monotonically with cavity size, there is an exceptionally long
= -10 Coslomb o, T,* for the smallest cavity system. HoweveFp* increases
3'20 (b) toward the bulk value, but does not reach it,Rag, increases
S 1 .. Quadratic coupling from 10 to 20 A. The different trends faF,* and T; indicate
g 1 Q= ===~ D —rm—r———— . - . . . .
=3 o ToE o that different mechanisms are operative, or at least dominant,
E for energy and phase relaxation in these cavity systems.
AN __q_'-i:eﬂ_fflf“a"s ________ 2 According to eq 8, we split the frequency correlation function
8 == ‘ 15 ‘ 20 into the contributions arising from the linear and quadratic
Cavity Radius (A) coupling and the cross-correlation term:

Figure 8. Decompositions of the solvent-induced frequency shift for

cavities of varying size into components arising from different Do (t)ow(0)T= mwl(t)éwl(o)m EB(1)2('[)56"2(0)5‘1'
interactions. Shown in panel a are the total (filled circles, solid line), 20w, ()dw,(0)1(21)
Lennard-Jones (open squares, solid line), Coulomb (open circles, solid
line), vibration—rotation coupling (open circles, detlashed line), and ool . _—
cavity wall (open squares, dashed line) frequency shifts. Shown in panel Then T2* "+ is the integral of the sum of three contributions
b are the total (filled circles, solid line), linear coupling (open squares, according to eq 7. Thus, whilg; only involves the linear force,
dashed line), and quadratic coupling (open circles;-dashed line) F1, T>* involves both linear and quadratic terms. Unlike the

frequency shifts. frequency shifts, for which quadratic coupling plays an important
_ _ _ _ _ role, the dominant contribution to the dephasing time is from
from different potential terms: the solute vibratierotation the dw; correlation function for all systems. As pointed out by

coupling and the Coulomb, Lennard-Jones, and cavity wall Rey and Hyne¥ the negligible role of thedw, correlation
interactions. The results are presented in Table 3 and Figure 8 function is due to two effects: the corresponding fluctuations
In addition, the linear¢;) and quadraticcj,) coupling terms  are both small and short-lived. If we neglect the quadratic
have been separated (see Table 3 and Figure 8b). From Tableoupling contribution, and substitute eq 9 into eq 7, then the
3, we can draw several conclusions. First, the total frequency dephasing rate constant can be rewritten as

shift is mainly determined by a large cancellation from the

Lennard-Jones and Coulomb terms. The former gives a blueshift *—1 _ 2 (>

and the latter a redshift for all the systems studied. This implies T2 (Qu = Qoo j; DR, MOFO (22)
that the Coulomb interactions are primarily attractive, while the
Lennard-Jones interactions are primarily repulsive; since the total
frequency shift is positive (blueshifted), the repulsive forces
dominate. Second, the Coulomb force-induced redshift is 17.5
cmt for the smallest cavity and decreases monotonically to
12.7 and 12.5 cmt for the largest cavity and the bulk,
respectively. However, the Lennard-Jones force-induced blue-
shift follows the same pattern, except for fRg, = 10 A cavity.

We attribute the exceptionally small value (18.4djnfor the

Reav = 10 A cavity to the relatively large change in solvent
density when the solute moves between the solvent layers (se
Figure 2). Third, the frequency shift due to the solute vibration
rotation coupling is essentially constant for all systems, con-
sistent with eq 15. Fourth, except for the smallest cavity system
(blueshifted by 7.7 cmt), the frequency shifts due to the cavity
wall are very small (less than 1 c®d. Finally, the linear

This implies that the dephasing time is related to the decay of
the force autocorrelation function, especially the slow decay,
which contributes strongly to the integral in eq 22. This is useful
for investigating the dephasing mechanism (though the results
in Table 2 are obtained from eq 7, the full expression). Recall
that for the slow decay of the force TCF (Figure 3), the value
att = 1 ps decreases with increasing cavity size except for the
smallest cavity. Since the short-time decay is similar, the
dependence of the integral of the force correlation function
(T>* 1) on Reay can be predicted based on the value of the TCF
&t, for examplef = 1 ps. On the basis of Figure 3, this gives
the correct result:To* is the shortest forR.y = 10 A and
increases with cavity size toward the bulk value, while the value
for the smallest cavity is comparatively long.

Since the slow decay process plays an important role in the

: : . ) dephasing time, we now return to the solute position distribu-
coupling term, eq 9, dominates over quadratic coupling, €q 10, iong shown in Figure 2. It is useful to examine the time the

for the frequency shift induced by the Coulomb and Lennard- g4 te spends in the high density solvent layers as a function of
Jones forces for all systems. However, for the total frequency cavity size. To address this we have calculated the solute
shift the blueshift induced by the quadratic term is larger than (asidence time in these layers from the time-dependent solute
the redshift induced by the linear term due to cancellations in .onter-of-mass position in the NEMD simulations. The calcu-

the Ilnear term between the different interactions. _S|m|Iar lated solute residence time in a high density solvent layer is
behavior was also found by Hynes et al., who studied the 195 101, 132, 140, and 136 ps (over the total propagation time
frequency shift of CN in water?* of 200 ps) for a cavity of radius 8, 10, 12, 15, and 20 A,

It is interesting to note that the blueshift in the solute respectively. Thus, in the smallest cavity the solute is in the
frequency is in accord with the results of Zhong et al. far N high local density solvent layer almost the entire time. In
NCO™, and NCS in nonionic and positively charged RMs.  contrast, the solute residence time is shortest in the cavity with
They find redshifts for these ions in negatively charged RMs. R.,,= 10 A; the solute only spends half of the total time located
However, they find in all cases that the magnitude of the shift in the solvent layers. The residence time is essentially the same
diminishes as the RM size is increased in contrast to the presentor R.oy = 12, 15, and 20 A while the local density in the layers
results. In the case of nonionic and positively charged RMs they decreases d&.,increases. Interestinglyy* is 20 timesshorter
find the bulk value for the solvent-induced frequency shift is for R.ay = 10 A comparedd 8 A and increases continuously
not reached for the largest RM, which is consistent with our for the larger cavities. Sinc&,* is short compared to the
results. residence times, it appears that the overall dephasing time is a
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result of an average over an inhomogeneous distribution of Coulomb and cavity wall interactions are not important for the
solute positions. Further, for the smallest cavities, the larger these systems (rigid wall, hydrophobic cavities). The Coulombic
the residence time in the high-density regions the lofgé&r contribution to T; is likely through an indirect mechanism
however, for the larger cavities the residence time is constantdiscussed previously by Ladanyi et8lThey found that
while the solvent density becomes more homogeneou§g#nd  although the Coulomb force may not directly provide the
increases a&:,y increases. One possible explanation for this principal force acting along the vibrational bond the presence
observation is that the long-time tail of the force autocorrelation of a strong electrostatic potential creates equilibrium configura-
function is determined predominantly when the solute is in a tions conducive to rapid relaxation by increasing the setute
lower density region. Thus, for the smallest cavities there is a solvent non-Coulombic forces.

direct relationship betweem;* and the residence time while The solvent-induced frequency shifts have been calculated
for the largest three cavitieR, = 12, 15, and 20 A), for which by perturbation theory including up to quadratic coupling in
the residence time is essentially constant, the density in thethe solute-solvent interaction. The quadratic coupling induces
regions between solvent layers increases ViRth, thereby 3 plueshift in the solute frequency relative to the gas-phase value,
lengthening the dephasing time. while the linear coupling gives a redshift. However, the former
It is worth noting that, due to the confinement effect, even dominates, giving a blueshift in the solute frequency for all
for the largest cavity size we studied, the solvent still has a cavity sizes. On the other hand, if the frequency shift is split
weakly layered structure with somewhat higher density than the into components arising from different solutsolvent interac-
bulk system. Therefore, as fdk and the frequency shifts the  tions, the short-range Lennard-Jones interactions contribute a
vibrational dephasing timel>*, does not reach the value for  |arge blueshift while the longer-range Coulomb interactions give
the bulk system for the largest cavity considered here. a large redshift. The total blueshift results from strong cancel-
The results for the simple model considered here are in |ation in these terms. The vibratiemotation coupling contribu-
qualitative agreement with experimental measurements of tion to the frequency shifts is independent of the surroundings
dephasing in neat solvents confined in-sgels (for example,  and the cavity wall contribution is significant only for the
by Jonas and co-workers and Tominaga et al.) who found thatsmallest cavity.
the dephasing time decreases with increasing confinemetit* We have calculated the vibrational dephasing tifiae for
Two key differences are (1) the experiments observe a mono-ihe cavity systems as well as the bulk. Unlikg which is
tonic trend, and (2) they generally find thet* 0 1/Rcay (which controlled by the fast decay process of the force TCF, the
we do nof). These differences may be attributable to (1) the yihrational dephasing time in the cavities is controlled by the
smallest cavity we have studied (which accounts for the |onq.time decay of the force correlation function. We note that
nonmonotonic behavior) is significantly smaller than the-sol  eycept for the smallest cavity the confinement effects on the
gel pores considered experimentally, and (2) the experimentSraquency shift and;* 1 follow trends similar to experimental
consider dephasing of a neat solvent rather than a single solut&hseryations for porous sefjelsl3910484%However, since the

and thus are sensitivg to the number of solvent molecules nearsimp|e rigid spherical cavity model used here does not involve
the pore surface which may account for thig'l O 1/Ray

: ; o . . a strong surface interaction, primarily geometrical confinement
relationship. _It is interesting to note that the experiments of offacts are considered in the present simulations. Thus, the
Zhong et al. in aqueous RMs find, in contrast to the measure- yresent results indicate that strong solvent-surface interactions
me_nts in sqi—ggls and the present resglts, a dephasing time for 5.6 not a requirement for a decreas@ihwith decreasindRcay;

a single anionic solute that is roughly independent of the water \ye attribute the trend in this model system to the increasing
pool size (based on the line widths of the infrared speétfa). |5c4| solvent density experienced by the solute as the cavity
Thus, the cawty wall interactions and solvent _propertles (e.q., size is reduced. We do not find a linear dependencg:bbn
hydrogen-bonding) clearly affect the dephasing, and we are g as has been observed in experiments on neat confined
currently investigating these effects. solvents. We believe this may be related to the fact that
dephasing of a single solute has been examined here whereas

Concluding Remarks the experiments have probed dephasing of neat solvents which
We have calculated the VER times for a model anion solute &re sensitive to the number of molecules near the surface.
in a CHsl solvent confined in cavities of varying size as well The results of the present calculations clearly show that

as the bulk system using EMD and NEMD simulations. The confining the solvent strongly affects the vibrational dynamics.
results show thaT; for the confined systems is smaller than The simplicity of the model system used in the present work
the bulk value, and increases with cavity size but does not reachimplies that the trends with cavity size are primarily a result of
the bulk value for the largest cavity consider&,(= 20 A). solvent confinement alone (e.g., changes in the solvent local
We attribute the changes ify to the presence of high local  density, solute position, and solute dynamics). Thus, this study
density solvent layers induced by the confinement. In these represents a first step in elucidating the mechanisms of confine-
solvent layers, the repulsive, Lennard-Jones forces play anment effects on vibrational dynamics and the origins of the
important role and the enhancement of the local density leadstrends in VER, dephasing, and frequency shifts with the
to faster vibrational energy relaxation. confinement length scale(s). The exploration of additional cavity

The good agreement between EMD and NEMD calculations characteristics such as dimensionality, surface chemistry, and
of T supports the trend found for the VER time with cavity flexibility as well as solvent properties (e.qg., hydrogen bonding)
size. On the other hand, comparing the NEMD simulations with Will be required in order to successfully model experimental
EMD simulations including and excluding the solute vibration ~ results (which themselves display differing trends); this is the
rotation coupling contribution demonstrates that this term is subject of work currently underway.
important for the systems studied.
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