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This paper presents an analysis of the visible/near-infrared (vis/NIR) spectra of four bis(triarylamine) radical
cation mixed valence systems with varying bridge units in the framework of the generalized Mulliken-Hush
theory. We outline how to apply a three-level model by using both computational AM1-CI derived as well
as experimental transition moments and energies in order to extract electronic coupling matrix elements. The
most important outcome is that the much simpler two-level model is a good approximation only if the adiabatic
dipole moment difference between the terminal states is large compared to the transition moments associated
with the bridge state. This implies that the two-level model is only applicable to mixed valence compounds
in the Robin-Day class II with strongly localized redox states if qualitative correct values are desired. We
demonstrate that both the spectral features and the potential energy surface of the mixed valence compounds
can solely be tuned by bridge state modification reaching from asymmetrically localized to symmetrically
localized and from a single minimum potential to a triple minimum potential. For the particular case of an
anthracene bridge, we show that solvent induced symmetry breaking has a dramatic influence on the spectral
characteristics.

Introduction

In this paper, we will analyze the visible/near-infrared (vis/
NIR) spectra of four bis(triarylamine) radical cation mixed
valence (MV) systems with varying bridge units in the
framework of the generalized Mulliken-Hush (GMH) theory.1-3

We will outline how to apply a three-level model by using both
computational AM1-CI derived as well as experimental transi-
tion moments and energies in order to extract electronic coupling
matrix elements which serve as a measure of the electronic
communication between different states. Finally, we will show
that valence delocalization can solely be induced by bridge state
modification, a topic which has attracted much interest recently
in terms of the Robin-Day class II-III transition.4-12

Although simple in its concept and application, the Marcus-
Hush theory is a very powerful method for analyzing the charge
transfer (CT) spectra of both inorganic and organic mixed
valence compounds.13-18 The MV compounds are comprised
of two redox centers of different oxidation states that are
connected by a bridge. These MV species are used as basic
systems in which electron transfer can be studied by analyzing
the associated CT bands. In the simplest case, this analysis starts
off with the construction of two adiabatic potential energy
surfaces (PESs) from the diagonalization of two diabatic
(formally noninteracting) potentials in a 2× 2 secular deter-
minant (eq 1), whereV is the electronic coupling between the
diabatic states. If one assumes these diabatic potentials to be
degenerate and to have a quadratic dependence on an asym-
metric electron transfer (ET) coordinate, the potentials are those
in Figure 1. Optical excitation (usually in the NIR region) from
one minimum of the ground state PES causes the transfer of an
electron or a hole from one redox center to the other. The

absorption associated with this excitation is called an interva-
lence charge transfer (IV-CT). Provided that quadratic potentials
with the force constantλ (i.e., the Marcus reorganization energy)
are used, the IV-CT energy equalsλ. Analysis of this absorption
using eq 2 yields the electronic couplingVtwo-level. In this
equation,µga is the transition moment of the IV-CT and∆µ12

is the diabatic transition moment difference between both
diabatic minima of the PES (see Figure 1). Whileµga is readily
accessible by integration of the IV-CT band (eq 3),∆µ12 cannot
be determined directly. However, according to the GMH theory,
the diabatic dipole moment difference can be traced back to
purely adiabatic (measurable) quantities by eq 4,1-3 where∆µag

is the adiabatic dipole moment difference which, in some cases,
can be determined by Stark spectroscopy19-21 or quantum* Corresponding author. E-mail: lambert@chemie.uni-wuerzburg.de.

Figure 1. Adiabatic (solid lines) and diabatic (dashed lines) potential
energy surfaces for a degenerate two-level system.
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chemical methods.22 In most cases, however, this adiabatic
quantity or the diabatic dipole moment difference is estimated
by e× r, wherer is the geometrical distance of redox centers.
However, quite recently, Nelsen et al. emphasized that using
the nitrogen-nitrogen distance is quite a poor approach for
estimating either∆µ12 or ∆µag in bis(triarylamine) systems.23

For derivatives with very strong electronic coupling (λ ∼ 2V)
and asymmetric IV-CT bands, a two-level, two-mode analysis
(one asymmetric and one symmetric ET mode) was used by
Coropceanu et al.24,25within a dynamic vibronic model and by
us26 within a semiclassical model which allows the determination
of V without any assumption about∆µ12 or ∆µag. However, in
the usual cases of weak coupling (λ . 2V), IV-CT bands are
symmetrically Gaussian shaped and the exact value of either
∆µ12 or ∆µag is necessary for a proper analysis.

with H11 ) λx2 andH22 ) λ(1 - x)2

Innumerable systems have been analyzed by applying the two-
level approach in order to extract the electronic coupling and
to correlate this coupling with, for example, the type of redox
centers, the bridge type or length,6,15,18 the influence of the
temperature25,27or the solvent,28-31 and gegenions.32,33In many
recent studies, the electron transfer between terminal redox
centers mediated by bridge units was investigated.34-44 In most
of these studies, it was assumed that the direct electronic
coupling between the terminal states is negligible (tight binding
approximation). However, in some MV compounds, it appears
that besides a strong IV-CT band a second optical transition is
visible.43,45-47 If this second band also has some charge transfer
character, it seems appropriate to include this band in an
extended analysis using a three-level approach (see Figure 2)
in which both direct and bridge mediated coupling are signifi-
cant. In a recent study, we presented radical cation systems based
on two triarylamine redox centers that are connected by a
conjugatep-dialkynylarene bridge (compounds1+-3+, see
Chart 1) in which besides an IV-CT band (ν̃a in Figure 2) a
second band is visible (ν̃b in Figure 2).47

We have interpreted this second band to be associated with
a triarylamine to bridge hole transfer, and we have applied a
three-level model to analyze the spectra. In Figure 2, one has
to take into account that the traditional Marcus-Hush ET
coordinate is associated with an averaged asymmetric vibrational
mode (x), while the mode that localizes the hole at the bridge
is an averaged symmetrical mode (y). The potentials associated
with this symmetrical mode are given as dashed lines in Figure
2. By this way, we could show that depending on the energetic
level and reorganization energy of the bridge two alternative
ET pathways are conceivable: one in which superexchange
(coherent ET) directly occurs between the two triarylamine
redox centers and another pathway in which the bridge serves
as an intermediate state (incoherent hopping mechanism) (see

Scheme 1). In the present study, we will present the additional
system4+ where the triarylamine redox centers have been
modified together with studies concerning the solvent influences
of the radical cation spectra. Comparison with the recent data
and with semiempirical AM1 computations prompted us to
reanalyze the older data set which led to different results in the
particular case with anthracene bridges. We will show that, in
contrast to our earlier interpretation, the ground state of the
radical cations3+ and4+ is bridge centered in CH2Cl2 solution,
as indicated in Figure 3. In this context, it seems necessary to
analyze the three-level model and the parameters that enter this
model in more detail.

Results and Discussion

A. Evaluation of Electronic Couplings (V’s) by the GMH
Theory. The GMH theory is based on a unitary transformation
of matrices containing adiabatic (measurable) quantities into
matrices containing diabatic quantities and vice versa.1,2 The
GMH theory has been successfully used in the past for analyzing
IV-CT spectra from either experimental or computational
data.22,48-50 In most cases, the analysis was based on two-level
systems, but also some investigations of three-level systems are
known. The first step of the GMH theory is to find the matrix
C that diagonalizes the adiabatic matrix (µadiab) according to
µdiab ) CtµadiabC with

and

The matrixµadiabcontains the adiabatic transition moments for
two different excited states a and b which are the IV-CT (µga)
and bridge states (µgb) in the radical cations1+ and2+ mentioned
above as well as the transition moment between these excited
states (µab). The matrixµadiab also contains the differences of
the adiabatic dipole moments of the ground state minimum and
either the first excited state (µaa - µgg) (IV-CT state in1+ and
2+) or the second excited state (µbb - µgg) (bridge state in1+

and 2+). The diagonalization then yields the diabatic dipole
moment differences of the ground state minimum and either
the first (IV-CT in 1+ and2+) state (µ22 - µ11) or the second
(bridge in1+ and2+) state (µ33 - µ11). The second step of the
GMH theory is to apply the same unitary transformation to the
adiabatic energy matrixHdiab ) CtHadiabC with

and

The matrix contains the adiabatic transition energies of the first
excited state (ν̃a) (IV-CT state in1+ and 2+) and the second
excited state (ν̃b) (bridge state in1+ and 2+) and yields after
transformation the diabatic energy matrix from which the

|H11 - ε Vtwo-level

Vtwo-level H22 - ε | ) 0 (1)

Vtwo-level )
µgaν̃max

∆µ12
(2)

µga ) 0.095 84x∫ε(ν̃) dν̃

ν̃max
(3)

∆µ12 ) x∆µag
2 + 4µga

2 (4)

µadiab) (0 µga µgb

µga µaa- µgg µab

µgb µab µbb - µgg
)

µdiab ) (0 0 0
0 µ22 - µ11 0
0 0 µ33 - µ11

)

Hadiab) (0 0 0
0 ν̃a 0
0 0 ν̃b

)
Hdiab ) (H11 V12 V13

V12 H22 V23

V13 V23 H33
)
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electronic couplingsV12, V13, andV23 can directly be obtained.
In this way, the electronic couplings solely depend on the
transition moments and the band energies and, thus, on the initial
deconvolution of experimental spectra by, for example, Gaussian
functions.

While the adiabatic transition energies and transition moments
are readily available from band integration (see above), problems
arise in the determination of the adiabatic dipole moment
differences. In principle, Stark spectroscopy can be applied to
measure the dipole moments of excited states.19 However, this
proved to be difficult because MV radical ions have to be
immobilized in glass matrices. Although much less reliable, the
most common way is to estimate either the diabatic or the
adiabatic electron transfer distance by the redox center separation
(r) as we have done in our recent contributions. Nelsen et al.
quite recently pointed out that this edge-to-edge approximation
is rather poor and yields much too long effective distances and,
thus, too large dipole moment differences,µaa- µgg ) e× r.23

An alternative way is to estimate the dipole moments by
quantum chemical calculations.22 However, while density
functional theory (DFT) computations systematically overem-
phasize charge delocalization51 and, therefore, yield too small
dipole moments,24,25unrestricted Hartree-Fock (UHF) calcula-
tions (both ab initio and AM1) overestimate charge localization
together with high spin contamination and exaggerate the dipole
moments.6,52 Therefore, for a quantitative evaluation of the
electronic coupling of1+-3+, we used the AM1-CI method to
estimate the dipole moments of the ground and excited states.
This method is based on the Dewar’s restricted Hartree-Fock
(RHF) half-electron method53 and does not suffer from spin
contamination. Although we have no proof that this method
yields quantitative, accurate results, its outcome is physically
more convincing than either UHF or DFT computations.
However, before we present and discuss these results, we will
try to give a general analysis of the electronic coupling elements

Figure 2. Adiabatic potential energy surfaces for a three-level system with the bridge state being higher in energy than the IV-CT state. The solid
lines refer to the asymmetricx coordinate, while the dashed curve refers to the symmetricy coordinate which is perpendicular to thex coordinate.
It is important to note that the minimum of the bridge state potential is shifted vs the ground state potentials along they axis.
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depending on the transition moments and the relative energies
of the IV-CT and bridge states within the three-level model.

In the following, we refer to a state diagram like that given
in Figure 2; that is, the bridge state is energetically situated
above the IV-CT state. In Figure 4a-c, the relative electronic
couplings (see matrixHdiab) derived from the GMH analysis
are given depending on the ratioµab/µgb (see matrixµdiab). The
sum of|µab| + |µgb| was kept constant for three different values
of ∆µag ) µaa - µgg. Because∆µag is the larger the more
localized the charge of the MV compound is, and because∆µag

) 0 for a completely delocalized MV species, the three plots
for ∆µag ) 75, ∆µag ) 25, and∆µag ) 10 reflect a different
degree of charge localization. The sum of|µab| + |µgb| was
chosen to be twice that ofµga, a ratio supported by AM1-CI
computations, as outlined in the next section. The dipole moment
differenceµbb - µgg was set to∆µag/2 because the bridge state
(b) has a symmetrical charge distribution in its vibrationally
relaxed state withµbb ) 0. In the next section, we will show
that this approximation is reasonably well fulfilled. Furthermore,
we fixed the relative transition energies atν̃a ) 1 andν̃b ) 2.
These relative values seem to be reasonable, as all systems

which are known to us show a bridge band that is considerably
higher in energy than the IV-CT band.

For a three-level model, two different physical situations arise
depending on whether the number of positive adiabatic transition
moments is even or odd. The resulting number of positive
electronic couplings (V’s) then is odd or even, respectively, if
µgg < 0 andµaa> 0. As the sign of both the transition moments
and the electronic couplings refers to a phase relation, only the
number of positive or negative elements is meaningful and not
its assignment to specific matrix elements.1 These two distin-
guishable cases are depicted in Figure 4a-c on both sides of
the diagrams for a positive (right-hand side) and negative (left-
hand side)µab/µgb ratio. For the couplings, only the absolute
magnitude is given. From these plots, it is obvious that for large
values of∆µag (Figure 4a) the two-level coupling (Vtwo-level)
(see eq 2) is a reasonably good approximation forV12. It is
important to note that in this case the agreement is only weakly
dependent on the ratioµab/µgb. However, for∆µag/(|µab| + |µgb|)
ratios being much smaller than∼5, the deviation becomes strong
(Figure 4b,c) and the three-level model has to be applied for an
accurate description.

CHART 1

SCHEME 1
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To gain more insight into the dependence ofV on the
transition energies, we plottedV in Figure 4d for a given set of
parameters depending on the ratioν̃b/ν̃a. The first observation
is that all electronic couplings depend linearly on the energy
ratio, with V12 being less dependent thanV13 andV23, and the
second observation is that the deviation ofVtwo-level from V12

increases with an increasingν̃b/ν̃a ratio, much in contrast to our
initial suggestion. For∆µag values smaller than 75, the devia-
tions are even stronger. We stress that the above-mentioned
analysis does not apply to real systems because in practice one
cannot vary one parameter while keeping all the others constant.
The analysis merely serves to illustrate the quite different
behaviors of the two-level and three-level models.

B. AM1-CISD Computations. As we have mentioned above,
Dewar’s half-electron method does not suffer from spin
contamination as UHF wave functions do in the cases of
triarylamine radical cations. Therefore, we used an AM1-CI
expansion with singles and doubles excitations (CISD) with an
active orbital window comprising four doubly occupied, one
singly occupied, and three empty orbitals for the optimization
of the radical cation ground states of1+, 2+, and 3+. For
computing the transition energies and transition moments that
are necessary for a proper three-level analysis using the GMH
theory, we used the gas phase optimized structures and
calculated single points at the AM1-CISD level including the
conductor-like screening model (COSMO) method for simulat-

ing an environment of a solvent withε ) 2.0.54 The computed
results are given in Table 1 in the form of the respective
matrices. At this point, we stress that all computed values may
only show trends and cannot safely be taken as accurate even
though the solvent was taken into account when computing the
excited state properties at the geometry of the gas phase
optimized structures.

For 1+, the AM1-CISD optimization gives an asymmetric
radical cation ground state structure with the hole localized
primarily at the triarylamine moiety. This can be seen from the
large ground state dipole moment (39.3 D)55 which refers to a
displacement of charge from the bridge center by∼8.2 Å. The
asymmetry is obvious when looking at the bond lengths in Chart
2. The part where the hole is localized shows a somewhat
stronger quinoid structure, while the neutral part is more
benzenoid. The Coulson charge differences between the radical
cation and its neutral counterpart also show positive charge
concentration at the left triarylamine moiety.

Much in contrast,3+ turned out to be symmetrical (C2h

symmetry) with the charge being mainly localized at the
anthracene bridge and at the attached alkyne groups, as can be
seen from its vanishing ground state dipole moment, the Coulson
charge differences (Chart 2), and the symmetrical bond lengths
arrangement. Below, we will give experimental evidence that
3+ is indeed a symmetrical valence delocalized radical cation.
The charge distribution of the radical cation2+ is intermediate

Figure 3. Adiabatic potential energy surfaces for a three-level system with the bridge state being the ground state. The solid lines refer to the
asymmetricx coordinate, while the dashed curve refers to the symmetricy coordinate which is perpendicular to thex coordinate. It is important to
note that the minimum of the ground state potential is shifted vs the excited state potentials along they axis.
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with µgg ) -21.3 D, which refers to a displacement of only
4.3 Å. This effect is clearly due to the methoxy donor
substituents which favor positive charge delocalization into the
bridge and, thus, reduce the dipole moment.56

The adiabatic dipole moments (µaaandµbb) of the two lowest
excited states of1+ and of 2+ easily identify them as IV-CT
and bridge states, respectively. The adiabatic dipole moment
differences (∆µag) µaa- µgg) in a solvent withε ) 2.0 decrease
from 1+ (63.4 D) over2+ (32.3 D) to3+ (0.0 D) which also
reflects the increasing delocalization of positive charge into the
bridge with increasing donor character of the bridge. The dipole
moment differenceµbb - µgg is in fact somewhat larger for1+

(µbb - µgg ) 43.3 D,∆µag/2 ) 31.7 D) and for2+ (µbb - µgg

) 17.5 D, ∆µag/2 ) 16.2 D) than its approximation,∆µag/2,
which was used for the analyses in Figure 4 in a solvent with
ε = 2.0. Nevertheless, this approximation seems to be reasonably
good.

The AM1 computed energies of the IV-CT transition and the
bridge transition are in very good agreement with experiment
for 1+ and2+ but differ strongly for the transition observed in
3+. This transition in 3+ might be termed a “bridge to
triarylamine” CT. The bad agreement of the AM1 calculated
transition energy and the experimental value might be due to
an underestimation of the triarylamine radical cation stability
versus the anthracene radical cation stability by the AM1
method.57 Much in contrast, the computed transition moments
of the IV-CT bands of1+ and 2+ are much higher than the
experimental values. However, transition moments are a quantity
that are generally difficult to calculate accurately even at a much
higher level of theory. When going from1+ over2+ to 3+, one
generally observes a monotonic trend of all transition moments.
The fact thatµga andµab are different reflects that the Condon
approximation (µ being independent of the nuclear coordinates)
is not valid in these cases.

For 3+, the µga transition (Bg f Bu) is in good agreement
with the experiment butµgb vanishes because this transition is

forbidden for symmetry reasons (Bg f Bg) within C2h symmetry.
In contrast, the excitation from the first excited state to the
second excited state is strongly allowed (Bu f Bg). This
excitation can be viewed as an excited state IV-CT transition
near the geometry of the excited transition state for the thermal
degenerate triarylamine hole transfer. From Figure 3, one can
see that owing to the shift of the ground state PES along the
symmetric coordinate the gf a excitation meets the excited
PES at a point higher than the transition state.

The diabatic quantities obtained by the GMH unitary trans-
formation of the adiabatic quantities are also collected in Table
1. While for 1+ the diabatic dipole moment differences areµ22

- µ33 ) 40.6 D andµ33 - µ11 ) 42.5 D, these dipole differences
are much different for2+ (42.6 and 22.0 D). The dipole moment
difference isµ22 - µ11 ) 83.1 D for1+ and 64.6 D for2+. The
quantity for 3+ to compare with isµ33 - µ22 ) 70.6 D. The
corresponding adiabatic quantities are much smaller,∆µag )
µaa - µgg ) 63.4 D (1+) and 32.3 D (2+). The dipole moment
difference estimated from the N-N distance (19.2 Å in, e.g.,
1+) is much larger: 92.1 D. It is obvious that taking this dipole
moment difference as either the adiabatic (µaa - µgg) or the
diabatic (µ22 - µ11) dipole moment difference involves a major
error which is stronger the more delocalized the charge is into
the bridge.

According to Matyushov and Voth58 as well as to Coropceanu
et al.,24 half of the diabatic transition dipole moment difference
(µ22 - µ11) is equal to the adiabatic transition moment (µga) at
the transition state of the thermal ET within the two-level model.
In fact, for 1+-TS, (µ22 - µ11)/2 ) 32.5 D is somewhat larger
thanµga ) 25.4 D. However, this approximation cannot be used
to estimate the (µ22 - µ11)/2 value of the relaxed asymmetric
structure of1+ which is distinctly higher (41.6 D).59 For 3+,
this relation is also approximately fulfilled for the excited state
PES: (µ33 - µ22)/2 ) 35.3 D∼ µab ) 33.1 D.

From Figure 4a-c, it is evident that the two-level model is
generally a good approximation only if the adiabatic dipole

Figure 4. (a-c) Absolute value of electronic coupling as a function of the ratioµab/µgb for three different∆µag values. (d) Absolute value of
electronic coupling as a function of the ratioν̃b/ν̃a.
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moment difference (∆µag) is large compared to the other
transition moments. That is why for1+ there is good agreement
between the computed|V12| andVtwo-level values, while there is
a considerably worse agreement for2+ in which ∆µag is much
smaller. If we use the experimental energies and transition
moments where available (see next section) and the computed
transition moments (µab’s) and dipole moments (µgg, µaa, and
µbb) for the missing values, we obtain|V12| couplings that are
in reasonably good agreement with theVtwo-level values for both
1+ and2+ because the experimentalµga value is much smaller
than the computed values and now considerably smaller than
∆µag. The GMH analysis also revealed that for1+ and2+ V12

(which refers to the coupling between the triarylamine centered
states) is intermediate betweenV13 andV23.60

TheV12 coupling is much stronger for2+ than for1+ which
is primarily due to the smaller adiabatic dipole moment
difference (∆µag). The strong differences between1+ and 2+

are not apparent from the energies or transition moments directly
but are visible if one considers the adiabatic dipole moments
(µgg, µaa, andµbb). The different behavior of1+ and2+ reflects
the stronger charge delocalization into the donor substituted
bridge in2+ compared to1+. If the donor character of the bridge
is even stronger, as in3+, the bridge state becomes the ground
state minimum (Figure 3) and the system can be viewed as
valence delocalized.

C. Experimental vis/NIR Spectra of 1+, 2+, 3+, and 4+.
The vis/NIR spectra of1+ and2+ in CH2Cl2 have already been
described in ref 47. These spectra show besides the IV-CT band
at ∼7000-8000 cm-1 a second band at∼11 000 cm-1 associ-

ated with the triarylamine to bridge hole transfer. In the much
more polar MeCN, the IV-CT band of1+ and of2+ is shifted
to much higher energies, as is expected for a localized MV
system due to the increase of the solvent reorganization energy
in MeCN versus CH2Cl2 (see Figure 5 for the spectra of1+).
In MeCN, the bridge band is not visible due to severe band
overlap which also precludes band deconvolution and proper
analysis.61 Thus, we only state here that the pronounced IV-CT
solvatochromism proves the localized nature of1+ and2+.

The situation is much different for3+ and 4+. Even if we
take the AM1-CISD computed quantities as very approximate,
we have strong experimental evidence that3+ is indeed a
valence delocalized system: if the diagram in Figure 3 is valid
for 3+, destabilization of the triarylamine localized states should
increase the transition energyν̃a. Therefore, we synthesized the
radical cation4+ which has Cl substituents instead of MeO
attached to the triphenylamine moieties because the Cl acceptors
should destabilize positive charge at the triarylamine units.62,63

The spectra of the radical cations3+ and4+ are given in Figure
5. Deconvolution of the experimental spectra of3+ and4+ in
CH2Cl2 was done in the following way: In total, four Gaussian
curves were used for the spectra fitting. The first Gaussian was
fitted to the band at the lowest energy (hereafter called the CT
band) in a way that the Gaussian peak superimposes the
experimental peak maximum. The next two Gaussians were used
to fit the high-energy side of the CT band, and the fourth
Gaussian was used to fit the first peak maximum at∼11 000
cm-1. For determining the transition momentµga, we only used
the first Gaussian. In Figure 5, one can estimate for3+ but more

TABLE 1: Adiabatic and Diabatic Energy (cm-1) and Dipole Moment (D) Matrices for 1+, 2+, and 3+ Computed at the
AM1-CISD Levela

1+

Hadiab 0.0 ν̃a ) 4140 (6940) [8060] ν̃b ) 10 260 (12 950) [12 000]
µadiab

b µgg ) -31.5 (-39.3) µga ) 26.3 (20.8) [6.2] µgb ) 5.7 (6.5) [4.7]
µaa) 26.6 (24.1) µab ) 19.6 (14.2)

µbb ) -4.6 (+4.0)
µdiab µ11 ) -10.2 (-6.3){-0.9} µ22 ) 76.6 (76.8){71.6} µ33 ) 18.7 (36.2){36.0}
Hdiab

c

Vtwo-level ) 1390 (1900){770}
V12 ) 1120 (1920){1000} V13 ) 1030 (250){560}

V23 ) 2400 (2430){1570}

2+

Hadiab 0.0 ν̃a ) 5360 (5880) [6520] ν̃b ) 10 560 (11 020) [10 610]
µadiab

b µgg ) -13.3 (-21.3) µga ) 23.7 (22.4) [9.7] µgb ) 2.6 (3.9) [6.8]
µaa) 9.0 (11.0) µab ) 20.6 (17.3)

µbb ) -4.4 (-3.8)
µdiab µ11 ) -18.7 (-12.3){-3.0} µ22 ) 46.9 (52.3){46.7} µ33 ) 3.0 (9.7){6.1}
Hdiab

c

Vtwo-level ) 2430 (2390){1680}
V12 ) 700 (1500){1910} V13 ) 3750 (2620){770}

V23 ) 3190 (2820){1760}

3+

Hadiab 0.0 ν̃a ) 10040 (9550) [4640] ν̃b ) 13 060 (12 470) [6500]f

µadiab
d,e µgg ) 0.0 (0.0) µga ) 12.1 (12.2) [14.1] µgb ) 0.0 (0.0)

µaa) 0.0 (0.0) µab ) 34.9 (33.1)
µbb ) 0.0 (0.0)

µdiab µ11 ) 0.0 (0.0) µ22 ) -36.9 (-35.3){-36.0} µ33 ) 36.9 (35.3){36.0}
Hdiab

e V12 ) 2860 (2860){1660} V13 ) 2860 (2860){1660}
V23 ) 810 (710){430}

1+-TS
Hadiab 0.0 ν̃a ) 3930 (3990) ν̃b ) 11 690 (11 600)
µadiab

d,e µgg ) 0.0 (0.0) µga ) 26.0 (25.4) µgb ) 0.0 (0.0)
µaa) 0.0 (0.0) µab ) 20.2 (20.3)

µbb ) 0.0 (0.0)
µdiab µ11 ) -32.9 (-32.5) µ22 ) 32.9 (32.5) µ33 ) 0.0 (0.0)
Hdiab

e V12 ) 240 (270) V13 ) 4010 (4000)
V23 ) 4010 (4000)

a 1+-TS refers to the gas phase structure of the symmetrical ET transition state. Values in parentheses are calculated for a solvent withε ) 2.0.
Values in square brackets are experimental values in CH2Cl2. Diabatic values in braces are derived from the experimental adiabatic values and,
where lacking, from the corresponding computed adiabatic values in the solvent.b Odd number of positive off-diagonal transition moments.c Even
number of positive coupling elements.d The diagonal elements were computed to be close to zero but set to 0.0 for symmetry reasons for the
subsequent GMH analysis.e The sign of the off-diagonal elements does not lead to physically distinguishable situations.f Estimated.
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clearly for 4+ that there is a weak shoulder at the high-energy
side of the CT band at∼6000-7000 cm-1. This shoulder might
actually be due to the forbidden transitionν̃b (see section B)
which might be weakly allowed by vibrational coupling.
Therefore, the maximum of the second Gaussian was used to
estimate theν̃b value (see Table 1) of3+. By this analysis, we
found indeed that the CT transition energy is much higher in

4+ (5500 cm-1, µga ) 14.2 D) than in3+ (4640 cm-1). The
contrary should be observed if3+ were valence localized and
Figure 2 were the adequate description.

The second proof for the valence delocalized nature of3+

and 4+ is the band shape of an excitation to a much higher
lying state thanν̃a or ν̃b (Figure 5). This band at 11 300 cm-1

shows the same vibrational fine structure as 9,10-substituted

CHART 2: AM1-CISD Optimized Gas Phase Structures (Angstroms) of 1+, 2+, and 3+ and Ground State Coulson
Charge Differences in a Solvent withE ) 2.0 (∆G ) G(M+) - G(M)) Given as Black Circles (∆G > 0) and Gray Circles
(∆G < 0)a

a The charge differences at the hydrogen atoms are quite small and are omitted.
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anthracene radical cations64 which also demonstrates that the
charge is in part localized at the anthracene bridge in3+ and
4+.

In contrast to1+, which shows a pronounced solvatochromism
of the IV-CT band when measured in CH2Cl2 and MeCN,3+

shows a much different behavior. While its IV-CT band is
narrow and at low energy in CH2Cl2, due to the symmetrical
delocalized structure, the spectrum in MeCN shows a very broad
IV-CT band at much higher energy (6770 cm-1) as well as a
bridge band as a shoulder at 12 300 cm-1 very similar to the
ones observed for1+ and2+. In addition, the characteristic band
of a localized triarylamine radical cation appears at 13 500 cm-1.
Obviously, 3+ becomes asymmetrically localized in polar
solvents. Spectrum deconvolution by four Gaussian curves yields
µga ) 9.0 D andµgb ) 5.6 D. Application of the three-level
GMH analysis was impossible because we were unable to
calculate the missing adiabatic transition moments.65 However,
if we estimate that the adiabatic dipole moment difference is
µaa - µgg ) 60 D, which is similar to the value for1+ in CH2-
Cl2, and apply the two-level approximation (eq 2), we obtainV
) 1020 cm-1 for 3+ in MeCN.

One could argue that using a bridge unit that is more easily
oxidized than the terminal redox centers will lead to a sym-
metrical radical cation which hardly can be termed “valence
delocalized” in the strict sense but might be named “bridge
localized”. However, in our case, the isolated bridge itself has
a much higher oxidation potential (anthracene,E0 ) 0.90 V vs
Fc/Fc+ in MeCN)66 than the triarylamines (trianisylamine,E0

) 0.16 V vs Fc/Fc+ in MeCN).67 If only one donor is attached
to anthracene, as in5+, it is the triarylamine center that is
oxidized to yield the radical cation, as can be seen from the
characteristic dianisylarylamine radical cation absorption at
13 550 cm-1 with a molar absorptivity of 37 900-1 M cm-1.47,68

The corresponding CT (triarylamine to anthracene) band in5+

is at a much higher energy (7740 cm-1) but has approximately
half the intensity (µ ) 7.1 D) of the absorption in3+. Therefore,

the fact that the positive charge is delocalized in the anthracene
unit and in the adjacent phenylethynyl substituents in3+ is a
direct consequence of the donor substituents being attached to
both the 9 and the 10 positions of anthracene. Thus, the
symmetric ground state is a mixture of the anthracene centered
state and the triarylamine centered states and, consequently, the
term “valence delocalized” is appropriate. This means that
valence delocalization can solely be induced by bridge modi-
fication without modification of the formal ET pathway or the
distance of the redox centers.

D. Approximate GMH Theory for 3 +. The question remains
of how to apply the GMH theory to valence delocalized systems
such as3+ where important adiabatic transition moments such
as µab can be neither measured nor estimated accurately by
computational methods. We do that by reducing the three-level
model to two coupled two-level systems in the following way.

For symmetry reasons, the adiabatic and diabatic dipole
moment matrices of valence delocalized3+ are the following:

and

µadiabcan be recast by a 45° rotation into the following similar
matrix:

Figure 5. vis/NIR spectra of1+, 3+, and4+.

µadiab) (0 µga 0
µga 0 µab

0 µab 0 )

µdiab ) (0 0 0
0 µ22 0
0 0 µ33 ) -µ22

)
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which represents two coupled equivalent two-state models. We
now assume that states a and b do not interact directly (tight
binding approximation)39 and thereforeν̃a ≈ ν̃b. The adiabatic
dipole momentµab ) µaa- µgg ) -µbb - µgg now refers to the
dipole moment difference between the ground state and either
state a or state b. Applying the GMH unitary transformation
with ν̃a ≈ ν̃b ) 4640 cm-1, µga ) 14.1 D, andµab ) 32 D
(estimated as one-half of the AM1-CI calculatedµaa- µgg value
in CH2Cl2 for 1+ (63.4 D) which also equals the|µab| value for
3+ in CH2Cl2 (33.1 D), see Table 1) yields|V12| ) |V13| )
1210 cm-1 and|V23| ) 380 cm-1. The matrix element for direct
coupling (V12) is similar to the averaged coupling ((|V13| +
|V23|)/2) of 1+ (1070 cm-1) and2+ (1270 cm-1) but significantly
lower than |V12| ) |V23| ) 1660 cm-1 of 3+ if the GMH
transformation without tight binding approximation and the
matrix elements given in Table 1 are applied. Even in the tight
binding approximation, there is a non-negligible coupling of
|V23| ) 380 cm-1 between the triarylamine centered states which
leads to a splitting of the excited state potentials a and b atx )
0. This coupling is similar in the tight binding approximation
and the full three-level treatment (430 cm-1)

E. PES Parameter Fitting by Spectra Simulation.Using
the electronic couplings evaluated by the GMH theory, we
modeled the PESs for1+, 2+, and 3+ by diagonalizing the
secular determinant 5.47 This determinant is the three-level
analogue to eq 1. In addition to the averaged asymmetric ET
mode (x), a second averaged symmetric mode (y) is necessary
to expand the PES in three dimensions. While the asymmetric
mode localizes the charge on one of the two terminal redox
centers (triarylamine units), the symmetric mode localizes the
charge at the bridge. Similar two-level, two-mode models have
been used quite successfully since 1980 by Hush,69,70Schatz,71,72

Piepho,73 Ondrechen,40,41 and Zink.74 For the construction of
the PES, we place two diabatic potential functions for the
triarylamine centered states augmented by quartic terms (weighted
by the factorC)27,75 at the corner of a triangle, while at the
third corner the quadratic bridge state potential is placed. The
latter potential is shifted in energy versus the minimum of the
triarylamine centered states by∆G°. The quartic terms in the
triarylamine centered potentials allow the potential curves to
be more flexible. We chose different force constants (reorga-
nization energies) (λ’s) for the two different types of potentials
(λ1 for triarylamine centered states andλ2 for the bridge state),
but each type has the same force constant for the two different
modes (symmetric and asymmetric). Of course, different
reorganization energies76 for the two coordinates would physi-
cally be more appropriate but would also lead to too many
variables to be optimized. The coupling between the two
triarylamine centered diabatic states was mediated byVIV while

the averaged couplingVBr ) (|V13| + |V23|)/2 was used for the
coupling between the bridge state and both triarylamine centered
states (see Table 2). When using an average coupling, one
neglects the dependence ofV on the ET coordinate (Condon
approximation). Diagonalization of determinant 5 with an
initially chosen set of parameters (λ1, λ2, C, and ∆G°) gives
the PES of the ground state, the excited bridge, and the IV-CT
state. Assuming infinitely small spaced vibronic levels at the
ground state PES and a Boltzmann distribution of states, we
calculated the absorption spectrum to the bridge and IV-CT
states in a classical manner.71 Only three parameters,λ1, λ2,
and ∆G° (and in the case of1+, C), were tuned in order to
obtain a best fit to the Gaussian bands of the deconvoluted
experimental absorption spectrum taken from ref 47. Because
these parameters only weakly depend on each other, a reason-
ably good fit is readily achievable in this way.

The parameters used to fit the spectra (Figure 6) are collected
in Table 2. The ground state PESs derived from these fits are
depicted in Figure 7 as contour plots. Although the electronic
couplings have changed significantly compared to our analysis
in ref 47, the PES parameters for1+ did not and those for2+

did in the TS region only. While1+ shows a two minimum
PES with the bridge state being a bay in the PES,2+ displays
a distinct triple minimum PES with the bridge state as the third
minimum on the ground state PES. This third minimum is the
result of a low bridge state energy (∆G° ) 900 cm-1) combined
with a relatively high reorganization energy of the 2,5-
dimethoxyphenylene bridge which shows a quinoidal distortion
upon oxidation.46,77 As we have outlined in ref 47, this PES
topology provides the possibility for a hopping ET mechanism
between the triarylamine centered states via the bridge state as
an alternative to the direct superexchange mechanism. Much
in contrast, the negative diabatic∆G° value in 3+ makes the
bridge state the only minimum on the ground state PES yielding
a valence delocalized structure. As explained in section E, this
negative∆G° value is a consequence of the donor substitution
of anthracene because anthracene itself has a much higher
oxidation potential than triarylamines. An equally good fit to
the experimental spectrum could also be obtained if two different
reorganization energies of the triarylamine centered states were
used for the asymmetric and symmetric coordinate, withλ1x )
6000 cm-1 being much higher thanλ1y ) 3000 cm-1, while λ2

) 3000 cm-1 has not been changed and∆G° ) -1400 cm-1

has only slightly increased. This demonstrates that in the case
of a valence delocalized bridge state minimum structure it is
the symmetric coordinate that dominates the spectral features
and not the asymmetric coordinate. In contrast to what one could
expect from Figure 3, the excited state PES has no double
minimum, owing to the rather strong coupling. If a much smaller
coupling (e.g.,VBr < 1000 cm-1) is used for the PES simulation,
a double minimum, as indicated in Figure 3, appears.

Conclusions

In section A, we investigated the influence of different
transition moments and transition energies on the electronic
coupling in the context of a three-level model without tight

µ′adiab) (0
µga

x2

µga

x2
µga

x2
-µab 0

µga

x2
0 µab

)
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binding approximation. The most important outcome is that the
much simpler two-level model is a good approximation only if
the ratio of the adiabatic dipole moment difference between the
terminal states and the sum of the two transition moments
associated with the bridge state,∆µag/(|µab| + |µgb|), is larger
than a threshold value depending onµga and the transition
energies. Becauseµga/∆µag approximately screens the amount
of charge localization,78 this implies that the two-level model
is only applicable to MV compounds in the Robin-Day class
II with strongly localized redox states if qualitative correct values
are desired. Even in the case of an energetically high-lying
bridge excited state, the influence on the electronic coupling
can be substantial if the transition moments associated with this
bridge state are comparatively large (small∆µag/(|µab| + |µgb|)
ratio). In most practical cases, the transition moments to bridge
states are unknown because these bands strongly overlap with
other bands or are completely hidden.

Using AM1-CI computations in section B, we studied three
different bis(triarylamine) radical cations with varying bridge
units. We found that the positive charge is more localized at
the bridge the stronger the electron donating effect of the bridge
is. For phenylene as the bridge (1+), the positive charge is main-
ly localized at one triarylamine unit, while, for 2,5-dimethoxy-
phenylene as the bridge (2+), the charge is delocalized between
the bridge and one triarylamine moiety. Finally, for anthracene
(3+), the charge is symmetrically delocalized over the anthracene
bridge and both of the adjacent arylethynyl groups. Comparison
of these three systems demonstrates that delocalization can be

induced solely by bridge state modification, not by modifying
the conjugation length or the conjugation type.

We used the three-level GMH theory to extract the electronic
couplings from the above-mentioned AM1-CI calculations. We
also performed the GMH transformation on the experimentally
observed data complemented by the AM1 computed values
where no experimental data are available. This analysis supports
our above-made statement that the two-level model is a good
approximation only if∆µag is much larger than|µab| + |µgb|.
For the symmetrical anthracene bridged system3+, we also
presented a coupled two-level model applying the tight binding
approximation which is a reasonable approximation to the full
three-level treatment.

In section C, the experimental vis/NIR spectra of the
anthracene bridged system3+ in CH2Cl2 and in MeCN show a
dramatic solvent influence. The analysis of the vis/NIR spectra
revealed that the anthracene bridged system is symmetrically
delocalized only in the weakly polar CH2Cl2 but asymmetrically
localized in the polar MeCN. Solvent induced symmetry
breaking has often been observed for neutral chromophores but
is unprecedented to such an extent for MV compounds to our
knowledge.

Using the electronic coupling evaluated by the GMH analysis,
we constructed the adiabatic potential energy surfaces for the
three bis(triarylamine) radical cations1+-3+ by using a
semiclassical two-mode, three-level model. The potential energy
surfaces show a double minimum potential for the strongly
localized1+ (phenylene spacer) and a single minimum potential

TABLE 2: ET Parameters for 1+, 2+, and 3+ in CH2Cl2 from the GMH Analysis and PES Fits

VBr
a/cm-1 VIV

a/cm-1 λ1
b/cm-1 C λ2

b/cm-1 ∆G° b/cm-1 ∆G* c/cm-1

1+ (|V13| + |V23|)/2 ) 1070 V12 ) 1000 8500 0.2 3800 7600 1050
2+ (|V13| + |V23|)/2 ) 1270 V12 ) 1910 7400 0 9200 900 580

1780d

3+ |V12| ) |V13| ) 1660 V23 ) 430 3000 0 3000 -1900 0
a (20 cm-1. b (500 cm-1. c (100 cm-1. d Minimum energy of the bridge state.

Figure 6. vis/NIR spectra of1+, 2+, and3+ in CH2Cl2, deconvolution by Gaussian bands (dotted lines) and band fit (solid squares and solid
circles) as described in text.
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for the symmetrically delocalized3+ (anthracene spacer). This
delocalization effect is due to the relatively low diabatic bridge
state energy (∆G°) of donor substituted anthracene. The radical
cation2+ with the 2,5-dimethoxyphenylene bridge displays a
triple minimum potential where the bridge might serve as an
intermediate state for a hopping mechanism as the alternative
to a direct superexchange between the triarylamine centered
states.

In conclusion, our study demonstrates that both the spectral
features and the PES can solely be tuned by bridge state
modification reaching from asymmetrically localized to sym-
metrically localized and from a single minimum potential to a
triple minimum potential. For the particular case of the
anthracene bridge, we showed that solvent induced symmetry
breaking has a dramatic influence on the spectral characteristics.
Unusual features of the anthracene bridge have been recognized
earlier by several other authors.43,79-83 Therefore, our study
encourages us to reanalyze some older results in view of the
outcome of the present work.

Methods

UV/vis/NIR Spectra. The vis/NIR spectra in CH2Cl2 were
obtained by oxidizing an∼(1-5) × 10-5 M solution of
triarylamine compounds by dropwise addition of an∼5 × 10-3

M SbCl5/CH2Cl2 solution. The spectra in MeCN were obtained
by adding NOBF4/MeCN solution in the same way. Because
ET is rather slow using NO+ in MeCN, one has to wait at least
1 h after the addition of a portion of the oxidizing agent before
measuring the spectra. A spectrum with the IV-CT band at
somewhat below maximal extinction (where practically no
dication is present in equilibrium) was used, and its molar
absorptivity was corrected by the comproportionation equilib-
rium as determined from cyclic voltammetry.

AM1 Calculations. All semiempirical calculations were done
using the AM1 parametrization implemented in the MOPAC97

program.84 The optimizations of all the structures were per-
formed without symmetry restrictions in Cartesian coordinates
by the eigenvector following (EF) method. Self-consistent field
(SCF) convergence was achieved by Pulay’s method. The
configuration interaction included singles and doubles excita-
tions (CISD) within an active orbital window comprising the
four highest doubly occupied, one singly occupied, and three
lowest unoccupied orbitals. The solvent influence on the optical
properties was modeled by the COSMO method for a solvent
with ε ) 2.0 and a solvent radius of 2.5 Å at the CISD optimized
gas phase structures.
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