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This paper presents an analysis of the visible/near-infrared (vis/NIR) spectra of four bis(triarylamine) radical
cation mixed valence systems with varying bridge units in the framework of the generalized Mulkish

theory. We outline how to apply a three-level model by using both computational AM1-CI derived as well

as experimental transition moments and energies in order to extract electronic coupling matrix elements. The
most important outcome is that the much simpler two-level model is a good approximation only if the adiabatic
dipole moment difference between the terminal states is large compared to the transition moments associated
with the bridge state. This implies that the two-level model is only applicable to mixed valence compounds
in the Robin-Day class Il with strongly localized redox states if qualitative correct values are desired. We
demonstrate that both the spectral features and the potential energy surface of the mixed valence compounds
can solely be tuned by bridge state modification reaching from asymmetrically localized to symmetrically
localized and from a single minimum potential to a triple minimum potential. For the particular case of an
anthracene bridge, we show that solvent induced symmetry breaking has a dramatic influence on the spectral

characteristics.

Introduction

In this paper, we will analyze the visible/near-infrared (vis/
NIR) spectra of four bis(triarylamine) radical cation mixed
valence (MV) systems with varying bridge units in the
framework of the generalized MullikerHush (GMH) theony: 3
We will outline how to apply a three-level model by using both
computational AM1-Cl derived as well as experimental transi-
tion moments and energies in order to extract electronic coupling
matrix elements which serve as a measure of the electronic A~
communication between different states. Finally, we will show
that valence delocalization can solely be induced by bridge state
modification, a topic which has attracted much interest recently
in terms of the RobirDay class 11l transition#~12

Although simple in its concept and application, the Mareus . :
Hush theory is a very powerful method for analyzing the charge -1 0 1
transfer (CT) spectra of both inorganic and organic mixed ET coordinate x (asymmetrical mode)
valence compounds. ¢ The MV compounds are comprised  gigyr 1. Adiabatic (solid lines) and diabatic (dashed lines) potential
of two redox centers of different oxidation states that are energy surfaces for adegenerate two-level system.
connected by a bridge. These MV species are used as basic
systems in which electron transfer can be studied by analyzingabsorption associated with this excitation is called an interva-
the associated CT bands. In the simplest case, this analysis starttence charge transfer (IV-CT). Provided that quadratic potentials
off with the construction of two adiabatic potential energy with the force constarit (i.e., the Marcus reorganization energy)
surfaces (PESs) from the diagonalization of two diabatic are used, the IV-CT energy equalsAnalysis of this absorption
(formally noninteracting) potentials in a 2 2 secular deter-  using eq 2 yields the electronic couplingwo-ievel. In this
minant (eq 1), wher& is the electronic coupling between the equationugais the transition moment of the IV-CT ami,
diabatic states. If one assumes these diabatic potentials to bés the diabatic transition moment difference between both
degenerate and to have a quadratic dependence on an asyndiabatic minima of the PES (see Figure 1). Whilgis readily
metric electron transfer (ET) coordinate, the potentials are thoseaccessible by integration of the IV-CT band (eq8}).» cannot
in Figure 1. Optical excitation (usually in the NIR region) from be determined directly. However, according to the GMH theory,
one minimum of the ground state PES causes the transfer of arthe diabatic dipole moment difference can be traced back to
electron or a hole from one redox center to the other. The purely adiabatic (measurable) quantities by ég¥4yhereAuag
is the adiabatic dipole moment difference which, in some cases,
* Corresponding author. E-mail: lambert@chemie.uni-wuerzburg.de. can be determined by Stark spectrosé8pdt or quantum
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chemical method% In most cases, however, this adiabatic Scheme 1). In the present study, we will present the additional
quantity or the diabatic dipole moment difference is estimated system4* where the triarylamine redox centers have been
by e x r, wherer is the geometrical distance of redox centers. modified together with studies concerning the solvent influences
However, quite recently, Nelsen et al. emphasized that using of the radical cation spectra. Comparison with the recent data
the nitroger-nitrogen distance is quite a poor approach for and with semiempirical AM1 computations prompted us to
estimating either\ui2 or Auag in bis(triarylamine) system®. reanalyze the older data set which led to different results in the
For derivatives with very strong electronic coupling~+ 2V) particular case with anthracene bridges. We will show that, in
and asymmetric IV-CT bands, a two-level, two-mode analysis contrast to our earlier interpretation, the ground state of the
(one asymmetric and one symmetric ET mode) was used by radical cation8* and4™" is bridge centered in C4€l, solution,
Coropceanu et &*+25within a dynamic vibronic model and by  as indicated in Figure 3. In this context, it seems necessary to
ug® within a semiclassical model which allows the determination analyze the three-level model and the parameters that enter this
of V without any assumption abowiu,, or Auag However, in model in more detail.

the usual cases of weak coupling>$ 2V), IV-CT bands are

symmetrically Gaussian shaped and the exact value of eitherResults and Discussion

Auaz OF Aptagis necessary for a proper analysis. A. Evaluation of Electronic Couplings (V's) by the GMH
Ho.—e V Theory. The GMH theory is based on a unitary transformation
1 two-level| _ 1 (1) of matrices containing adiabatic (measurable) quantities into
Viwo-tevel M2z~ € matrices containing diabatic quantities and vice véféahe

GMH theory has been successfully used in the past for analyzing
IV-CT spectra from either experimental or computational

w data?248-50 |n most cases, the analysis was based on two-level
Vi, —_9a max 2) systems, but also some investigations of three-level systems are

o—level

with Hy; = Ax2 andHy = A(1 — X)?

Apty, known. The first step of the GMH theory is to find the matrix
C that diagonalizes the adiabatic matrp§ay according to
Hdiab = C'HagialC With

Uga™=

(3) 0 ‘uga ‘ugb
Hadiab= |Hga Haa™ Hgg Hab

Aty =\ Ao + At (4) oo flab Hob ™ fog

d
Innumerable systems have been analyzed by applying the two-an

level approach in order to extract the electronic coupling and 00 0
to correlate this coupling with, for example, the type of redox =10 M — 1, O
centers, the bridge type or lendtf:18 the influence of the Hdiab 0 022 " —

temperaturé 27 or the solvent®-31 and gegenion%33In many

recent studies, the electron transfer between terminal redoxThe matrixuagiancontains the adiabatic transition moments for
centers mediated by br|dge units was |nVeSt|géﬂeﬂ1. In most two different excited states a and b which are the IV_QJ@)(

of these studies, it was assumed that the direct electronic gng pridge stategy) in the radical cationg* and2* mentioned
coupling between the terminal states is negligible (tight binding apove as well as the transition moment between these excited
approximation). However, in some MV compounds, it appears states ). The matrixuaga» also contains the differences of
that besides a strong IV-CT band a second optical transition is the adiabatic dipole moments of the ground state minimum and
visible #345-47 |f this second band also has some charge transfer gjther the first excited stateifa — ugg) (IV-CT state in1* and
character, it seems appropriate to include this band in an >+) or the second excited Stateng — ugg) (bridge state irl*
extended analysis using a three-level approach (see Figure 2hnd 2+). The diagonalization then yields the diabatic dipole
in which both direct and bridge mediated coupling are signifi- moment differences of the ground state minimum and either
cant. In a recent study, we presented radical cation systems baseghe first (IV-CT in 1+ and2*) state fi22 — u11) or the second

on two triarylamine redox centers that are connected by a (prigge in1* and2*) state fi33 — u11). The second step of the

conjugate p-dialkynylarene bridge (compounds™—3", see  GMH theory is to apply the same unitary transformation to the
Chart 1) in which besides an IV-CT ban#él;(in Figure 2) a adiabatic energy matrikgiap = C'HagiatlC With
second band is visiblerg in Figure 2)%7

We have interpreted this second band to be associated with 00 O
a triarylamine to bridge hole transfer, and we have applied a H.giao= [0 vy 0
three-level model to analyze the spectra. In Figure 2, one has 00 ¥,
to take into account that the traditional Maretdush ET
coordinate is associated with an averaged asymmetric vibrationaland
mode &), while the mode that localizes the hole at the bridge
is an averaged symmetrical modg. (The potentials associated Hy Vi, Vig
with this symmetrical mode are given as dashed lines in Figure Hgiap = [ V12 Haz Va3
2. By this way, we could show that depending on the energetic Vi Vog Hsgg

level and reorganization energy of the bridge two alternative

ET pathways are conceivable: one in which superexchangeThe matrix contains the adiabatic transition energies of the first
(coherent ET) directly occurs between the two triarylamine excited stateify) (IV-CT state in1* and2") and the second
redox centers and another pathway in which the bridge servesexcited stateif,) (bridge state inl* and2*) and yields after

as an intermediate state (incoherent hopping mechanism) (sedransformation the diabatic energy matrix from which the
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Figure 2. Adiabatic potential energy surfaces for a three-level system with the bridge state being higher in energy than the IV-CT state. The solid
lines refer to the asymmetriccoordinate, while the dashed curve refers to the symmettmordinate which is perpendicular to tkeoordinate.
It is important to note that the minimum of the bridge state potential is shifted vs the ground state potentials ajoagghe

electronic coupling¥12, Vi3, andV3 can directly be obtained.  An alternative way is to estimate the dipole moments by
In this way, the electronic couplings solely depend on the quantum chemical calculatioRs. However, while density
transition moments and the band energies and, thus, on the initiafunctional theory (DFT) computations systematically overem-
deconvolution of experimental spectra by, for example, Gaussianphasize charge delocalizatfrand, therefore, yield too small
functions. dipole moment3425unrestricted HartreeFock (UHF) calcula-
While the adiabatic transition energies and transition moments 4jqq (both ab initio and AM1) overestimate charge localization

are regdllilhav?jllelble f_rorr:_ bandfmttﬁgrat(qunb(s?e %bovf)' IorObIerr;Stoge'[her with high spin contamination and exaggerate the dipole
arnse in the determination ot the adiabalic dipole Moment ., 1652 Therefore, for a quantitative evaluation of the

differences. In principle, Stark spectroscopy can be applied to electronic coupling ofi*—3*, we used the AM1-Cl method to

measure the dipole moments of excited statésowever, this . . .
b ’ estimate the dipole moments of the ground and excited states.

proved to be difficult because MV radical ions have to be . . , .
immobilized in glass matrices. Although much less reliable, the 11iS method is based on the Dewar’s restricted Hartfeck

most common way is to estimate either the diabatic or the (RHF) half-electron methdd and does not suffer from spin
adiabatic electron transfer distance by the redox center separatioffontamination. Although we have no proof that this method
(r) as we have done in our recent contributions. Nelsen et al. Yields quantitative, accurate results, its outcome is physically
quite recently pointed out that this edge-to-edge approximation more convincing than either UHF or DFT computations.
is rather poor and yields much too long effective distances and, However, before we present and discuss these results, we will
thus, too large dipole moment differenceg. — ugg= € x r.23 try to give a general analysis of the electronic coupling elements
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depending on the transition moments and the relative energieswhich are known to us show a bridge band that is considerably

of the IV-CT and bridge states within the three-level model.
In the following, we refer to a state diagram like that given

higher in energy than the IV-CT band.
For a three-level model, two different physical situations arise

in Figure 2; that is, the bridge state is energetically situated depending on whether the number of positive adiabatic transition

above the IV-CT state. In Figure 4&, the relative electronic
couplings (see matri¥giap) derived from the GMH analysis
are given depending on the rafigyug, (Se€ matrixggian). The
sum of|uan + |ugpl Was kept constant for three different values
of Altag = Maa — Ugg BeCauseAuaq is the larger the more
localized the charge of the MV compound is, and becaysg

= 0 for a completely delocalized MV species, the three plots
for Apag = 75, Auag = 25, andAuag = 10 reflect a different
degree of charge localization. The sum |, + |ugl was
chosen to be twice that qfg, a ratio supported by AM1-Cl

moments is even or odd. The resulting number of positive
electronic couplings\('s) then is odd or even, respectively, if
Ugg < 0 @anduaa > 0. As the sign of both the transition moments
and the electronic couplings refers to a phase relation, only the
number of positive or negative elements is meaningful and not
its assignment to specific matrix elemehtEhese two distin-
guishable cases are depicted in Figure-dan both sides of
the diagrams for a positive (right-hand side) and negative (left-
hand side)uaugs, ratio. For the couplings, only the absolute
magnitude is given. From these plots, it is obvious that for large

computations, as outlined in the next section. The dipole momentvalues of Auag (Figure 4a) the two-level couplindVuo-ieve)

differenceuns, — pugg Was set tdAuag2 because the bridge state
(b) has a symmetrical charge distribution in its vibrationally
relaxed state withu,, = 0. In the next section, we will show
that this approximation is reasonably well fulfilled. Furthermore,
we fixed the relative transition energiesigt= 1 andv, = 2.

(see eq 2) is a reasonably good approximation\Mgr It is
important to note that in this case the agreement is only weakly
dependent on the ratiou/ug,. However, forAuad(|eanl + ugol)
ratios being much smaller tharb, the deviation becomes strong
(Figure 4b,c) and the three-level model has to be applied for an

These relative values seem to be reasonable, as all systemaccurate description.
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Figure 3. Adiabatic potential energy surfaces for a three-level system with the bridge state being the ground state. The solid lines refer to the
asymmetricx coordinate, while the dashed curve refers to the symmgta@ordinate which is perpendicular to teeoordinate. It is important to
note that the minimum of the ground state potential is shifted vs the excited state potentials alprxithe

To gain more insight into the dependence Vfon the ing an environment of a solvent with= 2.05* The computed
transition energies, we plottddin Figure 4d for a given set of ~ results are given in Table 1 in the form of the respective
parameters depending on the rakigr,. The first observation matrices. At this point, we stress that all computed values may
is that all electronic couplings depend linearly on the energy only show trends and cannot safely be taken as accurate even
ratio, with V1, being less dependent th&fs; andVzs, and the though the solvent was taken into account when computing the

second observation is that the deviationMafo—ievel from Viz excited state properties at the geometry of the gas phase
increases with an increasifiig/v, ratio, much in contrast to our  optimized structures.
initial suggestion. FoAu,q values smaller than 75, the devia- For 1+, the AM1-CISD optimization gives an asymmetric

tions are even stronger. We stress that the above-mentionedadical cation ground state structure with the hole localized
analysis does not apply to real systems because in practice ongrimarily at the triarylamine moiety. This can be seen from the
cannot vary one parameter while keeping all the others constantlarge ground state dipole moment (39.3Djhich refers to a
The analysis merely serves to illustrate the quite different displacement of charge from the bridge centert8;2 A. The
behaviors of the two-level and three-level models. asymmetry is obvious when looking at the bond lengths in Chart
B. AM1-CISD Computations. As we have mentioned above, 2. The part where the hole is localized shows a somewhat
Dewar’s half-electron method does not suffer from spin stronger quinoid structure, while the neutral part is more
contamination as UHF wave functions do in the cases of benzenoid. The Coulson charge differences between the radical
triarylamine radical cations. Therefore, we used an AM1-Cl cation and its neutral counterpart also show positive charge
expansion with singles and doubles excitations (CISD) with an concentration at the left triarylamine moiety.
active orbital window comprising four doubly occupied, one Much in contrast,3" turned out to be symmetricalC§y
singly occupied, and three empty orbitals for the optimization symmetry) with the charge being mainly localized at the
of the radical cation ground states &f, 2", and 3*. For anthracene bridge and at the attached alkyne groups, as can be
computing the transition energies and transition moments thatseen from its vanishing ground state dipole moment, the Coulson
are necessary for a proper three-level analysis using the GMHcharge differences (Chart 2), and the symmetrical bond lengths
theory, we used the gas phase optimized structures andarrangement. Below, we will give experimental evidence that
calculated single points at the AM1-CISD level including the 3* is indeed a symmetrical valence delocalized radical cation.
conductor-like screening model (COSMO) method for simulat- The charge distribution of the radical cati@n is intermediate
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Figure 4. (a—c) Absolute value of electronic coupling as a function of the ratidug, for three differentAu.g values. (d) Absolute value of
electronic coupling as a function of the rafig'v,.

with ugg = —21.3 D, which refers to a displacement of only forbidden for symmetry reasonsdB> Bg) within Con symmetry.
4.3 A. This effect is clearly due to the methoxy donor In contrast, the excitation from the first excited state to the
substituents which favor positive charge delocalization into the second excited state is strongly allowed, (B>~ Bg). This
bridge and, thus, reduce the dipole momint. excitation can be viewed as an excited state IV-CT transition

The adiabatic dipole momenig.tanduy) of the two lowest near the geometry of the excited transition state for the thermal
excited states of™ and of 2" easily identify them as IV-CT degenerate triarylamine hole transfer. From Figure 3, one can
and bridge states, respectively. The adiabatic dipole momentsee that owing to the shift of the ground state PES along the
differences Auag= paa— Ugg) in @ solvent withe = 2.0 decrease ~ symmetric coordinate the g a excitation meets the excited
from 1" (63.4 D) over2® (32.3 D) to3* (0.0 D) which also PES at a point higher than the transition state.
reflects the increasing delocalization of positive charge into the  The diabatic quantities obtained by the GMH unitary trans-
bridge with increasing donor character of the bridge. The dipole formation of the adiabatic quantities are also collected in Table
moment differencew,, — ugg is in fact somewhat larger fdrt 1. While for 1* the diabatic dipole moment differences are
(tob — Ugg = 43.3 D,Auag2 = 31.7 D) and for2* (upp — tgg — us3=40.6 D anduss — u11 = 42.5 D, these dipole differences
= 17.5 D, Auad2 = 16.2 D) than its approximationuaq2, are much different foR™ (42.6 and 22.0 D). The dipole moment
which was used for the analyses in Figure 4 in a solvent with difference isuz; — 111 = 83.1 D forl* and 64.6 D for2*. The
€ = 2.0. Nevertheless, this approximation seems to be reasonablyquantity for3* to compare with isuzz — w22 = 70.6 D. The
good. corresponding adiabatic quantities are much smaligg =

The AM1 computed energies of the IV-CT transition and the uaa — gy = 63.4 D (1) and 32.3 D 2*). The dipole moment
bridge transition are in very good agreement with experiment difference estimated from the-\N distance (19.2 A in, e.g.,
for 1t and 2" but differ strongly for the transition observed in 1) is much larger: 92.1 D. It is obvious that taking this dipole
3*. This transition in3* might be termed a “bridge to  moment difference as either the adiabajiga(— g Or the
triarylamine” CT. The bad agreement of the AM1 calculated diabatic f2» — w«11) dipole moment difference involves a major
transition energy and the experimental value might be due to error which is stronger the more delocalized the charge is into
an underestimation of the triarylamine radical cation stability the bridge.
versus the anthracene radical cation stability by the AM1  According to Matyushov and Vothas well as to Coropceanu
method®” Much in contrast, the computed transition moments et al.2* half of the diabatic transition dipole moment difference
of the IV-CT bands ofl* and 2+ are much higher than the  (u22 — u11) is equal to the adiabatic transition momemg at
experimental values. However, transition moments are a quantitythe transition state of the thermal ET within the two-level model.
that are generally difficult to calculate accurately even at a much In fact, for 1*-TS, (u22 — u11)/2 = 32.5 D is somewhat larger
higher level of theory. When going froft over2* to 3%, one thanuga= 25.4 D. However, this approximation cannot be used
generally observes a monotonic trend of all transition moments. to estimate theu(, — u11)/2 value of the relaxed asymmetric
The fact thauga anduap are different reflects that the Condon  structure ofl™ which is distinctly higher (41.6 DY For 3",
approximation g being independent of the nuclear coordinates) this relation is also approximately fulfilled for the excited state
is not valid in these cases. PES: fi33 — u22)/2 = 35.3 D~ uap= 33.1 D.

For 3", the uga transition (B, — By) is in good agreement From Figure 4ac, it is evident that the two-level model is
with the experiment butg, vanishes because this transition is generally a good approximation only if the adiabatic dipole
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TABLE 1: Adiabatic and Diabatic Energy (cm~1) and Dipole Moment (D) Matrices for 1™, 2+, and 3" Computed at the

AM1-CISD Level?

Hadiab
Hadiab

Hdiab
Hiat®
Viwo_tevel = 1390 (1900 770}

Hadiab
,uadiabb

Hdiab
Hdiat®
Viwo-tevel = 2430 (2390) 168G

Hadiab
Hadiats™®

Hdiab
Haiat®

Hadiab
,uadie\l:f"e

Hdiab
Hiat®

l+
0.0
tgg= —31.5 (-39.3)

2+
0.0
lge= —13.3 (-21.3)
= —18.7 -12.3){ 3.0}

3+
0.0
tigg = 0.0 (0.0)
U1 = 0.0 (00)

1*-TS

0.0
tgg= 0.0 (0.0)

Hi1 = —-32.9 (_325)

7= 4140 (6940) [8060]
lga= 26.3 (20.8) [6.2]
lea= 26.6 (24.1)

l20=T76.6 (76.8{71.6
V1, = 1120 (1920) 100G

¥, = 5360 (5880) [6520]
lga= 23.7 (22.4) [9.7]
laa= 9.0 (11.0)

120 = 46.9 (52.3{46.7}
V1, = 700 (1500% 191G

7= 10040 (9550) [4640]
fga=12.1 (12.2) [14.1]
laa= 0.0 (0.0)

120 = —36.9 (-35.3){ —36.0
V1, = 2860 (2860) 166G

7. = 3930 (3990)
liga= 26.0 (25.4)
ltaa= 0.0 (0.0)

H22 = 32.9 (325)
Vi, = 240 (270)

7, = 10 260 (12 950) [12 000]
Ugh= 5.7 (6.5) [4.7]
Uap=19.6 (14.2)

Ubb = —4.6 (+4.0)

uss=18.7 (36.2{36.0

Vi3 = 1030 (250) 560

Va3 = 2400 (2430% 157G

= 10 560 (11 020) [10 610]
tgh= 2.6 (3.9) [6.8]
tap=20.6 (17.3)

Ubb = —4.4 (*38)

uzz=3.0 (9.7}{6.1}

Vi3 = 3750 (2620% 77G

Va3 = 3190 (2820) 176G

7, = 13 060 (12 470) [6500]
g =10.0 (0.0)

Uap= 34.9 (33.1)

HUbb = 0.0 (0.0)

usz = 36.9 (35.3}36.0

Vi3 = 2860 (2860) 1660
Va3 = 810 (710) 430

= 11 690 (11 600)
ugp= 0.0 (0.0)
Uap=20.2 (20.3)

Ubb = 0.0 (0.0)

U33 = 0.0 (00)

Va3 = 4010 (4000)

a1t-TS refers to the gas phase structure of the symmetrical ET transition state. Values in parentheses are calculated for a selwetOvith
Values in square brackets are experimental values iskGGHDiabatic values in braces are derived from the experimental adiabatic values and,
where lacking, from the corresponding computed adiabatic values in the sdl@uhd. number of positive off-diagonal transition momefit&ven
number of positive coupling elementsThe diagonal elements were computed to be close to zero but set to 0.0 for symmetry reasons for the
subsequent GMH analysisThe sign of the off-diagonal elements does not lead to physically distinguishable situbEstimated.

moment difference Auag is large compared to the other
transition moments. That is why fdr there is good agreement
between the computdi1,| andVio-level Values, while there is
a considerably worse agreement &rin which Auagis much
smaller. If we use the experimental energies and transition in MeCN versus CHCI, (see Figure 5 for the spectra of).
moments where available (see next section) and the computedn MeCN, the bridge band is not visible due to severe band

transition momentsup's) and dipole momentsugg, 1aa and

upp) for the missing values, we obtaji, couplings that are
in reasonably good agreement with Mg, ievel values for both
1" and2" because the experimeniaj, value is much smaller
than the computed values and now considerably smaller thantake the AM1-CISD computed quantities as very approximate,

Auag The GMH analysis also revealed that for and 2™ Vi,

states) is intermediate betwe¥is andV,3.50
The V1, coupling is much stronger f&* than for1* which

difference Auag). The strong differences betwedn and2*

ated with the triarylamine to bridge hole transfer. In the much
more polar MeCN, the IV-CT band dft and of2" is shifted

to much higher energies, as is expected for a localized MV
system due to the increase of the solvent reorganization energy

overlap which also precludes band deconvolution and proper
analysis?! Thus, we only state here that the pronounced IV-CT
solvatochromism proves the localized natureldfand 2+.

The situation is much different fa8" and 4". Even if we

we have strong experimental evidence tidtis indeed a
(which refers to the coupling between the triarylamine centered valence delocalized system: if the diagram in Figure 3 is valid
for 3", destabilization of the triarylamine localized states should
increase the transition ener@y Therefore, we synthesized the

is primarily due to the smaller adiabatic dipole moment radical cation4* which has Cl substituents instead of MeO
attached to the triphenylamine moieties because the Cl acceptors
are not apparent from the energies or transition moments directlyshould destabilize positive charge at the triarylamine (#it3.

but are visible if one considers the adiabatic dipole moments The spectra of the radical catioB8s and4+ are given in Figure

(Ugg Uaa @ndupp). The different behavior of™ and2* reflects

5. Deconvolution of the experimental spectra3dfand4™ in

the stronger charge delocalization into the donor substituted CH,Cl, was done in the following way: In total, four Gaussian

bridge in2" compared td.". If the donor character of the bridge

valence delocalized.

C. Experimental vis/NIR Spectra of 1, 2", 3", and 4*.
The vis/NIR spectra of ™ and2* in CH,Cl, have already been
described in ref 47. These spectra show besides the IV-CT bandcm™?. For determining the transition momeng, we only used
at ~7000-8000 cnt! a second band at11 000 cnt! associ-

curves were used for the spectra fitting. The first Gaussian was
is even stronger, as 8", the bridge state becomes the ground fitted to the band at the lowest energy (hereafter called the CT
state minimum (Figure 3) and the system can be viewed asband) in a way that the Gaussian peak superimposes the
experimental peak maximum. The next two Gaussians were used
to fit the high-energy side of the CT band, and the fourth
Gaussian was used to fit the first peak maximum-at 000

the first Gaussian. In Figure 5, one can estimate3fobut more
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CHART 2: AMI1-CISD Optimized Gas Phase Structures (Angstroms) of T, 2+, and 3" and Ground State Coulson
Charge Differences in a Solvent withe = 2.0 (Ap = p(M™*) — p(M)) Given as Black Circles (Ap > 0) and Gray Circles
(Ap < Op

e 0.020> 4p>0.005 -0.005 > 4p > -0.020
® 0.045> 4p>0.021 -0.021 > 4p > -0.045
@ 0075>4p>0.046 -0.046 > 4p > -0.075
@ 0143>4p>0.076 -0.076 > A4p > -0.091
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aThe charge differences at the hydrogen atoms are quite small and are omitted.

1.382

o

clearly for4* that there is a weak shoulder at the high-energy 4% (5500 cnm?, uga = 14.2 D) than in3" (4640 cn1?). The

side of the CT band at6000-7000 cnt?. This shoulder might contrary should be observed3f were valence localized and
actually be due to the forbidden transitidp (see section B) Figure 2 were the adequate description.

which might be weakly allowed by vibrational coupling. The second proof for the valence delocalized natur&tof
Therefore, the maximum of the second Gaussian was used toand 4" is the band shape of an excitation to a much higher
estimate thé, value (see Table 1) &*. By this analysis, we lying state tharv, or ¥y, (Figure 5). This band at 11 300 crh
found indeed that the CT transition energy is much higher in shows the same vibrational fine structure as 9,10-substituted
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Figure 5. vis/NIR spectra ofL*, 3%, and4*.

anthracene radical catidifswhich also demonstrates that the the fact that the positive charge is delocalized in the anthracene

charge is in part localized at the anthracene bridg8*imand unit and in the adjacent phenylethynyl substituent8ins a

47, direct consequence of the donor substituents being attached to
In contrast tal*, which shows a pronounced solvatochromism both the 9 and the 10 positions of anthracene. Thus, the

of the IV-CT band when measured in @&l and MeCN,3* symmetric ground state is a mixture of the anthracene centered

shows a much different behavior. While its IV-CT band is state and the triarylamine centered states and, consequently, the
narrow and at low energy in Gil,, due to the symmetrical  term “valence delocalized” is appropriate. This means that
delocalized structure, the spectrum in MeCN shows a very broadyglence delocalization can solely be induced by bridge modi-

IV-CT band at much higher energy (6770 thas well as a  fication without modification of the formal ET pathway or the
bridge band as a shoulder at 12 300 ¢émmery similar to the distance of the redox centers.

ones observed fdr™ and2*. In addition, the characteristic band

of a localized triarylamine radical cation appears at 13 500'cm D. Approximate GMH Theory for 3 *. The question remains
Obviously, 3" becomes asymmetrically localized in polar of how to apply the GMH theory to valence delocalized systems
solvents. Spectrum deconvolution by four Gaussian curves yieldssuch as3* where important adiabatic transition moments such
Uga = 9.0 D andug, = 5.6 D. Application of the three-level  asua, can be neither measured nor estimated accurately by
GMH analysis was impossible because we were unable tocomputational methods. We do that by reducing the three-level
calculate the missing adiabatic transition momé&htsowever, model to two coupled two-level systems in the following way.

if we estimate that the adiabatic dipole moment difference is
Uaa— lgg = 60 D, which is similar to the value fdt" in CH,-

Cly,, and apply the two-level approximation (eq 2), we ob¥in

= 1020 cn1? for 3" in MeCN.

One could argue that using a bridge unit that is more easily 0 Mg O
oxidized than the terminal redox centers will lead to a sym- ’
metrical radical cation which hardly can be termed “valence
delocalized” in the strict sense but might be named “bridge
localized”. However, in our case, the isolated bridge itself has
a much higher oxidation potential (anthraceBg= 0.90 V vs and
Fc/Fct in MeCN)®é than the triarylamines (trianisylamingg
= 0.16 V vs Fc/F¢ in MeCN) 57 If only one donor is attached
to anthracene, as iB™, it is the triarylamine center that is
oxidized to yield the radical cation, as can be seen from the
characteristic dianisylarylamine radical cation absorption at
13 550 cni! with a molar absorptivity of 37 906 M cm~1.47.68
The corresponding CT (triarylamine to anthracene) barttin
is at a much higher energy (7740 chhbut has approximately  padianCan be recast by a 4%otation into the following similar
half the intensity 4 = 7.1 D) of the absorption iB*. Therefore, matrix:

For symmetry reasons, the adiabatic and diabatic dipole
moment matrices of valence delocaliz&t are the following:

Hagiab= |Hga O Hab
0 Hap 0

H giab

[eNeNe)

0 O
Uz 0
0 az= —Hp
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Uga  Hga the averaged couplings, = (|Vi3| + |V23])/2 was used for the
0 V2 2 coupling between the bridge state and both triarylamine centered
' fga states (see Table 2). When using an average coupling, one
HPadiab = V2 “Hab 0 neglects the dependence ¥fon the ET coordinate (Condon
Hga approximation). Diagonalization of determinant 5 with an
/2 0 Ha initially chosen set of parameters;( 1,, C, and AG®) gives

the PES of the ground state, the excited bridge, and the IV-CT
which represents two coupled equivalent two-state models. Westate. Assuming infinitely small spaced vibronic levels at the
now assume that states a and b do not interact directly (tightground state PES and a Boltzmann distribution of states, we
binding approximatior? and thereforéa ~ ¥, The adiabatic  calculated the absorption spectrum to the bridge and IV-CT
dipole momentian = taa — tgg = —Hbb — UggNOW refersto the  states in a classical maniérOnly three parameterdy, 1o,
dipole moment difference between the ground state and eitherand AG® (and in the case of*, C), were tuned in order to

state a or state b. Applying the GMH unitary transformation obtain a best fit to the Gaussian bands of the deconvoluted

with ¥, ~ ¥y = 4640 cm?, uga = 14.1 D, anduap = 32 D experimental absorption spectrum taken from ref 47. Because
(estimated as one-half of the AM1-Cl calculated — ugg value these parameters only weakly depend on each other, a reason-
in CHCI> for 1* (63.4 D) which also equals theay| value for ably good fit is readily achievable in this way.

3% in CHCl; (33.1 D), see Table 1) yield§/1| = [Vig| = The parameters used to fit the spectra (Figure 6) are collected
1210 cntt and|Vs| = 380 cnrt. The matrix element for direct  in Table 2. The ground state PESs derived from these fits are
coupling {/1) is similar to the averaged coupling|Vsl + depicted in Figure 7 as contour plots. Although the electronic
|V23])/2) of 1* (1070 cnm?) and2* (1270 cnt?) but significantly couplings have changed significantly compared to our analysis
lower than [Vio| = [Va3 = 1660 cnt® of 3* if the GMH in ref 47, the PES parameters fbt did not and those fo2+

transformation without tight binding approximation and the did in the TS region only. Whilel* shows a two minimum
matrix elements given in Table 1 are applied. Even in the tight PES with the bridge state being a bay in the PESdisplays
binding approximation, there is a non-negligible coupling of a distinct triple minimum PES with the bridge state as the third
V23| = 380 cnm* between the triarylamine centered states which minimum on the ground state PES. This third minimum is the
leads to a splitting of the excited state potentials a andxo=at result of a low bridge state energg@° = 900 cnt?) combined
0. This coupling is similar in the tight binding approximation with a relatively high reorganization energy of the 2,5-
and the full three-level treatment (430 chn dimethoxyphenylene bridge which shows a quinoidal distortion
E. PES Parameter Fitting by Spectra Simulation.Using upon oxidatiorfé77 As we have outlined in ref 47, this PES
the electronic couplings evaluated by the GMH theory, we topology provides the possibility for a hopping ET mechanism
modeled the PESs fat*, 2%, and 3" by diagonalizing the  between the triarylamine centered states via the bridge state as
secular determinant 8. This determinant is the three-level an alternative to the direct superexchange mechanism. Much
analogue to eq 1. In addition to the averaged asymmetric ET in contrast, the negative diabatdG® value in 3" makes the
mode &), a second averaged symmetric mogleig necessary  bridge state the only minimum on the ground state PES yielding
to expand the PES in three dimensions. While the asymmetric a valence delocalized structure. As explained in section E, this
mode localizes the charge on one of the two terminal redox negativeAG® value is a consequence of the donor substitution
centers (triarylamine units), the symmetric mode localizes the of anthracene because anthracene itself has a much higher
charge at the bridge. Similar two-level, two-mode models have oxidation potential than triarylamines. An equally good fit to
been used quite successfully since 1980 by HéshSchatz!h 72 the experimental spectrum could also be obtained if two different
Piepho!® Ondrechert?4! and Zink’# For the construction of  reorganization energies of the triarylamine centered states were
the PES, we place two diabatic potential functions for the ysed for the asymmetric and symmetric coordinate, With=
triarylamine centered states augmented by quartic terms (weighteds000 cnt® being much higher thafy, = 3000 cnT?, while 1,
by the factorC)?""> at the corner of a triangle, while at the = 3000 cnt? has not been changed an@® = —1400 cntt
third corner the quadratic bridge state potential is placed. The has only slightly increased. This demonstrates that in the case
latter potential is shifted in energy versus the minimum of the of a valence delocalized bridge state minimum structure it is
triarylamine centered states WyG°. The quartic terms in the  the symmetric coordinate that dominates the spectral features
triarylamine centered potentials allow the potential curves to and not the asymmetric coordinate. In contrast to what one could
be more flexible. We chose different force constants (reorga- expect from Figure 3, the excited state PES has no double
nization energies)i(s) for the two different types of potentials  minimum, owing to the rather strong coupling. If a much smaller
(A1 for triarylamine centered states ahglfor the bridge state), coupling (e.g.Ver < 1000 cn?) is used for the PES simulation,
but each type has the same force constant for the two differenta double minimum, as indicated in Figure 3, appears.
modes (symmetric and asymmetric). Of course, different .
reorganization energi&sfor the two coordinates would physi- ~ Conclusions
cally be more appropriate but would also lead to too many In section A, we investigated the influence of different
variables to be optimized. The coupling between the two transition moments and transition energies on the electronic

triarylamine centered diabatic states was mediatedpyvhile coupling in the context of a three-level model without tight
2 4 2 4
Lot +y+oy ) _ v v
ll( s € Br v
2 2
Ver ,12[(% ~ x) +(—2‘/§ ~ y) ] +AG® —¢ Var =0 (5)
1-x)+C(1—0*+y*+ Cy*
Vi Ve, l][( N+ -0 Y+ G
1+C
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TABLE 2: ET Parameters for 1+, 2%, and 3" in CH,Cl, from the GMH Analysis and PES Fits

Vg2lcm™t Viv¥em? APlem?t C ALlemt AG°blemt AG* ¢cmt
1* (IVi3l + |V2g])/2 = 1070 Vi, = 1000 8500 0.2 3800 7600 1050
2+ (Vi3] + [Vag))l2 = 1270 Vi, = 1910 7400 0 9200 900 501‘30
178
3+ [Vio = |Vig) = 1660 Vs = 430 3000 0 3000 —1900 0

2420 cnt. P £500 cnrt. € 4100 cntt. ¢ Minimum energy of the bridge state.
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Figure 6. vis/NIR spectra ofl*, 2, and3" in CH,Cl,, deconvolution by Gaussian bands (dotted lines) and band fit (solid squares and solid

circles) as described in text.

binding approximation. The most important outcome is that the induced solely by bridge state modification, not by modifying
much simpler two-level model is a good approximation only if the conjugation length or the conjugation type.

the ratio of the adiabatic dipole moment difference between the

We used the three-level GMH theory to extract the electronic

terminal states and the sum of the two transition moments couplings from the above-mentioned AM1-CI calculations. We

associated with the bridge stat®uad(|uanl + lugol), is larger
than a threshold value depending pg. and the transition
energies. Becauged Auag approximately screens the amount
of charge localizatiori® this implies that the two-level model
is only applicable to MV compounds in the Robibay class

also performed the GMH transformation on the experimentally
observed data complemented by the AM1 computed values
where no experimental data are available. This analysis supports
our above-made statement that the two-level model is a good
approximation only ifAuag is much larger thafuasl + |ugol-

Il with strongly localized redox states if qualitative correct values For the symmetrical anthracene bridged sys@mwe also
are desired. Even in the case of an energetically high-lying presented a coupled two-level model applying the tight binding
bridge excited state, the influence on the electronic coupling approximation which is a reasonable approximation to the full
can be substantial if the transition moments associated with thisthree-level treatment.

bridge state are comparatively large (smlag/(|uanl + |tgnl)

In section C, the experimental vis/NIR spectra of the

ratio). In most practical cases, the transition moments to bridge anthracene bridged systedt in CH,Cl, and in MeCN show a
states are unknown because these bands strongly overlap witldramatic solvent influence. The analysis of the vis/NIR spectra

other bands or are completely hidden.

revealed that the anthracene bridged system is symmetrically

Using AM1-CI computations in section B, we studied three delocalized only in the weakly polar GBI, but asymmetrically

different bis(triarylamine) radical cations with varying bridge

localized in the polar MeCN. Solvent induced symmetry

units. We found that the positive charge is more localized at breaking has often been observed for neutral chromophores but
the bridge the stronger the electron donating effect of the bridge is unprecedented to such an extent for MV compounds to our

is. For phenylene as the bridge'}, the positive charge is main-
ly localized at one triarylamine unit, while, for 2,5-dimethoxy-
phenylene as the bridg2*), the charge is delocalized between

knowledge.
Using the electronic coupling evaluated by the GMH analysis,
we constructed the adiabatic potential energy surfaces for the

the bridge and one triarylamine moiety. Finally, for anthracene three bis(triarylamine) radical cations™—3* by using a
(3%), the charge is symmetrically delocalized over the anthracene semiclassical two-mode, three-level model. The potential energy
bridge and both of the adjacent arylethynyl groups. Comparison surfaces show a double minimum potential for the strongly
of these three systems demonstrates that delocalization can béocalizedl* (phenylene spacer) and a single minimum potential
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Figure 7. Ground state PES for (d)", (b) 2", and (c)3" derived from eq 5. The contour lines have a separation of 256.cm

for the symmetrically delocalize8" (anthracene spacer). This programé* The optimizations of all the structures were per-
delocalization effect is due to the relatively low diabatic bridge formed without symmetry restrictions in Cartesian coordinates
state energy/AG°®) of donor substituted anthracene. The radical by the eigenvector following (EF) method. Self-consistent field
cation 2™ with the 2,5-dimethoxyphenylene bridge displays a (SCF) convergence was achieved by Pulay’'s method. The
triple minimum potential where the bridge might serve as an configuration interaction included singles and doubles excita-
intermediate state for a hopping mechanism as the alternativetions (CISD) within an active orbital window comprising the
to a direct superexchange between the triarylamine centeredfour highest doubly occupied, one singly occupied, and three
states. lowest unoccupied orbitals. The solvent influence on the optical
In conclusion, our study demonstrates that both the spectralproperties was modeled by the COSMO method for a solvent
features and the PES can solely be tuned by bridge statewith ¢ = 2.0 and a solvent radius of 2.5 A at the CISD optimized
modification reaching from asymmetrically localized to sym- gas phase structures.
m_etricall_y _Iocalized and_ from a single min_imum potential to a Acknowledgment. We are grateful to the Deutsche For-
triple_minimum potential. For the particular case of the gopngsgemeinschaft for financial support and to Prof. M. D.
anthracene bridge, we showed that solvent induced symmetryeyton (Brookhaven National Laboratory) for a thorough
breaking has a dramatic influence on t_he spectral charactenst_lcsdiscussion on the three-level model.
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