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Utilizing a point-dipole interaction model, we present an investigation of the static polarizability and second
hyperpolarizability of fullerenes and carbon nanotubes by varying their structure. The following effects are
investigated: (1) the length dependence of the components of the static polarizability, (2) the static second
hyperpolarizabilities of g and Gy, (3) the symmetry effects on the static second hyperpolarizability, (4) the
length dependence of the components of the static second hyperpolarizability, and (5) the diameter dependence
of the static second hyperpolarizability. It is demonstrated that the carbon nanotubes exhibit significantly
larger second hyperpolarizabilities compared to a fullerene containing the same number of carbon atoms.
Furthermore, the calculations show that the carbon nanotubes have a much larger directionality of the static
second hyperpolarizability than the fullerenes.

I. Introduction of the semiconductor carbon nanotubes, the band gap may be
1,12,28
The family of carbon nanotubes is a new set of low expressed 43
dimensional structures which since their discovery about a [t|D
decade ago have generated much enthusiasm and scientific Boap= R 3)

curiosity due to their unique properties and potential applica-

tions1~27 Carbon nanotubes can be single- or multi-walled tubes with t equal to—3.03 eV. Having a series of carbon nanotubes
and, depending on the radius and folding, can exhibit metallic where the band gap is tunable within the infrared frequency
or semiconductor behavior. The structure of an individual range indicates an obvious candidate for a tunable detector
nanotube is given in terms oby, b,) which forms the chiral composed of pixels formed by 4@ 1 individual carbon
vectorK = birq + boro, and the vectors; andr, are the lattice nanotubes.

vectors of the graphite sheet. Many types of carbon nanotubes Potentially more important applications are expected within
can be generated by different combinations of the lattice the area of nonlinear nano-optoelectronic devices based on the
parameters, but two combinations are of general use: (1) thenonlinear optical properties of single-walled carbon nanotubes.

(by,by) type which is the arm-chair structure and (2) the @) Having a uniform electric field applied along the symmetry axis
type which is the zigzag structure. of the carbon nanotube is expected to lead to changes in the
The radius and the chiral angle of the nanotube are given refractive indexAn, wheren is the linear refractive index. This
by, respectively;11.12.28 is basically due to the Kerr effect where the change is given

by28
a .2 2 1/2
R=——(b;"+ b,” + b;b,) 1)
2o An= —2—;"%(3)(—@o,o,w)E2 (4)
and

wherey®(—w; 0, 0,w) is the third-order susceptibility and
J3b is the electric field. Assuming that the electric field is around
o= tan Y——2_ ) 10* V/cm and using the results from ref 22 we fiah > 0.03
2b, — b, which is substantial and comparable to that produced in
heterostructure®:28 Changes in the third-order susceptibility
wherea = /3D is the lattice constant of graphite and the of carbon nanotubes as a function of structural parameters may
nearest-neighbor distance is givenDy= 1.42 A. In the case  pe realized as a method of obtaining nano-optical switches by

engineering the nonlinear optical properties by a suitable
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based on carbon-based functional mateA&f8.0ne of these Representing a molecular system as a seNdatom-like
possibilities is centered around the use of optical devices whereinteracting particles, the induced atomic dipole momﬁi’ﬁ,is
the intensity dependence of the refractive index is used for all- given as
optical switching?® The performance of these devices depends
on the nonlinear optical properties of the materials used for the ind _
optical device. A basic motivation for these studies concerns e =
the realization of photonic devices that are able to perform
logical operations, switching actions, signal processing, and datawhere we utilize the definition ody ., the polarizability of an
storage at speeds beyond the ones seen in electronic devicesitom|; and yiqs,s, the second hyperpolarizability of atom
For the present and the nearby future it is expected that nonlinear The vector sum of the external field and the electric fields
materials will play an important role for the technological from all other atoms gives the total electric fiefdy, at atoml
advances within photonics. '

The crucial nonlinear optical property of the material is the
nonlinear response to an electric field given by the macroscopic E%=E+ Z'I’ff)ﬁy e 7)
third-order optical susceptibility®. The corresponding micro-
scopic third-order nonlinear optical property is the molecular
second hyperpolarizability, and suitable candidates for optical where the interaction tensor is given as
components have large valuesyo31-32The general viewpoint
concerning the atomistic design of new nonlinear optical T® 3R|J,ﬁR1J,y _ 5;5«/
materials is that it is crucial to understand the detailed electronic gy Fqu RRJ

structure of the materiaf§:34
The calculations of fourth-order molecular properties are . .

carried out routinely for small to medium-sized molecular Wrg“:‘tR”i'Srfhe dlrztiz;n(;e benr:]veerrll ar:?m??r?‘]gin?ﬁm d\?notters

systems. High-accuracy electronic structure calculations includ- & Aad.;sa tco_o f?\(;z_cot lpc: tﬁ cl) t? f's|3 ie eﬁ ot.

ing a large degree of the electronic correlation of fourth-order b : .e(rjen wz\évptom !Sb?e € detﬁ:C t;'c 'i a eaéc a (Zimth

molecular properties are presently limited to molecules contain- € an independent variable, an revy we may expan €

ing a small number of atoms besides hydrogen atoms. On thedtomic induced d;pole moment in a Taylor expansion in terms

other hand, HartreeFock and density-functional theory (DFT) of relay .tensoré. Thereby, the mo_lecular 'n.dUCEd dipole
moment is the sum of the atomic induced dipole moments
and by assuming that the external field is homogeneous, i.e.

calculations of higher order molecular properties for large
molecular systems have appeafed; but ab initio calculations . X

y PP ESs = E;“for all J, we are able to write the molecular induced
di pole moment as

| of Elot 6'}/| oByd Etot Etot Etot (6)

(8)

of vy on systems containing several thousands of atoms have—J
not been presented.
Molecular mechanics models based on classical electrostatics
or additive approaches are from a computational point of view md = B(z) ext 4 ( B® EEXtEeXt
many orders of magnitude faster than the corresponding*‘® Z ) E ; 19K afy) B
guantum chemical methods, and they are of general interest
when considering nanosized systems. Additive methods based - (4) extext—ext
on atomic parameters have been used for the isotropic part of ( ;LB”KL’“M&)E‘S EE + )
the molecular polarizability®-3° Additive approaches have also

been utilized when modeling the static and frequency-dependentyye are able to identify the molecular (hyper)polarizabilities by

polarizability tensor of organic molecufés* and the second  comparing the expressions in egs 5 and 9. We obtain the two-
hyperpolarizability*® Point dipole interaction (PDI) modéfs“6 atom relay tenSOfB.(i)aﬁ, as

represent alternative models for obtaining molecular properties
where sets of atomic polarizabilities, interact with each other
according to classical electrostatics. Investigations based on the Bu = q, (00,5 + T@ B s %)0 (10)
PDI model have appeared for polarizabiftfy5* optical rota- S A Z 79BK27)

tion,%>%6 Raman scatteringy;>8 absorptior?®° circular dichro-

ismf8L62and hyperpolarizabilitie®®-6¢ Additional developments  which in matrix notation is obtained &8

of the PDI have considered the effects of the damping of

interatomic interaction&!67-70 B = (ot — T@)1 (11)

Il. Theory Using the scheme by Sundbéfgye obtain the three- and four-
The induced dipole momeny‘(’jd, of a molecular system  atom relay tensors. As demonstrated in ref 66, the four-atom

subjected to an external electric fieIEZX‘, is written a&l72 relay tensor for a system of spherically symmetric particles may

be written as

ind mol—ext mol —ext—ext 1 mol —ext—ex ext
o' =g EFN+ ﬂaﬁyEy BT+ SvapeEs B B+ (9) o o o
BI\]KL apye ;yM A/WSBML S()BMK vyBMJ,MﬁBMI Ao (12)
where we have used the Einstein summation convention for
repea_ted Greek subscripts and thg moIeCLr#I;\r response pmpert'e\f/hereéﬁ)&ﬁ is defined as
are given by the molecular polarizabilitg,,;'; the molecular ’

first hyperpolarizability, 2;" and the molecular second
mol

hyperpolarizabilityags,, where o, 8, y, & denote Cartesian Uaﬂ = 01y0p + ;ZTFK o I(<23)yﬁ (13)
coordinates.
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mol

Finally, the molecular polarizabilitye.,;, and molecular

second hyperpolarizabilitwg}?y'é, are given as

N
ags =y B (14)
and
N
I
V?[?ya = ;BI(\?F)(L,aﬁyé (15)
|

For further details on the theoretical background, we refer to
our previous work

An improved model is obtained if the contributions from a ) )
smeared-out charge distribution is included in terms of a Figure 1. A[5,5] nanotube with 100 carbon atoms. The atoms in the
damping of the interaction in eq 5 by modifying thg s unit cell are displayed as spheres.
tensor®”:68 The damping of the interactions arises from the
overlap of the smeared-out charge distributions, and the model
used here is obtained by considering the overlap between two
Gaussian charge distributioffsWe obtain the damped interac-
tion by modifying the interaction tensors as

0,0 = VV(é) (16)

which is equivalent to replacing the regular distafgeby a
scaled distanc&; and analogousifR« by Sj« in the regular
formulas for the interaction tensor. We utilize the following
scaled distancé

Sy=,/Ro+ & (17)

whereay; is given byay; = ®,®)/(D, + dy), and  is the

damping parameter for atoincorresponding to the exponent scales linearly with the length of the tubeThereby, we have

in a Gaussian function describing the charge distribution on demonstrated that it is possible to use atomistic models to

atoml. calculate electronic response properties at all relevant length
Structures and Parameters We have obtained the structures ~Scales.

of the small fullerenes and nanotubes at the PM3 level from

refs 52 and 74 where the carbon nanotubes have a uniform bond!l- Results

length of 1.42 A. The atom-type parameters for the calculation | Figures 1 and 2, we present the structures of the open-

of hyperpolari_zabilities using the interaction mo_del are taken ended [5,5] and [9,0] carbon nanotubes. Results are presented
from our previous work*®%7>Our previous work is based on  for the average polarizabilityg, given as

a large number of quantum chemical calculations at the SCF

level of the electronic contribution to the hyperpolarizability _ 1

tensors; however, theparameter for carbon used in our studies & = 300 + 0y + ) (18)
of carbon fullerenes and nanotubes has been chosen so that the

model reproduces the correct second hyperpolarizability for the the average hyperpolarizability, given ag®

Ceo fullerene moleculé® The parameters used in this work are

oc = 9.312 au,®c = 0.124 au, and/c = 1600.0 au, and in 1

our previous work we have demonstrated that these parameters V= _Zyaaﬂﬂ t Vopap T Vappo (19)
give reliable results for polarizabilities and hyperpolarizabilities 15%

of fullerenes and nanotub&%%6.75The performance of the PDI
model has been considerably better than the computed hyper
polarizabilities from various semiempirical methods and the
discrepancies compared to the computed molecular hyperpo-
larizability using quantum chemical calculations are generally
around 10% and in all cases below 36%mprovements of

the PDI model are connected to the availability of performing
very accurate quantum chemical calculations routinely on
medium-sized molecules and therefore provide more accurate
parameters for the PDI model. We have previously demonstrated

that an atomistic model can be used for calculating molecular ﬂ =o®—-C exp(— ﬁ) (20)
hyperpolarizability of carbon nanotubes up to a length where N NS

Figure 2. A [9,9] nanotube with 108 carbon atoms. The atoms in the
unit cell are displayed as spheres.

and for the individual componentsy, 0zz Yzzzz Yxox aNdyxxza
where thez axis is directed along the tube and thexis is
perpendicular to the tube.

A. Saturation of the Static Polarizability for Large
Nanotubes.Figure 3 exhibits the length dependence of the static
polarizability per unit cell for the [5,5] and the [9,0] carbon
nanotubes. The results faf®! for the [5,5] and [9,0] nanotubes
have been characterized by fitting the results to the expression
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Figure 3. Static polarizability per unit cell for [5,5] and [9,0] nanotubes
as a function of the number of unit cells (in 1000 au) by increasing the
length of the tube. The symbols] and &) denotezzcomponent and
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TABLE 2: Mean Static Second Hyperpolarizability for C g
and Cyg (in au)

method Go Cno  Ci/Ceo ref
PDI 115198 145496 1.26 this work
SCFH—RPA 109198 149701 1.37 "basis set: 6-3t+G
MNDO/PM3-FF 49834 89741 1.80 80
AM1/valence-FF 49040 108206 2.20 81
NDDO/PM3-FF 64328 120913 1.88 82

lengths obtained for the oligomers are between4—4 nm, in
comparison to~4.5 nm obtained for the carbon nanotubes in
this work. If o, is considered, a value o238 au/A is found

for both types of nanotubes compared with the values for the
conjugated oligomers which vary betweeB3 au/A and~85
au/A. It is noted that the asymptotic limit of the polarizability
for the carbon nanotubes is significantly larger than that of the
oligomers. In our previous work on the saturation of the static
second hyperpolarizability of carbon nanotubes we found a
saturation length of7.5 nm, almost twice the saturation length

mean value, respectively, for the [5,5] nanotube. For the [9,0] nanotube for the polarizability’> This behavior has also been observed

(m) denote thezz component andd) the mean value. The symbols
(+) and @) denotexx component for the [5,5] and [9,0] nanotube,
respectively. Solid lines are the plot of the corresponding fit.

TABLE 1: Fitting Parameters for Characterizing Mean
Value and Individual Components of the Polarizability for
[5,5] and [9,0] Carbon Nanotube8

mean 7z XX
[5.5]
Nsat 20.224+0.92 18.53+ 0.99 10.9%+0.90
o 282.29+ 0.75 571.5A 3.06 137.63:0.33
C 104.54+ 3.1 384.99+ 13.83 40.48+ 2.65
(9.0]
Nsat 23.63+1.10 2174117 12,78+ 1.08
o 254.284+0.70 512.59% 2.86 125.16+ 0.32
C 93.57+ 2.83 346.66+ 12.5 37.95+ 2.56

a All parameters are in au.

used by Schulz et al. to characterize the saturatics™sfand
ymol of organic oligomerg? The parameten® represents the
asymptotic value and\s® represents the onset where the

for e.g. polyacetylené’

B. ¥ for Ceo and Cyro. ¥ of the Gso and Go structures are
presented in Table 2 which contains results from the present
work, ab initio calculations, and semiempirical calculations.
Generally, we observe that the PDI and the ab initio results are
in good agreement, where&scalculated by different semi-
empirical methods differ significantly. We have not compared
with experiment results since results only exist for the condensed
phase, and it is nontrivial to compare calculations on the isolated
system with experimental condensed phase valties.

In the case of g, the semiempirical results underestimate
the magnitude ofy by a factor 2.19, 2.22, and 1.70 for the
MNDO/PM3-FF, AM1/valence-FF, and NDDO/PM3-FF semi-
empirical methods, respectively, as compared to SRPA
calculations. The PDI result forggis a factor of 1.05 larger
than the SCFRPA results which reflects a relatively good
performance of the PDI calculations.

For Gy the semiempirical results fop are in closer
agreement with the ab initio calculations and the PDI results.

saturation starts. The parameters for all the fits are displayed in The ratio between the semiempirical results and the-SRIFA

Table 1 and are plotted with solid lines in Figure 3.
The static polarizabilities of the two families of carbon

results are, in the same order of semiempirical methods as above,
1.67, 1.38, and 1.24, respectively. The PDI calculation provides

nanotubes reach their saturation levels at lengths of less thana 7 that is a factor of 0.97 smaller than the SERPA results.

100 unit cells. This observation holds for both the parallgl
and the perpendiculax components with the latter components

Based on the performance of the semiempirical calculations
in relation to the results from the SEIRPA calculations of,

reaching their saturation levels earlier. The largest increases ofwe do not consider the semiempirical results to be sufficiently

the polarizabilities with respect to the length of the carbon

reliable neither for absolute values nor for scalability of the

nanotube are given by the parallel components. In comparisonphysical size of the investigated systems. On the other hand,
to our previous work on saturation length for the static second the PDI results foi indicate a reliable and inexpensive method

hyperpolarizability of [5,5] and [9,0] carbon nanotulieshe

for calculating hyperpolarizabilities both with respect to absolute

static polarizabilities reach their respective saturation levels at values and size-dependent changes of the magnitudes of
much shorter lengths of the nanotubes. From Figure 3, itis seen C. Symmetry Effects ony. From the investigation of the

thatawy per unit cell decreases slightly with respect to the length
of the tube, whereae,, increases. For the longer tubes, the
polarizability per unit cell resembles the cells in the middle of

symmetry of the tube, it is observed from the calculations
presented in Table 3 thatdepends strongly on the number of
open ends of the carbon nanotubes. The closing of one end of

the tube. For the smaller tubes, it resembles both the cells ina tube leads to a substantial decrease in btk and y;zz»

the middle and in the end of the tube. In the middle of tube the The decrease of,.,,from open to half-closed or fully closed is
electrons are delocalized much more along the tube than4% and 34%, respectively. Foxuwy the decrease amounts to
perpendicular to the tube compared with electrons in the end 6% and 41% for half-closed and fully closed nanotubes,
of the tube. Therefore, it is expected that the polarizability should respectively. The average hyperpolarizabiljtydiminishes by
increase along the tube and decrease perpendicular to the tubes% and 38% from open to either half-closed or fully closed

Similar trends have been observed for molecular complekes.

nanotubes, respectively.

The scaling parameters obtained for the nanotubes can be Comparing the two different nanotubes [5,5] and [9,0] reveals
compared with the characterization of a series of conjugated for open nanotubes that the perpendicular component are almost

organic oligomers carried out by Schulz et alhe saturation

equal, whereas the parallel component for [5,5] nanotube is
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TABLE 3: Symmetry Effects on the Static Second " ' ' ' ' '

Hyperpolarizability for Small Nanotubes (in 103 au)? E 1600 - ]
(=3

Y xxxx Yzzzz Y )7/N g 1400 J
B

5,502 245.34 653.79 366.25 4.07 ool ]
5,514 229.96 629.06 347.36 3.86 g

5,5 145.50 430.84 226.30 2.51 g 1007 T

19,005 245.65 603.25 350.48 3.89 & ol ]
b=l

a Subscript indicates number of carbon atoms in the nanotube and§ 600 | ]
w0

superscript indicates number of closed ends. Zlais is along the

tube and thec axis is perpendicular to the tube. 400 - 4
. . . . . . : 200 | i
1200 P
’é‘ e 0 1 L L L L !
S [5,5] [6,6] [7.7 [8,8] [9.9] [10,10]
S 1000 - .
E X/ Armchain nanotube
3 800 | PLE Figure 5. Static hyperpolarizability for small armchair nanotubes as
E a function of the number of carbon atoms (in 1000 au) by increasing
B el i | the diameter of the tubex( yzzzz (+) Yoo and &) y.
& o ) g P 1800 — ; ; : ; : ; : ; ;
400 | e - B ol |
200 | o z 400 1
:f: 1200 - E
50 60 70 80 90 100 110 % 1000 - i
Number of C-atoms é: 800 -
Figure 4. Static hyperpolarizability for small fullerenes and [5,5] §
nanotubes as a function of the number of carbon atoms (in 1000 au)s 600 - ]
by increasing the length of the tubex) y....for [5,5] nanotubes, 00 | |
(+) yxx for [5,5] nanotubes,#) y for [5,5] nanotubes,l) y.;,for
fullerenes, Q) yxxx for fullerenes, and®@) ¥ for fullerenes. 200 - J
about 8% Iarger than for the [9,0] carbon nanotube. The [9,0] [10,0] [11,0] [12,0] [13,0] [14,0] [150] [16,0] [17,0] [18,0]
difference iny between the two types of nanotubes is less than '
5%, and also fo/N the difference is less than 5%. _ ' S _Z‘g'”gm““be
D. The Static Hyperpolarizability for Nanotubes and Figure 6. Static hyperpolarizability for small zigzag nanotubes as a

function of the number of carbon atoms (in 1000 au) by increasing the

Fullerenes.In Figure 4, we present the static hyperpolarizabili- diameter of the tube.x) Yswe (+) o, and &) 7.

ties for small fullerenes and [5,5] carbon nanotubes as a function
of the number of carbon atoms. Generally, fhg,component
for the [5,5] nanotubes is about 50% larger than {he,
component for the fullerenes containing the same number of
carbon atoms. They component for the [5,5] nanotubes
increases by~20%, whereas for the fullerenes the increase is
larger and around 50%. For a given number of carbon atoms,
y is significantly larger for the nanotubes than for the fullerenes,
and the difference increases with the number of carbon atoms.
Carbon nanotubes provide for a given number of carbon atoms
a much larger hyperpolarizability along the length of the
nanotube. Carbon nanotubes have a directionally governed
hyperpolarizability. We have shown that the PDI model provides static hyper-
E. Diameter Effects y. The dependence of the static polarizabilities for Go and Go that are comparable to ab initio
hyperpolarizability on the diameter of the tube is presented in wave function methods. Additionally, the scaling of the hyper-
Figures 5 and 6 for a series of armchair ([5;5]10,10]) and polarizability going from Go to Cyg is reproduced well by the
zigzag ([9.0]— [18,0]) carbon nanotubes with the same length. PDI model.
The length of the armchain tubes are 9.8 A and for the zigzag Furthermore, the PDI model demonstrates the significant
tubes 8.5 A. For both series of carbon nanotubes,thg: decrease of the static hyperpolarizability as the carbon nanotubes
component increases strongly as the diameter is increasedare closed in one or two ends. The static hyperpolarizabilities
through the addition of carbon atoms, a larger diameter relatesare significantly larger along the tube for the [5,5] nanotubes
to a larger number of carbon atoms perpendicular to the lengththan for the [9,0] nanotubes, whereas the perpendicular com-
of the carbon nanotube. For the armchair carbon nanotubes, thgoonents are of similar magnitude.
perpendicular componempiyxbecomes larger than the parallel Compared to our previous work on saturation lengths for
component for the [10,10] nanotube. In the case of the zigzag hyperpolarizabilities of carbon nanotub@sye have demon-
carbon nanotubes, thexxx becomes larger than the,;,, strated here that the static polarizability reach their saturation
component for the [14,0] nanotube. According to eq 1, the levels at much shorter lengths of the tubes.

[10,10] has a diameter 6¢13.5 A and the [14,0] a diameter of
~11 A. Therefore, for both tubes the diameter of the tube has
to be larger than the length of the tube before the perpendicular
component becomes more important.

Extending the diameter for a given family of carbon nano-
tubes provides not only a substantial increasexiny but also
a large increase iny;;z; which leads to thaty increases
remarkably with the number of carbon atoms.

IV. Conclusion
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We have performed a comparison between the hyperpolari-
q 195-242.

zabilities of the small fullerenes and the [5,5] nanotubes. For
given number of carbon atoms the hyperpolarizabilities of the

Jensen et al.

(31) Kanis, D. R.; Ratner, M. A.; Marks, T. Chem. Re. 1994 94,

(32) Bradas, J. L.; Adant, C.; Tackx, P.; Persoons, A.; Pierce, B. M.
Chem. Re. 1994 94, 243-278.

carbon nanotubes are larger than the ones for the fullerenes. It (33) Karna, S. PJ. Phys. Chem. £00Q 104, 4671-4673.

is also clear that the nanotubes have a much larger directionality

of the second hyperpolarizability tensor.
Finally, we have shown the effects on the hyperpolarizabilities

(34) Bernholc, JPhys. Todayl999 30-35.
(35) Jonsson, D.; Ruud, K.; Taylor, P. Romput. Phys. Commu200Q
128 412-433.
(36) van Gisbergen, S. J. A.; Schipper, P. R. T.; Gritsenko, O. V.;

of increasing the diameter of armchair and zigzag nanotubes.Baerends, E. J.; Snijders, J. G.; Champagne, B.; KitmarRt§s. Re.
The hyperpolarizabilities increase with larger diameter where Lett. 1999 83, 694-697.

Yxxxx ObViously increases the most by, also increases. In

(37) van Faassen, M.; de Boeij, P. L.; van Leeuwen, R.; Berger, J. A,;
Snijders, J. GPhys. Re. Lett. 2002 88, 186401.

the case of the zigzag nanotubes the crossover (the diameter (38) Denbigh, K. GTrans. Faraday Socl94Q 36, 936-948.

where yxxx > Vzzz3 occurs for smaller diameters than for the
armchair nanotubes.
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