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Attachment and Solvation of the H Dopant: Structures of Ne;H™ and Ar,H~ Clusters
from Energy-Optimizing Calculations®
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The structural properties and the energetics of clusters of argon and neon atoms containing the atomic impurity
H~, NeH™, and ARH~, with n varying from 9 up to 25, are examined. The same calculations are also carried
out for the corresponding neutral homogeneous clusters.aN@ Ar. The results of the calculations, the
physical reliability of the present modeling of the interactions, and the similarities, as well as the differences,
between the anionic and the neutral complexes are discussed in some detail. The emerging picture shows that
the dopant atom Halways locates itself outside the Nmoiety without significantly affecting the overall
geometry of the cluster, while on the other hand, thgHArand A+, clusters present very similar structures

in which the H dopant replaces one of the inner Ar atoms and therefore becomes fully “solvated” within the
cluster.

I. Introduction undergoing solvation in a macroscopic solution; therefore, their
he i . Il ionic cl involvi study offers a realistic, but simpler, analogy that can help us to
o e e s e e e e e g TSt ariric solvaton e moleclar ekabe
. y . ! htyé . likelihood for anionic solvation to occur is strongly influenced
theoretical and the expe_nmentgl VIEWpOI .I_n_ the experi- at the microscopic level by the interaction between the negative
mental® and the theoreticl'® views, the positively charged 5, v— and the first few solvent species surrounding it.
argon clusters (A)* and the corresponding protonated ag- In two of our previous papers, we studied the structure and

" >
gregates (AH)* are known to consist of an arrangement of the energetics of the smaller (M&)” and (AryH~ clustersi32

neutrgl, or almost neutral, Ar atoms, which are bqund by with n up to 8, making use of high accuracy potential energy
polarization forces and, to a lesser degree, by dispersion forces

i ; o> ; curves (PECs) for the RgH™ anion interaction8® We used
to a moiety over which the majority of the charge residesy][Ar -
or [Ar¢H]* with k (K ranging from 2 to 4 (1 to 2), depending both classical and quantum methods and found that the H

. . impurity, owing to the specific features of the two-bod
on the cluster size and on the method employed to characterize purty g b y

. otentials employed, always locates itself outside the Rg cluster
them. Analogous results have been obtained for the,){Ne b pioy Y 9

. . . and, therefore, has no tendency to solvate the anionic species

21 25 ! ! ’

clusters, for Wh'.Ch the_ t_heoretléét and the experlmen_t?ér . . at least for clusters of the size that we considered there. We
data converge in defining as the charged core the dimeric unit

. also examined the lowest energy structures for the corresponding
+.
[Nﬁf] ) theytatll sthhow, hO\t/ve;/er, v%ry'\(lmffelrentt strukc):tural fea’E[LrJ‘res homogeneous neutral counterparts, i.e., (N&)d (Arh:q, to
with respect 1o the neutra Amn _N@ clusters because the compare and contrast the anionic clusters and their correspond-
interaction potential between the ionic core and the other Rg

i . I than 3 ord ¢ itud ter th ing neutral species. The overall picture obtained for those
atoms is usually more than 3 orders of magnitude greater ansystems was as followid:32

that between argon or neon atoms in the neutral aggregates. (i) In the ab initio calculations (MP2 with a AUG-cc-pVTZ
Indeed, for cationic clusters, a stable molecular species is usually, _*: !
formed inside the clustéf. On the other hand, a behavior more ba3|s_ se_t) that we car_rled out there, the many-body (MB)
. ) - contributions affect the final energy only by a small percentage
similar to that of the neutral aggregates is shown by argon and d hardlv aff he final . hen looki
neon clusters in the presence of an anionic impurity {Rg) and hardly affect the final geometries, even when looking at
the (ArjH complexes, so that it becomes physically reliable

(where Y stands both for atomic and molecular species). As : . L
" . . o model the global interaction forces within each cluster as a
compared to these, the positive charge is more delocalized an L -
sum of pairwise potentials.

both experimentd#2° and theoretical-28:3%-32 evidence concurs i Within th - tential model timated th
in indicating that the excess negative charge is largely preserved (i) Within the pairwise po entia’ model, we estimated the

on the Y subion, the latter being not much structurally quantum effects on.nu'clear motion py means of diffusion Monte
perturbed with respect to the isolated species. These aggregategarlo.(DMg) atnd d|slir|buted Gau_ssuan fl_Jt?]ctt;]onsl(DQF) lcalllcula-t
are of particular interest because, as we shall see below, mucH'Ons In order to m_a € a comparison wi € classical, lowes
weaker forces are at play; therefore, such complexes are€Nergy structures: even if we found appreciable zero point

governed by comparable strength of interactions between the&Nergy values for all of the clusters_, we could also show that
ssolute” with the “solvent’ atoms and the latter units among the nuc_lear ground state wave fun(_:tlons of these systems were
themselves. This is also what usually occurs in chemical speciesd.elocallzed about maximum dens_lty value_s gorrespondlng to
distances very close to their classically optimized geometries.
 Part of the “Gert D. Billing Memorial Issue” (i) From both the quantum and the classical calculations,
*To whom correspondence should be addressed. Fa@9-06- we found that in the neon clusters, the dopant atormakvays

49913305. E-mail: fa.gianturco@caspur.it. locates itself outside the (Nemoiety without significantly
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affecting the overall geometry, while in the argon aggregates,
the H™ impurity in the anionic clusters (Af)1H™ locates itself
in such a way as to exactly replace one of the outer Ar atoms
at its location in the neutral counterpart complex, ¢Ar)

Given these facts, in the present work, we intend to focus
our attention on larger (Ng)l~ and (AryH™ clusters, with 9<
n < 25, using again the pairwise potential model to describe
the global interaction forces and a classical method for the
energy-optimizing calculations, to verify whether the #bpant
undergoes solvation into these clusters or still remains outside
the core. We will also look at the corresponding neutral,
homogeneous species (Ngnd (Ar), in order to check the
similarities and the different features that appear when a negative
ion impurity is inserted into a neutral neon/argon cluster. This R VECE I i
could help one to obtain a clearer picture for the relative atomic R/au R/au

locations and the distributions of the net charges among the Figure 1. Left panel: ground state PECs for Neolid line) calculated
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Ne/Ar complexes and the H species by looking at the
positioning of the H impurity with respect to the NgAr,+1
moiety.

The following section describes the interaction potentials for
the anionic species and for the neutral dimers, while in section
Il we describe the procedure for the calculation of the lowest

energy structures of the anionic and the neutral clusters. We

present our results in section IV while the last section sum-
marizes our conclusions.

Il. The Interaction Forces

The initial quantities that we need to know are the interaction
potentials for the diatomic systems Nér,, NeH™, and ArH".
For Ar,, we use the PEC calculations based on the Fang
Toennies (TT) modet} which requires five parameters: the first
three are the leading dispersion coefficiefts, while two more
parametersi andb, describe the repulsive potential according
to the following formul&®

5 CZn
Vir(R) = Ae ™= f(bR— (1)
& R

wheref,, is the damping function. The equilibrium distance
and the well depth so obtained are in excellent agreement with
the highly accurate ab initio calculations of ref 36 and with the
earlier semiempirical results of Az#Z.The Ne ground state
potential has been calculated with the CCSD(T) method, carried
out using a 240 orbital expansion within an optimized basis set
(10240), which contains a 3s3p2d1flg set of mid-bond func-
tions38 This potential is in good agreement with the very recent
experimental or obtained from the map of the rovibrational

in ref 38 and NeH (dashed line) calculated in ref 33. Right panel:
ground state PECs for Afsolid line) calculated in ref 35 and ArH
(dashed line) calculated in ref 33. The energies are intcand theR
values are in a.u.

equilibrium distances, at around 7.1 au, are practically the same.
The potential wells of ArH and NeH are mainly caused by
the dipole moment induced on the Ar and Ne atoms by the H
ion. This charge-induced dipole interaction has art Rng-
range behavior. The long-distance interaction of this system
therefore goes to zero much more slowly than the usual
dispersion forces that vanish as®and which characterize the
long-range features of the Aand Ne curves. Indeed, we can
note from that figure, comparing the left with the right panel,
that both curves for the neutral dimers become negligible after
12 au, while the ArH potential keeps nonnegligible values over

a consistently broader range of interatomic distances with respect
to the NeH interaction. It is this interaction that will also shape
the minimum energy region of the curves since it is directly
proportional to the Rg atomic polarizability: this explains the
much greater value of the well depth for Arhdvith respect to
NeH™, the polarizabilities of Ar and Ne being 11.08 and 2.669
au?0 respectively.

Standard ab initio methods quickly reach the limit of their
applicability with clusters containing only a smallish number
of atoms. Various alternative techniques have therefore been
devised in order to have realistic, but easier to achieve,
descriptions of the interaction forces. Given the great difference
between the electron affinity of H (72.77 kJ mglas reported
in ref 41) and Ne and Ar atoms-@9 and—35 kJ mot 1,
respectivel§?), we can guess that in the R4/ clusters the
negative charge will reside essentially on the H atom; hence,

energy levels of the ground state and determined from high- We could make the assumption that the global interaction

resolution spectroscopic measurements ofIth@j — X 0F
transition in a vacuum ultraviolet around 16.8 eV. The

potential in those systems should be correctly described by just
a sum of pairwise potentials, neglecting the MB effects, as we

ArH- and NeH PECs have already been computed at the verified in refs 31 and 32 for the smaller clustersup to 8).
CCSD(T) level using basis sets containing 167 and 143 orbitals, This means that we can approximate the full set of forces as
respectively, and the calculations were carried out with all of the individual interactions betweertand the relevant number

the electrons being correlated within the expansfdn.Figure

1, we sketch all interaction potentials: as one can immediately
see, they show very different features. In fact, in the neon case
(see left panel of Figure 1), the N&le well depth differs by
less than 10% from the NeH™ one, the neutral dimer being
more stable{28.51 and-26.36 cnt?, respectively), while the
equilibrium distances differ by about 2.8 au, with the-Né~
minimum reached at 8.7 au and the-N¥e one at 5.86 au. On

of Rg atoms. Thus, for a generic R4, cluster we can write

n
Vior = Z
=

in which the first term is the sum of the interactions in the RgH

n
i ij
Virg-+- T _ElV(Rngg)
i=

i<j

)

systems for which we employed the calculations of ref 33, and

the other hand, in the argon case (see right panel of Figure 1),the second term is the sum of the interactions between two

the Ar—H~ potential is more than 2.7 times that of the neutral
system 272.97 and—99.75 cntl, respectively), but the

neutral Rg atoms for which we used the results of refs 35 and

38. We shall also employ the same modeling of interaction
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Figure 2. Left panel: Mulliken charge analysis for the M clusters.
Right panel: Mulliken charge analysis for theAr clusters. In the
lower part of each panel, the fraction of the charge on the H atom is
shown for each complex with up to 25. In the upper part of each
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dynamics calculations, which included the effects of the MB
terms and found structures similar to those that we obtained
for ArpH™. They also confirmed that the MB terms are more
important for getting good agreement with experimental values
that involve electronic structure properties such as the electron
affinity, rather than affecting the actual cluster geometries as
given by the pairwise potential models. Interestingly enough,
these H-doped Rg clusters give us the opportunity to explore
two paradigmatic cases as far as the interaction potential between
the constituting diatomic pairs is concerned, as we shall further
discuss below.

I1l. Calculations of Cluster Structures

Having set up all of the necessary interaction potentials, the
next task is to employ them for geometry optimization studies.
We use cubic splines to fit thég, , and Vg, gy terms of
egs 2 and 3 in order to have an analytic representatidfy®f
and then write down its first and second derivatives. The total

panel, the average values of the fraction of the charge on the Rg atomsyotential in each cluster is described by the sum of pairwise

are reported along with their statistical standard deviation. The charg
analysis is carried out on the geometries of the lowest energy structure
optimized using pairwise potentials and classical optimization.

e

forces to describe the corresponding neutral, homogeneaus Rg
clusters, i.e., we shall write:

n
o
VIE= S Vi g )

i)=1

i<j

Their analysis and comparison will be given below, along
with our discussion for the anionic clusters. With the modeling
of Vroras in egs 2 and 3, we are neglecting the MB interaction
terms. While for the neutral aggregates this approximation is
known to give a fairly good description of the systetimore
attention has to be paid when looking at the larger aggregates.
To probe the physical reliability of choice (2) to describe anionic
clusters, we carried out the Mulliken charge analysis on the
geometries of the optimized lowest energy structures for the
RgH™ clusters (which will be discussed in detail in section
IV) that were obtained first by using the pairwise potential model
and the classical optimization described in section Ill. Our
calculations of their charge distributions were obtained with the
GAUSSIAN 98 program packadé,as reported in Figure 2.

In the left panel of that figure, the analysis for the,Ne

=

otentials, and searching for the global minimum on this
ypersurface will give us the lowest energy structure for each
aggregate. All of the classical minimizations were carried out
via the OPTIM cod# implemented by us for our potentials,
generating the potential’s first and second derivatives in
Cartesian coordinates to yield the analytic expressions of its
Hessian. The basis of the method is the introduction of an
additional Lagrange parameter into the optimization framework
that provides simultaneous minimization of all of the dimensions
(see ref 46 and references therein). All searches were conducted
in Cartesian coordinates using projection operators to remove
overall translation and rotatigif. Analytic first and second
derivatives of the energy were used at every step. The energy
change corresponding to the optimal step witkr Fi /(4; — by)

[4 — (L2)b]F?
AE — 4)
(4 — b)

where thel; is the Lagrange multiplier for theth degree of
freedom, b is the i-th Hessian eigenvalue, ani; is the
component of the gradient along the direction of the corre-
sponding Hessian eigenvector. We must now selettsaich
that (1/2p; — A4; > 0 for minimization and (1/4) — 4; < O for

aggregates shows that the negative charge resides completelynaximization, andi; — 0 for F; — 0, so that the Newton

on the H atom (lower graph) and that even for the larger values
of n, the Ne atoms remain, on the average, neutral (see the
standard deviations in the upper graph). The same Mulliken
analysis is made for the Ar complexes (see the right panel of
Figure 2), where we report the mean values of the fraction of

the charge on the different atoms along with their statistical

standard deviations as a function of the cluster siz&lso in

Raphson step is recovered near a stationary point. Furthermore,
to be sure of having obtained the global minimum for all systems
(the number of local minima increases exponentially with the
cluster sizen), we adopt the following procedure: for each
cluster, we use our implementation of the OPTIM code starting
with different, randomly generated sets of input coordinates.
For each set, we further constrain the initial distances between

this case, one can see that the negative charge is practicalljthe Rg and the Hatoms to vary over a different range of values

localized only on the H atom, the argon atoms remaining, on
the average, almost neutral, even if the standard deviations
(upper part of the right panel of Figure 2) show a small
delocalization of the negative charge among Ar atoms, in
contrast with the NgH~ case. However, the fraction of negative
charge on the Ar atoms is so small that the present results
confirm the reliability of our assumption to model the global
forces within each anionic cluster as a sum of pairwise potentials
(egs 2 and 3). These findings are also in line with the results of
refs 27 and 28 for the AY ~ clusters, where ¥=CI—, Br—, I~.
These authors carried out simulated annealing molecular

(i.e., sampling the repulsive, the attractive, and the long-range
regions of the interaction) in order to visit most regions of the
configurational space of all of the cluster structures under
inspection. As an example of our procedure, we show in Figure
3 the energy optimization calculations for 4H~, where we
report along thex-axis the number of sets of randomly generated
input coordinates, which manage to reach an energy minimum
geometry (i.e., the Hessian has no negative eigenvalues) and
along they-axis the energy values corresponding to each
minimum, so that each point on the curve represents a local
minimum. The behavior of this curve as an almost continuous
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s e e e e e T e e e = successfully all of the known (LJ)Jowest energy structures up
ks | to n = 110, including three minima not previously reportéd.
The agreement with the basin-hopping optimizations of ref 48
o i for the neutral Ay makes us confident that our procedure is
able to correctly locate all of the global minima (at least for the
"= cluster size considered here) and that we should be able to reach
ﬁlé A 7 the same level of confidence also for the,Rg aggregates.
> -8500f ] IV. Present Results
-9000 - T As pointed out in section |, the geometrical features and, to
3 | a lesser degree, the energy patterns of the smallap (to 8)
9500} .“E | | . - complexes obtained by means of the classical optimization
0

1 i 1 i | i n . . . . . . .
1000 2000 3000 4000 5000 6000 method are in line with the quantum description carried out with
sets of randomly generated input coordinates the DGF and the DMC method$32 Hence, we can surmise

. _ . . . that looking at the lowest energy structures of the larger clusters
Figure 3. ArigH™ classical optimization: we report along theaxis

the number of input random coordinates yielding a local minimum and 10 classical optimizations can also give us realistic informa-
along they-coordinates the corresponding values for these energy tion on the behavior of these aggregates. The study of clusters
minima. Also shown are the geometrical structures (numbered from of increasing size permits us to check the presence of “magic
the one giving the lowest energy) associated with some of the energy numbers”: it is known, in fact, that the appearance of such
minima. The energy values are in ch magic numbers is connected to the presence of particularly stable
function indicates the presence of a great number of different structures and, in the case of ligand shells around the ion, to
local minima, the small stepwise parts of the curve being limited the evidence for shell closures. Another question involved in
only to relatively stable or symmetrical structures, which the increasing the cluster sizes is the ensuing competition between
optimization procedure is able to locate easily. We also show icosahedral and close-packed geomeftiebo better discuss

in the same figure the geometrical structures (numbered from this point, let us now see the results of the present calculations.
the one giving the lowest energy) associated with some of the In Figure 5, we show the lowest energy structures (for each
energy minima. When increasing the cluster size, the most geometry, we also report the symmetry group to which it
relevant problem that we have to face is the exponential growth belongs) for some of the N~ and the corresponding neutral

of the number of local minima with respect to the number of Ne, aggregates, sampling the full range of clusters studied
particles inside each cluster. We made several different runshere: from left to right, we report the anionic and neutral species
using a different number of sets of initial, randomly generated with respect to the increasing numbeof neon atoms, while
input coordinates in order to test the reliability of our procedure from top to bottom we report the direct comparison between
in finding the overall global minimum on the hypersurface each NgH™ and Ng cluster. First, for the neutral speciesNe
(>Vrg-rg + XVrg-+) corresponding to the cluster under (also occurring for those structures, witlirom 9 up to 25, not
inspection. Therefore, for structures of selected size, we carriedshown in the figure), we find that as for the well-known case
out calculations using 1500, 6000, and 9000 sets of input of the LJ clusteP? the growth sequence is based on the
coordinates, and we found that for the larger clusters considered,pentagonal bipyramid (the geometry of Mea very compact

22 < n < 25, a greater value of starting input coordinate sets structure composed of a ring of five nearly regular tetrahedra,
was needed to get the same lowest energy structure in thei.e., five atoms form a pentagon and the remaining two are
different test runs. In a recent paper, Naumkin and Wéles located in the apical positions along the direction perpendicular
found the global potential energy minima for the neutral Ar to that plane. Starting from Neone neon atom locates itself
up ton = 55, using the Aziz potenti&l and carrying out the on each face of the pentagonal bipyramid (see the structure of
optimizations with a basin-hopping meth#fdin Figure 4, we Neig) until another five atom ring is formed; for the Neluster,
present the comparisons of the energetics and structural featuresve thus have the highly symmetrical icosahedral geometry.
between our results and those of ref 48 for the dusters. In From this structure on, the Mackay icosahed?grovides the

the left panel, upper graph, of that figure, we report the total dominant structural pattern: for the larger clusters, the global
energies of the lowest energy structures that we obtained inminimum is built up with a Mackay icosahedron at the core
comparison with the calculations in ref 48, given by the crosses. surrounded by a low-energy overlayer, theiNgeometry being

To look more in detail at the differences between the two sets a double icosahedron; see the lower part of Figure 5. In the
of data, in the lower panel, we show the percentage difference,upper part of the same figure, we show the lowest energy
as defined in the formula given there: one can see that this structures for some of the Né~ aggregates. The tefbottom
difference is always in the range #0.5, the value fom = 2 arrangement of N#i~ and Ng in the various panels is meant
indicating the discrepancy between the potentiaf® employed to better reveal the effect of the Hdopant attached on the

in our calculations and the potential from ref 37 used in ref 48. neutral neon clusters: the negative ion impurity always locates
Moreover, if we look at the right panel of Figure 4, where the itself outside the Nemoiety, which is only slightly perturbed
comparison of the three moments of inertia as a function of the from its neutral structure resembling the geometry of the
cluster sizen is shown, we see that the geometrical features of corresponding isolated neutral counterpart. Similarly to Figure
the two sets of data are exactly the same. In fact, we obtained5, in Figure 6, we report some of the optimized lowest energy
the same series of global minima structures (and belonging tostructures for AfH= and Ary1 (all computed structures,
the same point group) as found by Naumkin and Wéié&g, geometries, and energy values are available on request from
also for the Ag; whose global minimumQ@; symmetry) is the the corresponding author). For the neutral specieg;/Awe

only one that presents a different structure with respect to the find the same growth sequence obtained for thgNelusters,
corresponding known Lennardones (LJy cluster Cz, sym- i.e., each structure is the same as that obtained with the LJ
metry). With the basin-hopping method, it was possible to locate potentials except (as already noted in section lll)rfor 1 =
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Figure 4. Left panel, upper part: total energies of the lowest energy structures for tr@usters, as a function of the cluster sizeemploying

the Ar—Ar potential of ref 35 and the energy-optimizing method described in this section (filled-in circles) in comparison with the results (crosses)
of ref 48 employing the Aziz potentidl. Left panel, lower part: percentage difference, as defined in the formula of the figure, between our
calculations and those of ref 48. Right panel: comparison of the three moments of inertia (in wgits &fF) as functions of the cluster size

for the Ar, optimized structures obtained by us (filled-in circles) and those from ref 48 (crosses). The coordinates of the lowest energy structures
obtained employing the basin-hopping technique are taken from the Cambridge Cluster D®&tabase.

Ar,H™ || Ar H
Cs, 5

|| o8 - - — » ; ; e |
| e N N <P
Figure 5. Optimized lowest energy structures (classical optimization Figure 6. Optimized lowest energy structures (classical optimization

method and pairwise potential model; see egs 2 and 3) for selectedmethod and pairwise potential model; see eqs 2 and 3) for selected
Ne,H™ and corresponding neutral Nelusters. Ar,H™ and corresponding neutral Ak clusters.

21, which is a bicapped double icosahedron (two Rg atoms counterpart Ays (second structure reported in the upper part of
outside the Rg shell) but with a different arrangement of the Figure 6): all of the Ar atoms contact the central anionic
two caps. This icosahedral growth feature is due to the propertiesimpurity, maximizing the number of A+ H~ bonds. On the

of the Rg—-Rg potentials, which are not sufficiently long-ranged other hand, in the lowest energy structure of e (icosahe-

as opposed to the RgH™ potentials: it is known, in fact, that  dral), the impurity is located well outside the neon atoms moiety
only for sufficiently long-ranged potentials structures based on and occupies one of the two apical positions. To make a more
icosahedral packings do become energetically less favored thardirect and precise comparison between the geometrical features
structures based on higher, close-packed building blelcks. for the Ne and Ar clusters, we report in Figure 7 the moments
Looking at the upper part of Figure 6, where some samples of of inertia for both the anionic and the neutral species. In the
the optimized structures of the 4t~ are drawn, one can left panel of this figure, these quantities are given as functions
immediately see that the Hmpurity tends to replace an inner  of the numbem of Ne atoms in each complex, and for the
Ar atom and, as soon as the number of argon atoms is largeNe,H™ clusters, we exclude the Hcoordinates from the
enough, the solvation process occurs for nearly all of the calculations. This means that the closer the values of the
structures by replacement of one inner Ar atom in the corre- moments of inertia for both the neutral homogeneous and the
sponding neutral cluster with the ¢+ 1) number of particles. doped species, the better one can view eactHNeggregate
We therefore see that in the AH~ cluster the first shell of as a Ng moiety with a further away H that does not perturb
argon atoms surrounding the s completed, bringing outthe  the geometrical shape of the corresponding, Meister. As
similar icosahedral structure of the corresponding neutral pointed out before, this is what occurs for the majority ofthe
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(filled-in circles) clusters (using the pairwise potential model and classical optimization) are plotted as functions of themohiteratoms in
each complex, where for the Né&~ we exclude the H coordinates from the calculation. Right panel: same as in left panel but for theHAr
(open squares) and Afilled-in circles) clusters, where for the ArH™ a “fictitious mass” of argon substitutes the one of thedbpant. This is
the meaning of “B=Ar" in the legend. Also shown are the structures corresponding to the values marked in the two graphs.
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values. The only discrepancies occurnat 17, 18 andn =
22-24. As an example, we sketch on the left side of Figure 7
the two structures for the lowest energy geometries ggiite

and Nag: even in this case, the arrangement of the Ne atoms
in the anionic cluster differs only slightly from that in the neutral
Neis. The different positioning of the Hand one of the Ne
atoms is due to the balancing effects between the shorter-ranged
Ne—Ne attractive interactions and the NEI~ polarizability
potential that remains stronger over a broader regiddwalues.

A similar reasoning can be extended to all of the remaining
couplets of structures whose values of the moments of inertia
show discrepancies with respect to each other. In the right panel
of Figure 7, we report the moments of inertia, as functions of
the cluster siza, of the lowest energy structures that we found
for the Arp_iH™ and Ar systems. The calculation of the

moments of inertia for the anionic species was done by replacing Il:igure 8. Optimized lowest energy structures (classical calculations
the mass Of. t.he H |mpl_Jr|ty .Wlth that (.)f an Ar atom. in t_hls and pairwise potential model; see eqs 2 and 3) fafHNeand ArH~
way, in addition to estimating how similar the geometries of \ith n from 14 to 17.

the anionic and neutral complexes are, we can check if the

impurity is exactly substituting one of the Ar atoms in the with n = 15—-17, whose structures are reported in the lower
structure of the neutral homogeneous aggregate with the samepart of Figure 8: the competition between icosahedral and close-
number of particles. The values offor which the two sets of packed geometries becomes evident. In fact, while the lowest
data mismatch correspond to the structures of thegHhr, energy minimum of ApH™ is built up as an icosahedral
ArigH™, Ari7H™, ArggH™, and ArsH™ clusters (with respectto  structure, the lowest energy minima of the remaining clusters
those of the neutral Ar1). In the same panel, we sketch the in that figure are characterized by a close-packed growth, in
geometries of the couplet AdH™/Ar,6: the H™ still occupies this way maximizing the number of the stronger/~ bonds.

an Ar atom site of the double icosahedron shell of the highly For these clusters, the solvation process of theitdpurity
symmetrical Tq) neutral counterpart cluster, but the outer Ar occurs without the substitution of one of the Ar atoms of the
atoms locate themselves in a different arrangement with respectcorresponding At:1 lowest energy structure. Similar results
to that in Ang, in this way experiencing more efficiently the were obtained by Yourshaw et al. for the Ar clusterg® and
attractive long-range (polarization) potential of the—-Adi~ by Lenzer et al. for the ACI~ aggregatesd? for the smaller
interaction. A different situation occurs for the &t~ clusters impurity CI~, the lowest energy structures are given by the
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1




Attachment and Solvation of the'HDopant

3 6 9 121518 2124
180Ty

sooF ' : i
I3

160

700

E) =-| ERg,H)-ERe, ) ||
ES" - | ERg,.,)- ERg,) |

N T T T
36 91215182124

3612518 21 24
n n
Figure 9. Left panel: single Ar atom evaporation energids.(
calculated according to the formulas shown in the right panel) as
functions of the cluster size of all of the lowest energy structures for
the Ar,H™ (open squares) and Ax (filled-in circles) clusters obtained
with the classical optimization. Right panel: same as in the left panel
but for the Ne atom. Energies are in thn

icosahedral growth sequence up to;&1-, and for Ar,Cl~

and AnsCl, the authors of ref 27 found the geometrical shapes
that we have for Ai;H™ and ArsH™. For the larger ion, the
minimum energy structures of Ar, 4 < n < 17, are given by
close-packed configurations in which all of the Ar atoms are in
direct contact with the central halide atom and even thglAr
does not present the highly symmetrical geometry of the
icosahedron. In this case, the Awvell depth is about four times
stronger than that of Ar From AngH™, the solvation with
substitution of an Ar atom gives again the pattern for the growth
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right panel. Right panel: same as in left panel but for the Ne systems.

Energies are in cmnt.

are in line with our calculations. From the right panel of Figure
9, we can see that in the Ne case the values of the evaporation
energy for the two systems are closer to each other and, in
contrast to the Ar complexes, those of the neutral species are
larger for nearly all cluster sizes. Moreover, the percentage
differences between the evaporation energies of two anionic
neighbor Ar and Ne clusters are, on average, fairly different;
for example, for the couplet AsH~/Ar13H™, the value is about
46% while for the couplet NeH/NejsH™ it is only 28%. These

are direct effects of the solvation process, which occurs only
for the Ar,H™ aggregates. In Figure 10, we show other quantities

sequence of the anionic complexes, as we can see looking backelated to energy: the binding enerdsping, defined as

to Figures 6 and 3, where it is shown that the lowest energy
cluster exhibits an icosahedral geometry and the close-packed

structure just belongs to a local minimum, the crowding up of
the Ar atoms around the+Hho longer allowing their positioning

at about the equilibrium distance of the -Ald~ interaction
potential. In the upper part of Figure 8, we report the lowest
energy structures for the Né~ clusters, withn = 14-17,

whose geometries continue to be based on the icosahedral

growth sequence of the corresponding neutral. Nefact, the
shape of the Ng¢H~ clusters is guided by the relative features
of the Ne and NeH curves; see Figure 1. The values of their
well depths are very close, but they present different equilibrium

Eyina= —[E(RGH ) — E(Rg,)], ®)
i.e., the binding energy of Hto the Rg cluster, and the
replacement energ¥epiace defined as
Ereplace= _[E(ngH_) - E(Rgn+1)] (6)
representing the energy released when exchanging an Ar or Ne

atom with the hydride ion. Comparing the curves in the two
panels, we can note how much larger the values are in the case

distances so that the driving force in shaping the lowest energy ©f the Ar clusters, a feature that can be explained only by the
geometries will be the repulsive interactions among Ne atoms. Solvation process. This is also the reason for whichEhgy

The geometrical features and the shell solvation process can
also be revealed by looking at the energetics involved with these
clusters. In Figure 9, we report the single Rg atom evaporation

energieskEey (plotted as a function of the cluster simeand
calculated via the formulas shown in the right panel) of all of
the lowest energy AH™ and Ar; clusters (left panel) and of

and theErepiacevalues for the Ar systems are closer to each other;
for example, fom = 12, their percentage difference is 22.89%,
while in the Ne clusters it is 81.11%.

V. Conclusions

Taking advantage of the results of refs 31 and 32, which

the NeH™ and N1 aggregates (right panel, open squares for allowed us to realistically model the global interaction forces
the anionic clusters and filled-in circles for the neutral homo- within each H-doped Ne and Ar cluster as a sum of pairwise
geneous ones). In the panels, we can note the same sequengeotentials, and to employ the classical picture that views the
of magic numbersatn = 12, 18, 22, and 25 for both the R cluster atoms localized at well-defined points of the configu-
and the Rgy clusters, giving rise to the marked peaks along rational space, we have considered the further comparison
the curves and corresponding to particularly stable structures.between Ar and Ne aggregates in terms of their relative behavior
For the Ar case, left panel, the two curves for the neutral and with respect to the presence of an ionic dopant, the negative

the doped species are well-separated up$o12, a separation
that becomes less marked from= 13: atn = 12, the
icosahedral first shell of Ar atoms around the 4 completed,

H~ ion. In particular, we have exploited the pairwise potential
model by using RgRg and Rg-H™ potential curves already
tested and described earfief2 and by further implementing

and from this point on, the anionic clusters start to share similar an energy optimizatidf procedure that started from a randomly
features with the corresponding neutral counterparts, since theselected range of cluster geometté8and provided the global,
first shell of Ar atoms shields the subion. Experimental studies minimum energy structures of the present clusters, both neutral
on Ar,O™ carried out by means of photoelectron spectrosébpy and with anionic impurity. The present, detailed comparison of
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the relative behavior of neon and argon clusters in the presence (10) Bogaerts, AJ. Anal. At. Spectron2002 17, 768-779.
of the H- adatom allows us to reach the following conclusions. 195191)1 bundell, - Pettersson, M. Baen, M.Phys. Chem. Chem. Phys.
. 0] The compargble strength between_Nd{e and Ne-H~ (12)7Filippone, F.; Gianturco, F. AEurophys. Lett1998 44, 585—
interaction potentials (see left panel of Figure 1), but the s91.
occurrence of their energy minima locations at different ~ (13) Last, I; George, T. K. Chem. Phys199Q 93, 8925-8938.
distances, prevents the dopant ion from being “solvated” by the ~ (14) Kuntz, P. J.; Validorf, JZ. Phys. D1988 8, 195-208.
o . (15) Haberland, HSurf. Sci.1985 156, 305-312.

neon atom network. Thus, the Hs aIways seen to qttach itself (16) Soler, J. M.; Senz, J. J.; Gafa, N.; Echt, O.Chem. Phys. Lett.
on the outside of a Neaggregate, which hardly differs from 1984 109 71-75.
the same one in the neutral neon cluster sequence. 179()17) Fieber, M.; Ding, A. M. G; Kuntz, P. Z. Phys. D1992 23, 171~

(ii) On the othgr hand, the larger polarlzab!llty values for the (i8) Naumkin, F. Y.: Wales, D. Mol. Phys.1998 93, 633-648.
argon gtom provide the key reason for the differences between (19) Gianturco, F. A.; Sebastianelli, Eur. Phys. J. D200 10, 399—
potential curves and for the differences between the cluster414.

i i (20) Sebastianelli, F.; Yurtsever, E.; Gianturco, F. IAt. J. Mass

?trL:c:(ures that we r}av]:atl;]ougdtm the p[ejent \;\;lork._ (?]?e seels, :cnSpectrOSCZOOZ 220, 193200,
a}c » Irom a perusal of the data repF’r €d on the rnght panel o (21) Sebastianelli, F.; Gianturco, F. A.; Yurtsever(em. Phys2003
Figure 1 that the ArH~ well depth is much larger (about a 290 279-295.
factor of 3) than that of the neutral dimer but, at odd with the  (22) Hiraoka, K.; Mori, T.J. Chem. Phys199Q 92, 4408-4416.
neon results, exhibits a minimum location very close to that of ~ (23) Mak, T. D.; Scheier, PChem. Phys. Letll987 137, 245-249.
the Ar. Thus, we find that the smaller Ad—clusters im-

(24) Mak, T. D.; Scheier, PJ. Chem. Phys1987, 87, 1456-1458.
(25) Parajuli, R.; Matt, S.; Echt, O.; Stamatovic, A.; Scheier, Pirkifla
mediately show the substitution of Hor an argon atond?
thereby forming clusters very close in structure tg Arbut
with H™ located inside the argon aggregates.

T. D. Chem. Phys. LetR002 352 288-293.
(26) Hendricks, J. H.; de Clercq, H. L.; Freidhoff, C. B.; Arnold, S. T;

Eaton, J. G.; Fancher, C.; Lyapustina, S. A.; Snodgrass, J. T.; Bowen, K.

H. J. Chem. Phys2002 116, 7926-7938.

(iii) Furthermore, as1 increases and we move to the larger (27) Lenzer, T.; Yourshaw, |.; Furlanetto, M. R.; Pivonka, N. L.;

aggregates, the above molecular differences assert themselveSeumark, D. M.J. Chem. Phys2001, 115, 3578-3589.

by producing NgH™ clusters, which can essentially be described

as made up of undistorted Naggregates with the Himpurity

bound way outside it, while the Ad~ clusters are clearly
exhibiting H™ solvation. The latter, in fact, is due to the deeper
well of the anionic interactions with the constituent atoms, and 19

(28) Yourshaw, I.; Zhao, Y.; Neumark, D. M. Chem. Phys1996
105 351-373.

(29) Arnold, S. T.; Hendricks, J. H.; Bowen, K. Hl. Chem. Physl995
102 39-47.
(30) Roszak, S.; Gora, R.; LeszczynskiChem. Phys. Letfl999 313
8-204.
(31) Sebastianelli, F.; Baccarelli, I.; Di Paola, C.; Gianturco, FJA.

therefore, it causes the formation qf t.he most stable clusters chem. phys2003 119, 5570-5582.
when the dopant ion penetrates inside the aggregates and (32) Sebastianelli, F.; Baccarelli, I.; Di Paola, C.; Gianturco, FJA.
replaces one of the argon atoms belonging to the core of theChem. PhysSubmitted for publication.

cluster. Thus, we can obtain the structures ofHAr clusters
from that of the neutral Ay clusters with H replacing one

of the inner atoms.
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