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A sequential pump-dump control scenario for photoisomerization competing with direct photodissociation of
a chiral molecule is derived by using a global optimization method. As an examgh©$D with axial
chirality is considered. The first excited electronic state with* electronic configuration is characterized

by a repulsive potential that leads te-B bond breaking. In this scenario, a first pump-dump sequence creates

a nuclear wave packet having enough kinetic energy to cross the potential barrier in the ground state. This
wave packet moves from one potential well corresponding to one of the optical isomers to the other in the
electronic ground state. This transfer minimizes effects of the competing photodissociation. The second pump-
dump sequence converts the wave packet into one having a small amount of kinetic energy via excitation to
the first excited state. A stimulated Raman adiabatic passage (STIRAP) is applied to the same system for
comparison. The yield of the photoisomerization obtained by using the STIRAP method is less than 0.1%,

while that of using the sequential pump-dump pulse method is about 25%.

I. Introduction ized by a repulsive potential energy surface. The photodisso-

Quantum control of nuclear wave packet manipulation guided Ciation process along the-F5 bond is too fast to control the
by tailored laser pulses is now a major issue in femtosecond Chirality by using an ordinary pump-dump method because
chemistry®~7 Photoisomerization of chiral molecules, i.e., nuclearwave packets excited by the pump pulse disappear from
chirality control, is a fascinating target in the quantum control 1tS Franck-Condon region within 5 fs.
of molecule~17 since molecular chirality is important in not In this paper, a new type of a pump-dump control method,
only synthetic chemistry but also biochemistfy. consisting of two sequential pump-dump series of pulses, is

We have proposed several kinds of control scenarios for proposed in order to control the photoisomerization of the chiral
molecular chirality:®-2° These were applied to chiral molecules molecule HPOSD with a repulsive potential in its electronic
in a racemic mixture case as well as a pure state case. One ofxcited state (see Figure 1). This method has been derived by
the scenarios is chiral control within its ground electronic state. applying optimal control theory with an iteration algorittin.
This control is carried out by using picosecond IR laser pufses. The designed pulses consist of sequential pump-dump pulses
However, vibrational relaxation effects that compete with as indicated by the arrows in Figure 1b. A nuclear wave packet
photoisomerization of chiral molecules occur and cannot be with enough kinetic energy to cross the potential barrier in the
neglected in a picosecond time regime. Other control scenarioselectronic ground state is prepared via the excited state by the
have been proposed in order to avoid such relaxation effects:first pump-dump process (arrows 1). The wave packet runs from
a pump-dump laser control method via an electronic excited the potential well to the other one on the ground state. The wave
state by using a femtosecond laser pédfsand a stimulated packet having a large amount of kinetic energy is then
Raman adiabatic passage (STIRAP) by changing polarizationtransformed into one having a small amount of kinetic energy
direction adiabaticall§’ The latter method is applicable to a via an excited state by the second pump-dump process (arrows
degenerated system in which the initial and final states have 2). As a result, a series of pump-dump pulses can reduce the
the same energy levels. Bound state models of simple chiral period of the wave packet's stay in the dissociative excited state.
molecules, such as ROSH or HPOSD, have been used to For comparison, chirality control by using the STIRAP
demonstrate effectiveness of the proposed scenarios. Themethod is presented. Since STIRAP does not create any
dihedral angle, ©P—-S-D, is the reaction coordinate of the  population in an electronic excited st&tdt was expected that
molecular chirality. this method would be effective regardless of whether the excited

We have found from ab initio MO calculations that the S state has competing processes such as direct photodissociation.
states of the chiral moleculesPIOSH, BPOSD are character-  However, it is shown that the direct photodissociation process

. prevails over the isomerization process in the STIRAP proce-
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whereHy (= T, + He) is the molecular Hamiltonian that is
expressed by the sum of the nuclear kinetic opertoand
electronic Hamiltoniare,, # is the dipole moment vector and
E(t) is the electric field vector of the laser. Here, the moleeule
> electric field interaction is taken into account within the dipole
approximation.

We expand the molecular staté(t)Cin terms of the adiabatic
basis set as
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where |InXO= |n(X)OXOis the nth eigenvector ofHe and

simultaneously the eigenvector of position of nuckeiHere,
In(X)Ois annth electronic state at specified nuclear positions
X, andyn(X,t) is the nuclear wave packet on theh electronic
ensialehel state. Omitting effects of nonadiabatic couplings between
--::3"‘3“:‘““’5 e ' electronic states, we can express eqg 1 as a simultaneous partial
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whereVy(X) is the potential energy surface of thia electronic
state, angnr(X) is the transition dipole moment between the

Figure 1. (a) Axial chiral molecule, HPOSD, together wittX andZ nth andn’th electronic states.

axes. The molecule has two stable configurations, in which the dihedral . - . . - .
angle O-P—S—D is about—60 and 60 degrees. (b) Two-dimensional For simplicity, consider an isomerization of a preoriented

potential energy surfaces and a schematic picture of the sequentiali2POSD via the Selectronic state. In Figure 1a, ti@eaxis is
pump-dump scenario designed by the optimal control theory. The arrows directed toward the center of mass of a rigid part,[5 from
denoted by (1) correspond to the first pump-dump process, and thethat of —~POH,. The X-axis is parallel to the plane formed by
arrows denoted by (2) correspond to the second pump-dump processthe S, P, and O atoms. The potential energy surfaces are
expressed in terms of two nuclear coordinagesndr. Here,

¢, the reaction coordinate of the chirality change, is the dihedral
angle of G-P—S—D defining molecular chirality (R) or (L).

In section Il, a theoretical method for solving a two-
dimensional model potential system otPOSD is presented

taking into account the repulsive potential ia. $ the two- The coordinate represents the distance between the center of

dimensional model, the torsional degree of freedom is the . . .
reaction coordinate where the chirality changes, whereas the'2>S of arigid part-POH, and that of~SD, and its potential

dissociation is the other degree of freedom. Fourier grid §asis, n th? S state is repulsivé! Other degrees of freedom are
which is adapted to calculate two-dimensional nuclear wave considered uncoupled and therefore, frozen spectator modes.

functions, is shown. The explicit functional form of the Fourier " Passing, we note that the case of rotating fragments has been

grid basis and the relation between a continuous wave function considered in ref 35.
and a series of discrete values are described in Appendix A. In  Using these coordinates, the couplings between these nuclear
section Ill, the electronic structure o,POSD calculated using  motions vanisff-36and the matrix element of the nuclear kinetic
the multiconfigurational complete active space self-consistent operator is given by
field (CASSCF) metho# is described. Then a global optimiza-
tion method is applied to photoisomerization offDSD. An 2 o2 , 2 42 ,
: : o . A h? 3°0(r —r') K% 30(¢p — ¢")
effective sequential pump-dump control scenario is derived from XTXE-—e—————————"% (4)
the analysis of the results obtained with the global optimization 2m ar? 2m, 8¢2
method.

wheren = 0 or 1, andm, and m, are the masses of the
vibrational modes that move on the coordinatesand ¢,
respectively.

The molecular statgP(t)Ccan then be expanded in terms of

Il. Theoretical Methods

A. Representation of Nuclear Dynamics by Using an
Adiabatic Basis Set.The time evolution of the molecular state
|W(t)Tin the presence of laser pulses is described by the time-

dependent Schdinger equation electronic state$SyprJand |S;¢rOwith nuclear coordinateg
andr as

. d ~
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The nuclear wave packet on,So(¢,r,t), and that on the S
electronic state,y1(¢,r,t), satisfy coupled time-propagation
equations as

8t Xl(qﬁ!rvt)’\
(ho«p, r) —ﬂ01(¢,r)-E(t>)(xo(qs,r,t)) (6)

—1(p.1)E@®) hy(r) PG

where the vibrational Hamiltonian on each electronic state is

given by
(@) = — 55— 35—+ V(1) (n=01) (7)

In eq 6, we omit the permanent dipal@o(¢,r) and ui1(¢,r)
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The matrix element ofio(¢,r) is expressed in terms of the
grid basis as

{ A1)} e
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The two-dimensional eigenvalue problem o &) 8, is solved
by diagonalizing the matrixho(¢,r)} nni.

+
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[ll. Results and Discussion
A. Electronic Structure Calculations. The potential energy

since we are interested in quantum control by optical transitions Surfaces were computed using the multiconfigurational complete

between $and S.

To numerically solve eq 6, we divide the Hamiltonian into
kinetic and potential energy operators according to the split-

operator+ FFT (fast Fourier transform) scherd&?® The

potential couplings due to optical transitions are calculated using

the Pauli matrix!

B. Evaluation of a Two-Dimensional Eigenvalue Problem
in Terms of a Grid Basis Set.We solve a two-dimensional
eigenvalue problem on (Sby means of the Fourier grid
Hamiltonian techniqué?

Ro(@.1)oi(.1) = Eqipg (1) (8)

whereyg(¢,r) and Eg are thejth nuclear wave function and
eigenvalue on theSrespectively.

The two-dimensional wave functiapg(¢,r) can be expanded
by using a two-dimensional grid basis as (see Appendix A)

N—-1N-1

Vo0 = VAGVALS S (a0 ©)

whereg, = ¢o + NAg, ry = rg + N'Ar, A¢ = L/IN, andAr =

L'/N'. Here, the grid basi§.(¢) and &(r) are defined as
(A.10) and (A.11), respectively

W= S r{Zn'(¢_¢° ”) (10)
W(@)=—— ex i|————m
whereN =me — ms + 1, and
1 r—ro n
g =—— Z exp 27 ——Im| (11)
Nt ST

whereN' = m¢ — mg + 1.

active space self-consistent field (CASSCF) metffoidyple-
mented in the MOLCAS 43 quantum chemical software
package. The initial geometry of HOSD was taken from
ref 22. The active space consisted of 14 electrons correlated in
12 active orbitals, which include the lone pairs of oxygen and
sulfur atoms, thes, o* pairs of P-S and P=O bonds, and
Rydberg orbitals. Within such active space, the lowest singlet
state was found to be mainly a HOM@QUMO transition
corresponding to ¢+0*p_g excitation. The CASSCF calcula-
tions were made with the ANO-L basis set of the size
(17s12p5d) primitives contracted to [5s4p3d] for the P and S
atoms, (14s9p4d) contracted to [4s3p2d] for the O atom, and
(8s4p) contracted to [3s2p] for the H atoms, summing in a total
number of 114 contracted basis functions.

Figure 2 shows the potential energy surfaces s#®ISD for
Sy and S estimated at CASSCF (14, 12) level of theory. The
potential energy surface in the ground electronic state has two
stable configurations aroung,() = (—0.3z rad, 2.4 A) and
(¢,r) = (0.3 rad, 2.4 A), which correspond to (L) and (R) forms
of the enantiomer HPOSD, respectively. There exists a transi-
tion state around¢(r) = (0, 2.4 A), and the energy difference
between the transition state and the stable configuration is about
400 cntl. In contrast, the Sstate does not have any stable
configuration. This is because the main configuration ¢f S
electronic state consists ofat-excitation and it is repulsive
along the P-S coordinate. A slice of the energy surface at a
fixed r has a minimum a$ = 0.

Figure 3 shows the calculated Y, andZ components of the
transition dipole moment vector of,AOSD. The absolute value
of the transition dipole moment vector around the Franck
Condon region is ca. 0.05 D and, therefore, small compared
with those in the case of electronic transitions betweemnd
*, or betweeno and o*. The X and Z components of the
transition dipole moment vector are antisymmetric with respect
to ¢, whereas ther component is symmetric.

B. Eigenvalue Problem in the Two-Dimensional Nuclear
System. Figure 4 shows nuclear wave functions of thg S
electronic statepaﬁ(¢,r), wherej = 0, 1, 4, and 6. The signs
and— denote symmetric and antisymmetric with respect to the
X—Z plane, respectively. Here, the grid parametess =
—mzrad, gy =mwrad,ms= —32,me =31, ro =19 A, ry=
4.5 A, m¢ = —128, andm/ = 127 are used. The masses are
m = 20.1 amu anan, = 2.9 A2 amu. To reduce computational
time, we employed symmetric and antisymmetric grid bases for
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Figure 2. Contour plot of potential energy surfaces of &d S
electronic states of ##POSD. The nuclear coordinagerepresents an
isomerization process, amdrepresents a dissociation process. The
contour lines are drawn at regular intervals of 500 tor 2000 cr™.
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Figure 3. X, Y, andZ components of the transition dipole moment
vector of HPOSD. The solid contour lines are drawn at 0.01, 0.03,
0.05, etc. Debye. The dashed contour lines are drawr®ad1,—0.03,
—0.05, etc. Debye.

wave functions: for example, for the lowest vibrational state,

1
V2
1
V2

The periods of tunneling, &= R — L, are about 1700 ps for

j =0, 50 ps forj = 1, 47 ps forj = 4, and 17 ps foj = 6.
Other localized states have shorter periods, e.g., 3.7 ps for
j=2.

C. Photoisomerization by STIRAP.Before showing results
obtained by using optimal control theory, we present results
obtained by using a STIRAP method that has been developed
by us?” Consider the photoisomerization from the L- form to
the R- form of HPOSD. The chirality change from (L) to (R)
is achieved by adiabatically changing the polarization direction
of the electric field. The electric field is expressed as

Yoo @) = ~=[odd.r) + Poo(éir)] (14a)

(14b)

Yoo 1) = —=[wod @) — Yoo di1)]

E(t) = A(t)cos@t) (15)

formed by a superposition of the symmetric and asymmetric whereA(t) denotes the time-dependent amplitude and the time-
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Figure 4. Nuclear wave functionz;va-(¢,r). Here, the signs- and —
denote symmetry with respect to tie-Z plane.

dependent polarization direction of the electric field. The
direction of A(t) is chosen to sweep from an angle that is

orthogonal toug,,, to an angle that is orthogonal jef, ,,.
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Figure 5. Time propagation of populations by STIRAP. Panel (a)
shows the results in the case in which the dissociation process is taken
into account.Pg(t) and P.(t) are populations localizing at right and
left potential wells in the &state, respectivel\Pp(t) is the sum of the
population in the electric excited state and that absorbed by the
boundary, and it directly corresponds to the probability of dissociation.
Panel (b) shows the results in the case in which the kinetic energy of
the nuclear motion alongis omitted to prohibit the dissociation process.
Pe(t) is a population in the Sstate.

The frequency of the field was set to be= 47818 cnt?,
which corresponds to the resonance frequency evaluated at fixed
nuclear distances.

Figure 5a shows results obtained by using the STIRAP
method. The photoisomerization yield is only 0.02%, and the
photodissociation probability is 0.93 &t 20 ps. These results

Here,,uéo,]y andug, 5, are the matrix elements of the transition mean that the isomerization and dissociation processes are
moment vector between the lowest localized state in the groundcompeting processes. STIRAP does not create any population

state and a vibronic state in the 8ectronic state as

oow = [ 0 [ drypdn) (@) (dr)  (16)

The direction ofA(t) att = to and that att = t; satisfy the
following conditions:

Alte) 501 7 0 andA(te)pgo,, = 0 (17a)
and
A(t) p5o,5, = 0 andA(t)-ugp , = 0 (17b)

We set the initial state as an (L)-molecul®LO =
[ dr  do|Sopr@pg(e.r). The A(t) was set to be

A(t) = Egle, co(t) + e, sind(t)] (18)

whereEy = 5.0 x 10° V/m and
. of st
0(t) = 0.657 — 0.30zrsm2(4—0) (19)

in ps units oft.

in the intermediate state, if the adiabatic condition is satisfied.
However, the dissociation process causes the breakdown of the
adiabatic condition, and most of the wave packet created in the
S, state goes into the direct photodissociation channel. The
breakdown of adiabatic passage for STIRAP involving a
resonant intermediate state has theoretically been treated in ref
43. To determine the origin of the breakdown of adiabatic
condition, we applied the STIRAP method to a model system
of H,POSD in which the nuclear motion alongs fixed atr =

2.35 A to prevent a direct photodissociation process. The results
are shown in Figure 5b. The same electric field as that used in
Figure 5a was applied. The photoisomerization process from
(L) to (R) is accomplished with about 100% vyield.

We note that an attempt of making the passage time shorter
to suppress the dissociation process also causes the breakdown
of the STIRAP. In the case of fixed motion alonghe passage
time of 20 ps is the threshold to obtain the yield of almost 100%.
The applicability of STIRAP to systems with continuum or
N-level has been studied using a simple mddétOn the other
hand, the result shown in Figure 5 is an example that shows
limit of STIRAP via continuunté

D. Photoisomerization by an Optimal Control. A mono-
tonically convergent iteration algorithm developed by Zhu and
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Figure 6. Calculated optimal pulse and time propagation of populations
for the control of isomerization in the presence of the dissociation
process. The panels (a) and (b) denoteXtedY components of the
electric field vector, respectively. The panel (c) shows a time-frequency
resolved spectrum of the electric field vector. The fwhm of the window
function, which corresponds to the time resolution, is chosen as 10 fs.
The solid line in panel (d) denotes time propagation of the population
in the electronic ground state,®o(t) and the dashed line denotes that
of the expectation value of the target operafds under the optimal
pulse condition.

Rabitz was used to derive optimal electric fields of laser pufises.
The algorithm converges monotonically and quadratically in
terms of the neighboring field deviations, if the expectation value
of the target operatow is positive definite. In their original
formulation in ref 30, the electric field function and the dipole
moment are not vectors. The convergence property is still valid
even if we substitute the dipole interactionu-E(t) for
—uE(t). .

We set the initial state gdLand the target operatdg =
|ORIDR| + |1RMR| + [4RMR| + |6RIBR], in which numbers
denote vibrational qguantum numbers in the ground electronic
state of an R-form EBPOSD. We set the final timg = 100 fs
and two components of the electric field vecEx(t) andE(t).

The grid basis fop and that for were taken to be the same as

Hoki et al.

field obtained by the optimal control method, respectively. The
electric field vector, which selectively controls the preoriented
molecular chirality in the pure state picture, is elliptically
polarized, and the direction of polarization changes with passage
of time. The control electric field consists of two sets of pump-
dump pulses. From 5 to 40 fs, the first pump and dump pulses
are applied, transferring populations between theaSd S
electronic states. The second pump and dump pulses operate
from 70 to 100 fs, and the target state is formed by the last
dump process.

Figure 6¢ shows the time-frequency resolved spectrum used
to analyze the pump and dump processes and to clarify the time-
dependent phase of the electric field. The spectrum was
calculated by using Parzen window functitnThe peaks of
the four pulses are well separated from each other. This means
that the electric field vector consists of four separate pulses
rather than two Raman pulses or an intra-pump-dump géilse.
Furthermore, each pulse is chirped for timing of excitation or
deexcitation of wave packet componefft&° It is interesting
to compare our results with results reported by Shen &t al.
They have used penalty methods coupled with unitary expo-
nential operator methods to optimize envelope functions of pump
and dump pulses in a three-level-system. In contrast to our result,
their result has simple envelope functions described by trigo-
nometric functions.

Figure 6d shows the time-dependent population in the
electronic ground state,Sand the expectation value of the target
operatorWg. After the first pump-dump process, ca. 0.25 of
probability is left in the $ electronic state, and all of it
dissociates. Similarly, after the second pump-dump process, ca.
0.17 of probability dissociates. After the second pump-dump
process, the expectation value of the target operdtor=
|OLOOL| + |1LIL| + |ALI4L| + |6LOBL| is 0.25, whereas
that of the other operator is 0.02. The amount of the residue,
0.31 remains on vibrationally excited states gf S

We should note that $POSD is ionized by electric fields of
the order of 18! V/m, shown in Figure 6a and b; however, for
the sake of simplicity, ionization processes were omitted in the
treatment. The value of the Keldysh paramejer wLJZ_h)/

f(t), was estimated to be 0.4, where the maximum field amplitude
was used foif(t), the wavelength of the electric field, was
assumed to be 200 nm, and the ionization potential of the
moleculel, was estimated to be 10 eV. Since the parameter is
less than 1, KPOSD is ionized due to tunnel ionization
processes. Molecular dissociation and ionization dynamics in
intense laser fields are now one of the hot topics in chemical
reaction studie® Several types of the theoretical approaches,
such as the time-dependent adiabatic state approach, have been
proposed? It is quite interesting to extend the optimal control
method used here to molecular systems characterized by both
dissociation and ionization paths. To deal with the system more
closely, it will be required to handle changes of potential
surfaces due to the ionization process.

Figure 7 shows the temporal evolution of nuclear wave
packets on the S(lower panels) and $S(upper panels) two-
dimensional potential surfaces. From this figure, we can see
how the pump-dump control pulses handle the wave packets to

those used in calculating wave functions, and the step of the prevent direct dissociation in the electronic excited state. At

time propagation i€\t = 0.005 fs. Since the potential energy
surface on $is repulsive, we used an absorbing boundary in
the region of 3.9 A< r < 4.5 A. To carry out the iteration
algorithm consisting of successive forward and backward

t = 20 fs, a component of the wave packet is excited in the S
electronic state, where it runs in a positive direction for bpth
andr because of the slope of the Botential energy surface.
Before the excited component acquires a level of kinetic energy

propagations, the absorbed amplitudes were stored every 5 fssufficient to dissociate the S bond on the Selectronic

Figures 6a and b show theandY components of the electric

surface, the control pulse transfers the component to the S
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with boundary conditionJ(tt,E) = 1. On the other hand,

L T _ T —

30 =067 =201 N 1= 40t the electric field vector produces 2% of R-form and 7% of

28~ T ] 8 I L-form from the other initial state |ORL That is,

26 + - ~ [OR| U (to,tr,E)WrU(t1,to,E) [ORD =  0.02 and OR|U(totr,E)-

hal 1 i N WU (tr,to,E)|JORC= 0.07. If we set an initial density matrix in
low-temperature limits ag(to) = (1/2)[|OLIOL| + |ORIDRY],

22 T ] 7] the populations of (R) and (L) molecules are given as

20r T T 7 Tr{U(tsto,E)p(t)U(to,tnE)WR] = 0.14 and TrJ(ts,to,E)p(to)-

’ U(to,t, E)WL] = 0.05, respectively. It should be noted that (R)
281~ T T 7] molecules from the preoriented racemic mixture were prepared
26 + + — by using an asymmetric interaction consisting of a symmetric
24 1 1 ° _ interaction induced b¥y(t) and an antisymmetric interaction

@ 9 induced byEx(t) that were determined by the optimal control
_ 22- T T ] procedure in the pure state case. On the other hand, the reflected
< 20 e —t —t— electric field vector components,Ey(t) andEx(t), were adopted
~ 300 1=60fsT =80T 1=100 159 to select (L) molecules.
281~ T T ] For further study of wave packet control in a mixed state
26— T T -] with competing processes in an electronic excited state, electric
24 + @a + O - field vector E(t) should be optimized in density matrix
22l 1 1 > | formalism®+~57 The optimal field vector is designed to maximize
oo "D the population of (R) molecules with the other initial stiR
%:8 T T _ as well as the initial stat®OLL] On the other hand, a selective
”g 1 1 extraction method in the mixed state is worth applying to a

’ dissipating syster# In this case, the yield is limited to 50%.

26 T T . However, since this scheme makes use of the unfavorable
2.4 + . N — dissociation process actively, this scheme is an attractive method
29k 1 S 1 _ if competing dissociative processes are strong.

. L Ll Y It would be interesting to apply the designed sequential pump-

1.0 0.0 -1.0 0.0 -1.0 0.0 1.0 dump pulses to other photoisomerization processes competing

with photodissociation or other photophysical or photochemical

. . . . processes occurring in an electronic excited $&@eich systems
Figure 7. Time propagation of nuclear wave packets under the optimal b . . d h tal
pulse condition. Each figure corresponds to the contour plot of the wave can be seen !n many organic Compoun S such as meta
packet at 0, 20, 40, 60, 80, and 100 fs in the(®) and $ (down). complexes or biomoleculé8 However, it should be noted that
the present control method should be applied to systems that

electronic surface within 10 fs. After the first pump-dump have asmooth ground potential energy surface in order to keep
process, at = 40 fs, a component of the wave packet is created the ground-state wave packet localized.

on the $ electronic potential surface with larger vibrational In summary, we have presented an effective scenario of
energy than that of the potential barriergat= 0. On the other  quantum control of photoisomerization of a chiral molecule
hand, a part of the component of the wave packet still remains competing with direct photodissociation. Photoisomerization of
on the repulsive potential surface, and this dissociation processa molecule with axial chirality, PPOSD, was considered. The
has a probability of 0.25. When the main component of the gptimal pulses consist of sequential pump-dump pulses that
wave packet in the ¢Selectronic state crosses the potential minimize effects of the competing direct photodissociation. To
barrier, the second pump-dump pulses are irradiated to obtaingemonstrate the effectiveness of the sequential pump-dump pulse
a wave packet in theolectronic state with a low level of  ethod, a STIRAP method was applied to the same reaction
V|brat|_onal energy, which is a stable configuration of the R- system. The photoisomerization yield obtained by using the
enantiomer. In the ;econd set of the pump-dump processes, th%TIRAP method was less than 0.1%, while that obtained by
excited component is also quickly transferred to thel8ctronic using the sequential pump-dump pulse method was 25%

state to suppress the dissociation process. i o
PP b Because of the forbidden transition between the ground and

So far, we have restricted ourselves to photoisomerization . ) I
the first excited state of #POSD, electric fields of an order of

of a chiral molecule in the pure state case. We now present a_* = ) X X
rough treatment of a photoisomerization in a mixed case. This 10" V/m were obtained by using the optimal control method.

consists of using the electric fields in the pure state case 1NiS means that ionization processes make a significant

described above. For simplicity, it is assumed that there are nocontribution as well as the-PS bond breaking in the photo-
dephasing processes. isomerization. It will be the next step to develop control

It has been shown that the designed optimal electric Scenarios of molecular processes including two open channels
field vector E(t) produces 25% of R-form and 2% of L- Of dissociation and ionization.
form from the initial statelOLOin the pure state case. This

¢ (wrad)

means that EDAL|0(t0,tf,E)WRU(tf,t0,E)|OLD = 0.25 and Acknowledgment. This work was partly supported by
[OL|U(to,t;, E)W_U(t1,t0,E)|OLO= 0.02, whereU (t,t',E) is the Grants-in-Aid for Scientific Research from the Ministry of
time propagation operator that satisfies Education, Science, Sports, Culture and Technology, Japan (No.

1555002), a Grant-in Aid for Scientific Research on Priority
Areas, “Control of Molecules in Intense Laser Fields” (No. 419),

L 0 r — T — . % r
1A 5UAEE) = [Hy = p-BOIULEE) (20)  2nd the DFG, Project Ma 515/18-3,
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Appendix A. Evaluation of a Two-Dimensional
Eigenvalue Problem in Terms of Grid Basis Set

The right-hand side of eq A.8 can be evaluated by using an
FFT program package, and the value is real if we set appropriate
parameters tans and me, €.9.,ms = —N/2 andme = N/2—1
with an even integeN.

Two-dimensional wave functiompg(¢,r) can now be ex-
panded by using a two-dimensional grid basis in a manner
similar to that in the one-dimensional case as

Consider a two-dimensional eigenvalue problem, eq 8
ho(@ 1) wo (@) = Equg(9) (A1)

where ygj(¢,r) and Eq are jth nuclear wave function and
eigenvalue of § respectively.

To evaluate eq A.1 by means of the Fourier grid Hamiltonian
technique, for simplicity, consider a one-dimensional grid basis
before treating a two-dimensional case. Here, the Fourier grid
basisiq(X) is given under an approximation by means of limited whereg, = ¢o + NAg, ry = ro + nAr, A¢ = LIN, andAr =

N-1N-1

Vo@N = VAG VAT S 5 Yg(dut)e@Er(0) (A9)

Fourier expansion. Similarly, the relation between a continuous L'/N'. Here, the grid base&,(¢) and &y(r) are defined as

function f(x) and a series of discrete valuig,) is given by
using the basign(x).
Since it is difficult to treat a variable from minus infinity to

positive infinity by using restricted computer resources, we set

all of the one-dimensional functions grff(x), wave functions,
or molecular potential to a boundary conditidfx) = f(x + L).
Furthermore, the functiof{x) is assumed to be formed from a
limited Fourier components as

1™ [{ X=
f(X)_fz f.exd 2z i

L™

&
m (A.2)

Here, an inner product of such functioi&) andfa(x) is written
as

N—-1
L0010 k= Ax > ) (A3

Xo

where the number of Fourier componentdiss me — mg + 1,
AX = L/N, andx, = Xp + n Ax. The one-dimensional grid basis

is written as
1 = X=X n
E () =—— Z ex;{Zni( — —)m
VLN LN

It should be noted that the shape of the funcig() is localized
aroundx = x, with width Ax. It is confirmed that the function
&n(x) satisfies the essential properties as a grid basis,

(A.4)

N—1
() = v/Ax > 15,0 (A5)
for all functionsf(x) that satisfy condition (A.2), and
S EOE0) dx= 0y (A.6)

where 0= n| < N — 1. By using this grid basis, we obtain a
matrix element of a functiof(x) as

S EROIT0 09 dx=Fx)dy (A7)
and that of the second differential operator as
X d’
S g0 de=
1f27| m(n — 1)
-{— n? exp 27i ————| (A.8
N( L) ”Fzms ex;{ i N (A.8)

1 i ) ®—¢ n
E(p) = N mzms exp| 27 TN m| (A.10)
whereN = me — mg + 1 and
1 M r—r n
g (n=—— z exp| 27 ——|m| (A.11)
/LINI =My L' N,

respectively. Heré&l' = me’ — ms' + 1, respectively. Thus, the
matrix element oho(¢,r) can be represented by the grid basis
as

{ (@)} i
= [ [ SR PDN)E@)E(r) dp o
2 2 m — |
h_z(z_n) 5 mzexp[z,,im
2m,N\L | o N
2 2 me g
nlh_i(m) z mzex;{Zni—m(n ) +
2m N ey N’

6nlan’l'vo(¢n'rn') (A.12)

+
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