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We present a new continuum solvation model, called Solvation Model 5.43R (SM5.43R). The model is based
on the generalized Born approximation for electrostatics augmented by terms that are proportional to the
solvent-accessible surface areas (SASAs) of the atoms of the solute, and it is parametrized to predict the free
energy of solvation of solutes containing H, C, N, O, F, P, S, Cl, and Br in water and organic solvents. The
new model is an improvement over our previous solvation model, SM5.42R, in that it is based on CM3
charges rather than CM2 charges, it was trained over a larger and more diverse training set, and the choice
of the value of the solvent radius, which is used to compute the SASA of the atoms of the solute, was made
on a different basis than was used for SM5.42R. This paper presents parametrizations of SM5.43R using
HF/6-31G(d), B3LYP/6-31G(d), mPW1PW91/6-31G(d), and mPW1PW91/6-31+G(d) to describe the electronic
structure of the solute. For a data set of neutral solutes with known experimental aqueous free energies of
solvation containing at most H, C, N, O, F, P, S, Cl, and Br (257 data), the mean-unsigned error (MUE, in
kcal/mol), as compared to experiment, calculated by SM5.43R is respectively 0.50, 0.49, 0.50, and 0.54
using these four solute wave functions. A similar MUE is obtained for SM5.42R using HF/6-31G(d). The
corresponding MUEs calculated by several other generally available continuum solvation models are
approximately a factor of 2 larger than those computed by SM5.43R and SM5.42R using the same electronic
structure methods. For a data set of solutes with experimental free energies of solvation in 16 organic solvents
(621 data), SM5.43R and SM5.42R yield MUEs 6.3 to 7.9 times smaller than the MUEs calculated by the
other continuum solvation models. The SM5.43R model is, however, universal in that it can be used in any
organic solvent, as well as water. Furthermore, it allows one to analyze solvation trends in terms of local
properties, and this is illustrated for acetanilide in water and diethyl ether.

Introduction

The standard-state free energy of solvation is the free energy
difference associated with the transfer of a solute X from the
gas-phase to a given solvent Y,1 and it is a fundamental quantity
that describes the interactions between a solute molecule and
the solvent in which it is dissolved.1-3 The free energy of
solvation of a solvent molecule in a neat liquid provides the
vapor pressure of a molecule, which is also known as the free
energy of self-solvation,4 and the free energy of solvation may
also be used to calculate the vapor pressure of dilute solutions.5

The free energy of solvation in two solvents provides enough
information to calculate the partition coefficient of a solute
between the two solvents (the free energy difference associated
with partitioning is known as the free energy of transfer); not
only is this a fundamental physical property in its own right, it
also serves as the basis of a number of empirical correlations
of biological response.6,7 Thermodynamic relationships also can
be used to relate the standard-state free energy of solvation to
solubility.8,9

Accurate predictions of the standard-state free energy of
solvation require accurate treatment of long-range mutual
polarization effects and short-range interactions between the
solute and the solvent,2,3,10where the latter include all deviations

from bulk electrostatics. A number of continuum solvation
models (where explicit solvent molecules are replaced with a
continuous and homogeneous dielectric medium characterized
by bulk-solvent descriptors) have been developed to model these
effects.2,3,10-17 We and our co-workers have developed a
sequence of successively improved semiempirical continuum
solvation models,18-36 called SMx models in general or universal
SMx models for those applicable to general organic solvents as
well as aqueous solutions. These models account for bulk
electrostatic interactions between the solute and the solvent
quantum mechanically by a self-consistent-field molecular
orbital calculation (Hartree-Fock or density functional theory)
that employs the generalized Born (GB) approximation.18,37-39

The GB method, which represents the solute as a space-filling
cavity with atom-centered point charges surrounded by spheres
of given radii, approximates the numerical solution to the
Poisson equation for molecular-shaped solutes. First-solvation-
shell effects (nonbulk electrostatic effects) due to interactions
between the solute and solvent molecules in the near vicinity
of the solute are modeled as proportional to the solvent-
accessible surface area (SASA) of the atoms in the solute. Note
that the SASA can be defined in several ways.22,40,41 The
constants of proportionality (called atomic surface tension
functionals because they have units of energy per unit area)
contain optimized parameters and depend on smooth and
continuous functions of the geometry. These functions distin-*To whom correspondence should be addressed
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guish between the different types of chemical environments that
a particular atom in the solute might encounter. In this way,
our continuum solvation models can be used to calculate the
free energies of solvation for arbitrary functional groups without
requiring the user to assign types to atoms (as in molecular
mechanics); the environmental dependence of the parameters
is calculated automatically from the geometry.

In general, the interaction of the solute with the solvent
depends on the geometry of the solute, and in principle, the
computation of the free energy of solvation should involve an
average over solute geometries. For most solutes, it is reasonable
to replace this by a single calculation using either the optimized
gas-phase geometry or the optimized liquid-phase geometry, and
this is the procedure that is almost always employed in
practice.2,3

In this article, we present a new universal continuum solvation
model, called Solvation Model 5.43R (SM5.43R). This notation
indicates the version of the geometry-dependent surface tension
functionals (version 5)24,26-30,33 used, that class IV point
charges42 are used in the GB calculation, in particular CM3
charges43,44 (hence the “43” part of the method’s name), and
that gas-phase geometries are used in the parametrization (hence
R, for rigid geometries); the method can also be applied using
liquid-phase optimized geometries,45,46in which case the results
would be labeled SM5.43. In the present article we use
mPW1PW9147,48/MIDI! 49,50gas-phase geometries for all liquid-
phase calculations. The SM5.43R model is an improvement over
our most recent previous solvation model, SM5.42R, in that it
is based on CM3 charges rather than CM251,52 charges. Both
charge models use functions of the Mayer bond order53-55 to
map class II42 charges, such as charges calculated from a Lo¨wdin
population analysis56-59 of the wave function, to improved
charges (as judged on the basis of accurate dipole moments).
The CM3 charge model was trained on a larger training set of
dipole moment data than CM2. It has also been designed to be
less sensitive to variations in bond orders than CM2, especially
when diffuse functions are included in the basis set, which can
be particularly important for calculations employing hybrid
density functional theory, where diffuse basis functions can be
particularly effective for calculating relative energies.60 For basis
sets with diffuse functions, CM3 maps charges calculated from
a redistributed Lo¨wdin population analysis61 (RLPA) of the
wave function. These charges have been shown61 to be less
sensitive to the inclusion of diffuse functions in the basis set
than charges calculated from a Lo¨wdin56-59 or a Mulliken62

population analysis.
There are two other key differences between SM5.42R and

SM5.43R. First, in SM5.42R, the solvent radius used in the
calculation of the SASAs of the atoms in the solute was set to
zero because that choice resulted in the smallest root-mean-
square errors in predicted free energies of solvation of typical
organic solutes. Because a SASA of an atom calculated with a
nonzero solvent radius is more physically meaningful than a
SASA calculated with no solvent radius, especially for calculat-
ing potentials of mean force (PMFs), we have chosen to use a
nonzero solvent radius in SM5.43R, and the precise value of
the solvent radius is based on PMF calculations. Second,
SM5.43R is parametrized with a new training set. The training
set is improved in two ways: (1) we use improved values for
the free energy of solvation of ions, and (2) we use a larger
training set of data for neutral solutes than was used to
parametrize SM5.42R. We especially note that this training set
includes free energies of transfer35 for solutes for which absolute
free energies of solvation are not available, and this allows us

to include a greater diversity of solute functionality in the
parametrization of SM5.43R as compared to SM5.42R.

Four new parametrizations of SM5.43R for solutes containing
H, C, N, O, F, P, S, Cl, and Br will be presented, where each
parametrization uses a particular kind of solute wave function.
The four cases considered here are HF63/6-31G(d),64-66

B3LYP67-70/6-31G(d), mPW1PW9147,48/6-31G(d), and
mPW1PW91/6-31+G(d).71 The B3LYP and mPW1PW91 meth-
ods are hybrid density functional theory (hybrid DFT) methods,
and the mPW1PW91 electronic structure method is more
accurate than B3LYP and HF for predicting energies of reaction
and barrier heights.72,73 Furthermore the 6-31+G(d) basis set
contains diffuse functions, which can be particularly effective
with hybrid DFT,60 and therefore the mPW1PW91/6-31+G(d)
method is of special interest for developing a solvation model
for applications where one wants to use the same method for
calculating relative energies in both the gas phase and the liquid
phase.

We will evaluate SM5.43R by comparing its ability to predict
free energies of solvation to SM5.42R and to several popular
and generally available continuum solvation models, namely
the conductor-like74,75 version (C-PCM) of the polarizable
continuum model76 (PCM), the dielectric version76-78 of PCM
(D-PCM), and the integral equation formalism79-81 version of
PCM (IEF-PCM). We use both the formulation of C-PCM
proposed by Barone and Cossi,82 as implemented in Gaussian
9883 and also the reformulation of C-PCM proposed by Cossi
and co-workers,16 as implemented in Gaussian 03.84 These two
methods will be denoted C-PCM/98 and C-PCM/03 when one
uses the default settings of Gaussian 98 and Gaussian 03,
respectively. For D-PCM and IEF-PCM, we use the formulation
and implementation proposed by Cossi and co-workers,85 as
implemented in Gaussian 03.84 They will be denoted as D-PCM/
03 and IEF-PCM/03 throughout this paper. All PCM methods
used here represent the solute as a cavity made up of a set of
interlocking spheres. The cavity is built by the united-atom-
for-Hartree-Fock (UAHF) method,86 which has been optimized
for HF/6-31G(d) and is the recommended method for predicting
free energies of solvation according to the Gaussian 03 manual.84

In the sections that follow, a brief introduction to the
SM5.43R model and the details of the parameter optimization
for SM5.43R will be presented, the results of the four parameter
optimizations will be given, and comparisons to the C-PCM,
D-PCM, IEF-PCM, and SM5.42R models will be presented.
Finally, some concluding remarks will be given.

Theory

In the SM5.43R continuum solvation model, the solvent is
taken to be a continuous and homogeneous dielectric medium
characterized by the solvent’s bulk dielectric constant,ε. The
solvent is further characterized by several solvent descriptors
(described below), which are used to account for the contribu-
tions of the first solvation shell to the free energy of solvation.
The standard-state free energy of solvation,∆GS

o, of a solute in
a liquid solvent is written in SM5.43R as

where GP is the electronic polarization energy from mutual
polarization of the solute and the solvent,∆E is the change in
the solute’s internal electronic energy when the solute is placed
in the solvent,GCDS is a semiempirical term that accounts for
all interactions except bulk electrostatics, and∆Gconc

o accounts
for the concentration change (if any) between the gas-phase and

∆GS
o ) ∆E + GP + GCDS + ∆Gconc

o (1)
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the liquid-phase standard states. Since we use the same
concentrations (1 mol/L) in both phases,∆Gconc

o is zero.1 The
sum of the first two terms in eq 1 is the net effect of the bulk-
electrostatic interactions between the solute and the solvent, and
they are calculated from a self-consistent molecular orbital
calculation employing the GB method. The GB method takes
as input the dielectric constant of the solvent, a set empirical
Coulomb radii of the atoms in the solute, and the partial atomic
charges of the solute (computed self-consistently from the CM3
charge model in this case). The Coulomb radii depend on atomic
numbersZ and are calledFZ. Because the GB approximation
represents the solute charge distribution as a set of partial atomic
charges at the nuclei, it does not suffer from outlying charge
error14,87,88 (volume polarization89,90) due to solute charge
penetration outside the electrostatic cavity, and this makes the
method more stable than most other methods. The price one
pays for this, in principle, is a less realistic description of the
solute charge density; however, the use of class IV charges
ameliorates this problem since they are designed to represent
the accurate charge distribution in terms of atomic monopoles.

The third term on the right-hand side of eq 1,GCDS, is a
semiempirical term that accounts for short-range interactions
(also known as first-shell solvation effects) between the solute
and the solvent, that is, for the difference between the total free
energy of solvation and that estimated from bulk electrostatics.
This includes the difference from the bulk electrostatics of the
interactions of the solute with solvent molecules in its near
vicinity and the resultant changes in solvent-solvent interac-
tions. TheGCDS term also accounts for the free energy cost
associated with making a cavity in the solvent to accommodate
the placement of the solute into the solvent, attractive dispersion
interactions between the solute and the solvent and the change
in solvent-solvent dispersion interactions when the solute is
inserted, solvent-structural rearrangement of the solvent when
the solute is placed in the solvent, deviations of the effective
dielectric constant from the bulk one in the region near the
solute, deviations of the true solute-solvent interface from the
model one defined by the empirical Coulomb radii, short-range
exchange repulsion forces between the solute and the solvent,
neglect of charge transfer between the solute and the solvent,
and systematic errors (when present) in the GB approximation
and in the ability of the partial atomic charges to represent the
true solute charge distribution. These effects are modeled as
proportional to the solvent-accessible surface area40,41 (SASA)
of the atoms in the solute. The van der Waals radii used in the
computation of the SASAs are the standard values of Bondi.91

For organic solvents, theGCDS term in our universal solvation
models depends on several solvent properties as well asε; these
properties are used to further characterize the nature of the
solvent in the near vicinity of the solute.26,29,30TheGCDS terms
depend on the following six solvent descriptors: the refractive
index (at the wavelength of the Na D line),n, Abraham’s92-96

hydrogen bond acidity parameter,R (which Abraham denotes
as∑ R2), Abraham’s92-96 hydrogen bond basicity parameter,â
(which Abraham denotes as∑ â2), the reduced surface tension,
γ, which equalsγm/γo where γm is the macroscopic surface
tension at a liquid-air interface at 298 K andγo is 1 cal mol-1

Å-2, the square of the fraction of nonhydrogenic solvent atoms
that are aromatic carbon atoms (carbon aromaticity),φ 2, and the
square of the fraction of nonhydrogenic solvent atoms that are
F, Cl, or Br (electronegative halogenicity),ψ2. Provided that
these descriptors are available for a given solvent (either from
experiment or from some theoretical model, for example, a
fragment model97 or a molecular properties model93,98,99), the

standard-state free energy of solvation of a given solute in that
solvent can be calculated by universal SMx continuum solvation
models.100

The GCDS term is a sum of two terms

where

and where the indexδ goes over the solvent descriptorsn, R,
and â, Sδ is the value of each of these three descriptors, the
index k goes over all atoms in the solute,Ak is the solvent-
accessible surface area (SASA) of atomk, which depends on
the geometry,R, of the solute and on a set of van der Waals
solute radiirk augmented by a solvent radiusrS, Zk is the atomic
number of atomk, the indexj goes over the geometry-dependent
functionsfZkj, which are used to distinguish between different
types of functional groups in the solute that may be near atom
k (their functional forms are described in detail else-
where24,26-30,33), Rk′k′′ is the interatomic distance between atoms
k′andk′′, andσ[1]

Zkjδ is an atomic surface tension coefficient (a
parameter to optimize). In eq 3,{x} denotes the set of all the
quantitiesx. The second term in eq 2 is

where here the indexδ goes over the solvent descriptorsγ, â2,
φ2, andψ2, andσδ

[2] is a molecular surface tension coefficient
(this optimized parameter does not depend on atomic number).
Note that in previous work24,31-35 and in the present work, water
has its own set of atomic surface tension coefficients, so neither
eq 4 nor the solvent descriptors in eq 3 are needed for water,
and the set of{σZjδ

[1] } are denoted as{σZj,water
[1] }. Thus, for water

We note that the solvent dependence is entirely contained in
the Sδ values;rS is independent of solvent.

Parameter Optimization for SM5.43R.The parameters are
optimized for a temperature of 298 K.

We optimized three types of parameters in SM5.43R: (i) the
solvent radius used to compute the SASA in eqs 3-5, (ii) the
empirical Coulomb radii for H, C, N, O, F, P, S, Cl, and Br
used in the GB method, and (iii) the atomic and molecular
surface tension coefficients,σZjδ

[1] , σδ
[2], andσZj,water

[1] . The optimi-
zation is not based solely on least-squares fitting; it also involves
trying to make the parameters correspond to the correct physics.
In the rest of this section, we will detail the methods we used
to determine each of these types of parameters, beginning with
the determination of the solvent radius.

The solvent radius enters in the calculation of the SASAs,
where it is added to the atomic van der Waals radii.101 The van
der Waals radii are given the values assigned by Bondi.91

Various values for the solvent radii have been used in previous
SMx-type (x ) 1-5.42R) continuum solvation models. In SM1-
SM3,18-21,101which were parametrized only for water, a solvent
radius of 1.4 Å was used, a value that was justified else-
where.102-105 The SM4 model,22,23 which was first developed

GCDS ) GCDS
[1] + GCDS

[2] (2)

GCDS
[1] ) ∑

δ)1

3

Sδ∑
k

Ak(R,{rk + rS})∑
j

σ[1]
Zk jδ fZkj

({Zk′,Rk′k′′})

(3)

GCDS
[2] ) ∑

δ)4

7

Sδ σδ
[2] ∑

k

Ak(R,{rk + rS}) (4)

GCDS ) ∑
k

Ak(R,{rk + rS}) ∑
j

σZk j,water
[1] fZk j({Zk′,Rk′k′′}) (5)
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for n-hexadecane and then later extended to general alkane
solvents, used a solvent radius value of 2.0 Å in eq 3 and a
solvent radius of 4.9 Å in eq 4. In SM5.4,24-26,29 which was
parametrized for water solvent, chloroform solvent, and then
general organic solvents, a solvent radius of 1.7 Å (the average
of 1.4 Å and 2.0 Å) was used in eq 3 and a solvent radius of
3.4 Å was used in eq 4. Finally, in SM5.0R,28,33 SM5.2R,30

SM5.42R,31,32,34,36and SM5CR,35 which were parametrized for
water and organic solvents, the solvent radius was set to zero
because this choice yielded smaller root-mean square errors in
predicted solvation energies than nonzero values of the solvent
radius did. In this case, the SASA of an atom in the solute
becomes the exposed area of the atom (i.e., the area of the atom-
centered van der Waals sphere of the atom that does not overlap
with any of the other atom-centered spheres of the atoms in the
solute). Although a solvent radius of zero leads to a better fit
to experimental solvation data, a nonzero solvent radius might
be more physically meaningful because if the solvent radius
actually corresponds to the size of a solvent molecule the
resulting SASA is proportional to the number of solvent
molecules in the first solvation shell.

In this work, we have chosen the value of the solvent radius
so that SM5.43R yields a potential of mean force for the
methane dimer in water that agrees as well as possible with the
best one currently, which we take to be the PMF calculated by
Shinto et al.106 using an explicit solvent model. Because the
dominant contribution to the free energy of solvation in this
system is from theGCDS term, it is an ideal system to study the
effects of using various nonzero values of the solvent radius
on the PMF. Note that the PMF,W(R), computed from SM5.43
(the R in SM5.43R is dropped because the geometry of the
solute in a PMF calculation does not necessarily correspond to
the optimized gas-phase geometry) is

whereR is the coordinate specifying the geometry of the solute,
V(R) is the gas-phase potential energy of the solute at the
coordinate valueR, and ∆GS

o(R) is the standard-state free
energy of solvation of the solute at geometryR.

To computeW(R) for the methane dimer, we first optimized
the geometry of the methane dimer in a 3,3-staggered confor-
mation (this is shown in Figure 1) using MP2107/MG3S.60,108

For various values of the solvent radius, we computed∆GS
o(R)

for various C-C internuclear distances, keeping all other internal
coordinates fixed. ForV(R), we used the experimental effective
spherical potential for the methane dimer of Reid et al.109 We
then define

The well depth and well location of the resulting∆W(R) are in
Table 1. Table 1 shows that the continuum solvation model

predicts the location of the minimum quite well for any value
of rS in the range of 0.3-0.5 Å. Furthermore, using a solvent
radius of 0.4 Å gives excellent agreement of the well depth
with the most reliable value.

Figure 2 shows the potential of mean force of the methane
dimer calculated by Shinto et al., by SM54.2 (where the solvent
radius is zero), and by SM5.43 using a solvent radius of 0.4 or
1.7 Å. When a solvent radius of 0 Å is used, the shape of the
well is too broad and the well is not deep enough (not shown
in the figure). When a solvent radius of 1.7 Å is used, the shape
of the well is also too broad and the well is too deep. Therefore,
based on the results presented in Table 1 and Figure 2, we have
chosen to use a solvent radius of 0.4 Å for SM5.43R and
SM5.43 for both water and organic solvents. Although this value
for the solvent radius is small, it leads to a more accurate PMF
for methane dimer in water than when a larger solvent radius
is used. Furthermore, our experience is that errors in predicted
free energies of solvation increase as the value of the solvent
radius increases. Thus a value of 0.4 Å is a good compromise
between obtaining accurate free energies of solvation and
maintaining a physically meaningful definition of the solvent-
accessible surface area.

To determine the Coulomb radii and the atomic and molecular
surface tension parameters, we used a training set of molecules
containing H, C, N, O, F, P, S, Cl, and Br. To build this training
set, we began with the training set35 used to develop the SM5CR
continuum solvation model. The SM5CR training set is more
diverse than the SM5.42R one, as already mentioned in the
Introduction. When the SM5CR training set was published,35 it
was stated to have 2141 absolute free energies of solvation for
278 neutral solutes containing H, C, N, O, F, P, S, Cl, Br, and
I in 90 organic solvents and water, 76 transfer free energies of
solvation between water and 12 organic solvents (which are a

Figure 1. Methane dimer in a 3,3-staggered conformation. The system
hasD3d symmetry.

W(R) ) ∆GS
o (R) + V(R) (6)

∆W(R) ) W(R) - W(R ) ∞) (7)

TABLE 1: Location and Depth of the Well in the Potential
of Mean Force of Methane Dimer Calculated by Several
Methods

calculation re (Å) De (kcal/mol)b

Shinto et al.a 3.8 -0.66
SM5.43 (rS ) 0.3 Å)c 3.8 -0.38
SM5.43 (rS ) 0.4 Å)c 3.8 -0.65
SM5.43 (rS ) 0.5 Å)c 3.9 -0.84

a See ref 106.b Energy relative to the two methane molecules
infinitely separated.c Using mPW1PW91/6-31G(d).

Figure 2. Potential of mean force,W(R), of the methane dimer
calculated by (a) Shinto et al., (b) SM5.42 using HF/6-31G(d), (c)
SM5.43 using mPW1PW91/6-31G(d) and with a solvent radius of 0.4
Å, and (c) by SM5.43R with a solvent radius of 1.7 Å. In all cases,
W(R) is normalized to zero forR ) ∞.
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subset of the 90 organic solvents) for 54 additional neutral
solutes (i.e., these 54 solutes do not have experimental absolute
free energies of solvation in the training set) containing H, C,
N, O, F, P, S, Cl, Br, and I, and 49 aqueous free energies of
solvation for 49 ionic solutes also containing H, C, N, O, F, P,
S, Cl, Br, and I. As a first step, we corrected two errors in this
training set. First, the solute tetrafluoromethane was counted
twice as a solute, once with experimental free energies of
solvation in water and octanol and once with an experimental
free energy of solvation in water. Second, the solutes 3,5-
dimethylpyridine and 4-ethylpyridine appeared twice in the
training set, once as solutes with experimental free energies of
solvation in water andn-hexadecane and once as solutes with
experimental transfer free energies of solvation (so these two
solutes were being counted as solutes with absolute free energy
of solvation data and as two additional solutes with free energy
of transfer data). Then, we eliminated all compounds containing
iodine and the ionic solute, PH2

- , which is considered atypical
of the kinds of phosphorus compounds that one generally
encounters.

We then added experimental free energy of self-solvation
data, which were assembled from vapor pressure data in
previous work.4 We removed all iodine-containing compounds
and self-solvation free energy data that were already present in
the training set, which yielded 71 new data.

Next we added the experimental absolute free energies of
solvation and free energies of transfer for nitromethane and
γ-butryolactone that are available from the Medchem database110

(54 new absolute free energy data and 4 new transfer free energy
data).

Finally, we examined the accuracy of certain solvation data
for neutrals and ions. For neutrals, we re-evaluated the data in
our training set that were taken from Rohrschneider,111 which
had been re-evaluated by Carr and co-workers.112 For each new
free energy of solvation measurement made by Carr and co-
workers that differed from Rohrschneider’s measurement by
0.20 kcal/mol or more, we used the average of the two
measurements. These changes are summarized in Table S-1 of
the Supporting Information.

For ions, we changed all of the data. The experimental
aqueous free energies of solvation of ions depend on the value
that one employs for the aqueous free energy of solvation of
the proton.113,114In previous SMx models, we used the previ-
ously accepted value of-259.50 kcal/mol.115-121For SM5.43R,
we use the value determined from experiments of Tissandier
and co-workers,122 which is -263.98 kcal/mol. Note that this
change makes the experimental aqueous free energies of
solvation of anions more positive by 4.48 kcal/mol and the
experimental aqueous free energies of solvation of cations more
negative by 4.48 kcal/mol. For comparison, we note that this
change yields-105.5 kcal/mol for the free energy of hydration
of hydroxide ion, which compares well to a recent first principles
determination of-106.4 kcal/mol (using our choice of standard
states).123

With the modifications described above, the training set has
2237 absolute free energies of solvation of 295 solutes contain-
ing H, C, N, O, F, P, S, Cl, and Br in 90 organic solvents and
water, 77 transfer free energies of solvation between 12 organic
solvents and water for 51 additional neutral solutes, 2 transfer
free energies of solvation for 3,5-dimethylpyridine and
4-ethylpyridine, and 47 aqueous free energies of solvation for
47 ionic solutes.

Further details of the optimization of the parameters are
summarized in the Supporting Information, which also gives
full tables of parameters.

Results and Discussion

We first examine the accuracy of SM5.43R for predicting
aqueous free energies of solvation of neutral and ionic solutes.
We will present SM5.43R parametrizations using four levels
of electronic structure theory: HF/6-31G(d), B3LYP/6-31G-
(d), mPW1PW91/6-31G(d), and mPW1PW91/6-31+G(d). To
place the results in perspective and to assess the relative
performance of different approaches, we will compare these four
models to SM5.42R/HF/6-31G(d),34 C-PCM/9882 with HF/6-
31G(d) and B3LYP/6-31G(d), C-PCM/0316 with HF/6-31G(d),
D-PCM/0376-78 with HF/6-31G(d) and B3LYP/6-31G(d), and
IEF-PCM/0379-81 with HF/6-31G(d) and B3LYP/6-31G(d).

TABLE 2: Mean-Unsigned Error (MUE) of the Aqueous Free Energy of Solvation (in kcal/mol) of Various Solute Classes
Calculated by Various Continuum Solvation Models Using HF/6-31G(d)

solute class no. data SM5.42R C-PCM/98 C-PCM/03 D-PCM/03 IEF-PCM/03 SM5.43R

neutral H, C, N, O, Fa 171 0.57 0.82 0.79 1.21 0.76 0.51
Cl, Br, S, and P neutralsb 86 0.49 1.60 1.64 1.69 1.64 0.48
all neutrals 257 0.54 1.08 1.07 1.37 1.06 0.50
all H, C, N, O, F ionsa 32 5.20 5.11 7.66 9.18 7.63 4.91
all Cl, Br, P, S ionsb 15 4.03 3.42 2.16 13.12 2.18 4.10
all ions 47 4.83 4.57 5.90 10.44 5.89 4.65

a Solutes containing at most the five listed elements.b Solutes containing at least one of these elements plus, in most cases, elements from the
previous row.

TABLE 3: Mean-Unsigned Error (MUE) of the Aqueous Free Energy of Solvation (in kcal/mol) of Various Solute Classes
Calculated by Various Continuum Solvation Models Using B3LYP/6-31G(d)

B3LYP mPW1PW91

solute class no. data
6-31G(d)/
C-PCM/98

6-31G(d)/
D-PCM/03

6-31G(d)/
IEF-PCM/03

6-31G(d)/
SM5.43R

6-31G(d)/
SM5.43R

6-31+G(d)/
SM5.43R

neutral H, C, N, O, Fa 171 0.86 0.89 0.88 0.50 0.52 0.54
Cl, Br, S, and P neutralsb 86 1.88 1.83 1.96 0.47 0.47 0.52
all neutrals 257 1.20 1.21 1.24 0.49 0.50 0.54
all H, C, N, O, F ionsa 32 5.48 9.89 7.83 5.06 5.03 5.09
all Cl, Br, P, S ionsb 15 3.30 13.10 2.36 3.70 3.65 3.78
all ions 47 4.78 10.91 6.08 4.63 4.59 4.67

a Solutes containing at most the five listed elements.b Solutes containing at least one of these elements plus, in most cases, elements from the
previous row.
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Tables 2 and 3 give the mean-unsigned errors (MUEs), as
compared to experiment, of the aqueous free energies of
solvation for various solute classes of the aqueous training set
(i.e., the subset of the full training set containing only absolute
aqueous free energies of solvation for neutral and ionic solutes).
Over all 257 neutral solutes, the MUEs calculated by SM5.42R
(0.54 kcal/mol) and SM5.43R (0.49-0.50 kcal/mol) with the
6-31G(d) basis set are approximately a factor of 2 smaller than
the MUE (1.07-1.37 kcal/mol) calculated by the PCM methods.
For ionic solutes, the C-PCM methods have MUEs of 4.6-5.9
kcal/mol, D-PCM/03 has MUEs of 10.4-10.9 kcal/mol, IEF-
PCM has MUEs of 5.9-6.1 kcal/mol, SM5.42R has a MUE of
4.8 kcal/mol, and SM5.43R has MUEs of 4.6-4.7 kcal/mol.
Table 3 also shows that the MUEs of the neutrals calculated by
SM5.43R/mPW1PW91/6-31+G(d) are comparable to the
SM5.43R methods without diffuse functions; this confirms the
success of the redistributed Lo¨wdin population analysis61 that
was designed to make population analysis more realistic in the

presence of diffuse functions and the success of the CM3 charge
model that was designed to be less sensitive to basis set
fluctuations in calculated bond orders.43,44

We next investigate the accuracy of SM5.43R for predicting
free energies of solvation for solutes in organic solvents. Our
organic training set of data consists of free energies of solvation
in 90 organic solvents. The PCM methods are explicitly defined
for 16 of these solvents inGaussian 98andGaussian 03(i.e.,
the user does not need to supply any data other than the name
for these solvents). Tables 4 and 5 give the MUE of the free
energy of solvation in these 16 solvents. They also give the
total MUE of the free energy of solvation calculated by
SM5.42R and SM5.43R in the other 74 organic solvents and
for the 76 free energies of self-solvation (note that the PCM
methods are explicitly defined for 16 of these 76 solvents). For
most solvents, SM5.42R and SM5.43R yield similar MUEs to
the corresponding MUEs of the aqueous free energy of
solvation. Over the remaining solvents (the last row in Table

TABLE 4: Mean-Unsigned Error (MUE) of the Free Energy of Solvation (in kcal/mol) of Solutes in the Indicated Solvent
Calculated by Various Continuum Solvation Models Using HF/6-31G(d)

solute class no. dataa SM5.42R C-PCM/98 C-PCM/03 D-PCM/03 IEF-PCM/03 SM5.43R

acetonitrile 7 0.44 4.64 4.61 4.56 4.64 0.41
aniline 9 0.42 7.00 6.93 7.06 7.23 0.52
benzene 68 0.48 4.48 4.52 4.83 4.89 0.63
carbon tetrachloride 72 0.47 4.23 4.27 4.53 4.56 0.48
chlorobenzene 37 0.60 3.45 3.46 3.62 3.72 0.54
chloroform 96 0.58 4.12 4.19 4.38 4.43 0.54
cyclohexane 83 0.37 2.08 2.15 2.35 2.36 0.41
dichloroethane 38 0.49 3.28 3.34 3.42 3.51 0.44
diethyl ether 62 0.51 2.70 2.84 3.03 3.20 0.60
dimethyl sulfoxide 7 0.96 2.86 2.82 2.82 2.87 0.75
ethanol 8 1.47 2.54 2.84 3.37 2.76 1.34
heptane 60 0.33 1.95 2.02 2.27 2.30 0.34
methylene chloride 11 0.48 1.80 2.78 2.85 2.90 0.48
nitromethane 7 0.78 2.29 2.23 2.22 2.30 0.72
tetrahydrofuran 7 0.32 2.61 2.55 2.62 2.72 0.31
toluene 49 0.31 3.09 3.11 3.40 3.47 0.41
all 16 solvents 621 0.48 3.31 3.38 3.60 3.65 0.50
all 74 other solvents 1359 0.47 nab nab nab nab 0.51
self-solvation energiesc 76 (16)d 0.54 (0.60) (3.61) (3.77) (3.86) (3.93) 0.54 (0.56)

a Number of experimental data in this solvent.b Not available.c Standard-state free energy of solvation of a solute in a pure solution of the
solute.d The PCM-type continuum solvation models are explicitly defined for 16 of the 76 solvents used to compute the self-solvation energies,
and the MUEs for these 16 solvents are given in parentheses.

TABLE 5: Mean-Unsigned Error (MUE) of the Free Energy of Solvation (in kcal/mol) of Solutes in the Indicated Solvent
Calculated by Various Continuum Solvation Models

B3LYP mPW1PW91

solute class no. dataa
6-31G(d)/
C-PCM/98

6-31G(d)/
D-PCM/03

6-31G(d)/
IEF-PCM/03

6-31G(d)/
SM5.43R

6-31G(d)/
SM5.43R

6-31+G(d)/
SM5.43R

acetonitrile 7 5.22 5.13 5.22 0.37 0.41 0.51
aniline 9 7.55 7.54 7.73 0.50 0.50 0.57
benzene 68 4.81 5.09 5.15 0.62 0.63 0.63
carbon tetrachloride 72 4.53 4.76 4.80 0.48 0.49 0.48
chlorobenzene 37 3.90 4.01 4.12 0.51 0.55 0.55
chloroform 96 4.56 4.75 4.82 0.53 0.55 0.52
cyclohexane 83 2.30 2.52 2.53 0.40 0.41 0.43
dichloroethane 38 3.85 3.94 4.05 0.43 0.44 0.51
diethyl ether 62 3.26 3.49 3.68 0.62 0.63 0.62
dimethyl sulfoxide 7 3.42 3.31 3.43 0.57 0.61 0.57
ethanol 8 2.17 2.45 1.87 1.30 1.35 1.28
heptane 60 2.21 2.46 2.49 0.33 0.34 0.37
methylene chloride 11 2.01 3.16 3.26 0.45 0.47 0.42
nitromethane 7 2.83 2.64 2.84 0.67 0.71 0.79
tetrahydrofuran 7 3.12 3.10 3.20 0.32 0.33 0.32
toluene 49 3.43 3.67 3.75 0.40 0.41 0.43
all 16 solvents 621 3.68 3.89 3.96 0.49 0.51 0.51
all 74 other solvents 1359 nab nab nab 0.50 0.52 0.53
self-solvation energiesc 76 (16)d (3.94) (4.14) (4.20) 0.50 (0.49) 0.53 (0.51) 0.56 (0.55)

a Number of experimental data in this solvent.b Not available.c Standard-state free energy of solvation of a solute in a pure solution of the
solute.d The PCM-type continuum solvation models are explicitly defined for 16 of the 76 solvents used to compute the self-solvation energies and
the MUEs for these 16 solvents are given in parentheses.
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4), the MUE is 0.54 kcal/mol from both SM5.42R and
SM5.43R. Both SM5.43R and SM5.42R perform significantly
better than the PCM methods for predicting free energies of
solvation in organic solvents. With the exception of ethanol
solvent, the MUEs of the two SMx methods are, on average, a
factor of 6-7 smaller than the corresponding MUEs calculated
by C-PCM/98, C-PCM/03, D-PCM/03, and IEF-PCM/03. For
ethanol solvent, the errors from SM5.42R and SM5.43R are
only about a factor of 1.5-2 smaller than the PCM methods.
This is in part because there are only eight experimental data
in ethanol, and of those eight data, the solutesγ-butryolactone
and butanone are large outliers, with errors of approximately
2.0-3.0 and 1.5 kcal/mol, respectively. If there were more data
available in ethanol, these two outliers would probably not
dominate the MUE as much as they currently do. Note that in
the 13 other organic solvents in our training set that are alcohols,
we obtain MUEs of approximately 0.65 kcal/mol over 330 data.

We also examined the ability of SM5.43R to predict free
energies of transfer for solutes between two organic solvents
and between water and an organic solvent. The training set used
to parametrize SM5.43R has 2237 experimental absolute free
energies of solvation for solutes in 90 organic solvents and
water, and we used this to construct a test set of experimental
free energies of transfer between two organic solvents (22958
data) and between water and an organic solvent (1925 data),
i.e., for each solute with experimental absolute solvation energies
in N solvents, whereN is greater than one, we obtained 0.5N(N
- 1) free energies of transfer. Table 6 gives the MUEs of the
free energies of transfer between two organic solvents calculated
by SM5.42R and the SM5.43R methods for various subsets of
the 22958-data test set, and Table 7 gives the MUEs of the free
energies of transfer between water and an organic solvent for
various subsets of the 1925-data test set. Comparison of the
MUEs given in these tables to the MUEs given in Tables 4 and
5 shows that SM5.43R predicts free energies of transfer between
two solvents with the same accuracy as it predicts absolute free
energies of solvation in organic solvents. We also investigated
the option of including these 22958 organic/organic and 1925
water/organic transfer free energy data to our training set. We
found, however, that the MUEs over these data did not
significantly improve when they were included in the training
set, and so we did not include these data in the final parameter
optimization.

Because the 22958-data and 1925-data test sets are not
independent of the SM5.43R training set, we carried out
additional calculations designed to test how well the model can
predict data not used for training. For this purpose, we created

a smaller training set of data from the SM5.43R training set by
randomly removing approximately 25% of the data from the
actual training set (see below), and then we parametrized
SM5.43R with the B3LYP/6-31G(d) method using the smaller
training set, and tested the new method using the data removed
from the original training set. This smaller training set was
obtained by first placing each solute data point into solute class
files, where a solute class specifies some common characteristic
of a set of solutes, e.g., alcohols, esters, amines, etc. The solutes,
which are specified by an alphanumeric name in our training
set, were placed in alphanumeric order in the appropriate solute
class file. For each solute class,NRm random integer numbers
were generated, whereNRm was determined by one of the
following formulas:

or

where INT returns the integer portion of its argument,
Ndat(mod 4) implies “modulo 4”, andNdat is the number of data
in a given solute class. Each random number was then assigned
to an entry in a given solute class file, and all of these entries
were removed.

Table 8 gives the mean-unsigned errors (MUEs), as compared
to experiment, of the free energy of solvation in water and
organic solvents for various solute classes using SM5.43R/
B3LYP/6-31G(d) parametrized against the entire SM5.43R
training set (these columns are labeled “full”) and SM5.43R/
B3LYP/6-31G(d) parametrized against the smaller training set
(these columns are labeled “partial”). The third and fourth
columns in Table 8 correspond to MUEs of the free energies
of solvation of solutes from the smaller training set of data,
and the sixth and seventh columns correspond to MUEs of the
free energies of solvation of the test-set solutes that were
randomly removed. Columns three and four in Table 8 show
that SM5.43R trained on the actual training set (SM5.43R/full)
or on a smaller subset of it (SM5.43R/partial) yield very similar
MUEs. The SM5.43R/partial method predicts free energies of
solvation of solutes not used to train the model with similar
accuracy as SM5.43R/full, which was trained on these solutes
(see columns six and seven). In the rest of the paper, we consider
only final models parametrized against all the data.

TABLE 6: Mean-Unsigned Error (MUE) of the Free Energy of Transfer (in kcal/mol) of Solutes in the Training Set Used in
This Work between Two Organic Solvents

HF HF B3LYP mPW1PW91

6-31G(d) 6-31G(d) 6-31G(d) 6-31G(d) 6-31+G(d)

no. data SM5.42R SM5.43R SM5.43R SM5.43R SM5.43R
all H, C, N, O data 22228 0.46 0.47 0.46 0.47 0.46
all F, Cl, Br, S, P data 730 0.52 0.56 0.55 0.55 0.57
all data 22958 0.47 0.47 0.46 0.47 0.46

TABLE 7: Mean-Unsigned Error (MUE) of the Free Energy of Transfer (in kcal/mol) of Solutes in the Training Set Used in
This Work between Water and Organic Solvents

HF HF B3LYP mPW1PW91

6-31G(d) 6-31G(d) 6-31G(d) 6-31G(d) 6-31+G(d)

no. data SM5.42R SM5.43R SM5.43R SM5.43R SM5.43R
all H, C, N, O data 1689 0.50 0.50 0.49 0.50 0.51
all F, Cl, Br S, P data 236 0.54 0.62 0.61 0.62 0.58
all data 1925 0.50 0.52 0.51 0.52 0.52

NRm ) INT(Ndat

4 ) + 1, if Ndat(mod 4)> 1 (8)

NRm ) INT(Ndat

4 ), if Ndat(mod 4)e1 (9)
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As an example of our predictions for ions, we note that for
OH- in water, SM5.43R yields-107.0 kcal/mol with either
mPW1PW91/6-31G(d) or B3LYP/6-31G(d), in good agreement
with the experimental value of-105.5 kcal/mol discussed in
the parameter optimization section. This is within the range of
reliability for the first-principles determination,123which is based
on single configurations of the solute-solvent clusters, whereas
the continuum model is effectively averaged over solvent
configurations. The mean unsigned errors for ions should be
considered in light of the large magnitudes of the ionic solvation
energies and the large uncertainties in the experimental values.
We estimate atypical uncertainty in experimental ionic free
energies of solvation of 4-5 kcal/mol, in comparison to 0.2
kcal/mol for atypical experimental neutral value.

We conclude this section with a detailed examination of the
calculation of the standard-state transfer free energy of solvation
of acetanilide from water to diethyl ether calculated by SM5.43R
and C-PCM/98 using the B3LYP/6-31G(d) method. This is an
interesting test case because acetanilide exhibits a relatively
broad range of functionality. The results of these calculations
are summarized in Table 9. In Table 9, the contributions to the
standard-state free energies of solvation of acetanilide in water
and in diethyl ether from SM5.43R and C-PCM/98 are given.
The calculated standard-state aqueous free energy of solvation
of acetanilide is-8.68 kcal/mol from SM5.43R and-5.91 kcal/
mol from C-PCM/98. The calculated standard-state free energy
of solvation of acetanilide in diethyl ether is-10.15 kcal/mol
from SM5.43R and-3.28 kcal/mol from C-PCM/98. The
resulting standard-state free energy of transfer of acetanilide
from water to diethyl ether is-1.47 kcal/mol from SM5.43R
and 2.63 kcal/mol from C-PCM/98; the experimental value is
-0.74 kcal/mol.

With SM5.43R, the contributions to∆GEP andGCDS can be
partitioned into contributions from each of the atoms in the
solute.31,46,124,125The contribution to∆GEP from atomk, denoted
as∆GEP

k , is computed as

where∆GEP is the sum of the first two terms on the right-hand

side of eq 1 andGP
k is the generalized Born contribution toGP

from atomk. Furthermore, the atomic contributions to∆GEP

can be computed using the gas-phase-optimized wave function;
that is, we can compute the effect of the dielectric medium on
the solute without allowing the solute’s wave function to
relax.124,125In this case, the prefactor in front ofGP

k in eq 10 is
unity because∆E (see eq 1) is zero. Figure 3a shows the gas-
phase CM3 partial atomic charges of the atoms in acetanilide
and the contribution to∆GEPfrom each atom in acetanilide using
the gas-phase wave function (and a dielectric constant of 78.3
for water). Figure 3b shows the liquid-phase CM3 charges, the
atom-by-atom contributions to∆GEP in water solvent, and the
atom-by-atom contributions toGCDS in water. Figure 4a shows
the same data as Figure 3a, except that the contribution to∆GEP

is computed using the dielectric constant for diethyl ether (which
is 4.24). Figure 4b shows the same data as Figure 3b, except

TABLE 8: Mean-Unsigned Error (MUE) of the Free Energy of Solvation (in kcal/mol) of Various Solute Classes in Water and
Organic Solvents Using SM5.43R/B3LYP/6-31G(d) Parameterized against the Entire SM5.43R Training Set (Full) and
SM5.43R/B3LYP/6-31G(d) Parameterized against the Training Set Obtained by Randomly Removing 25% of the Data from the
SM5.43R Training Set (Partial)

solute class no. dataa full b partialc no. datad full b partialc

In Water
neutral H, C, N, O, F 130 0.51 0.50 41 0.45 0.51
Cl, Br, S, and P neutrals 68 0.50 0.50 18 0.35 0.37
all aqueous neutral data 198 0.51 0.50 59 0.42 0.47

In Organic Solvents
all H, C, N, O absolute free energies 1296 0.46 0.46 437 0.47 0.48
al H, C, N, O transfer free energies 29 0.42 0.41 8 0.39 0.51
all H, C, N, O data 1325 0.46 0.46 445 0.47 0.48
F, Cl, Br, S absolute free energies 157 0.61 0.59 53 0.63 0.68
F, Cl, Br, S transfer free energies 25 0.57 0.59 8 0.37 0.39
H, C, N, O, F, S, Cl data 182 0.61 0.59 61 0.60 0.64
all P absolute free energies 27 1.52 1.50 10 1.18 1.25
all P transfer free energies 7 0.50 0.60 2 0.98 0.98
all P data 34 1.31 1.32 12 1.14 1.20
all absolute free energies 1480 0.50 0.49 500 0.50 0.52
all transfer free energies 61 0.49 0.50 18 0.45 0.51
all organic data 1541 0.50 0.49 518 0.50 0.52

a Number of data in a given solute class obtained by randomly removing 25% of the data from the SM5.43R training set.b MUE of a given
solute class using SM5.43R/B3LYP/6-31G(d) parametrized against the entire SM5.43R training set.c MUE of a given solute class using SM5.43R/
B3LYP/6-31G(d) parametrized against the training set obtained by randomly removing 25% of the data from the SM5.43R training set.d Number
of data in a given solute class that was randomly removed from the SM5.43R training set.

∆GEP
k ) (∆GEP

GP
)GP

k (10)

TABLE 9: Summary of the Free Energy of Transfer of
Acetanilide from Water to Diethyl Ether Calculated by
SM5.43R and C-PCM/98a

contribution SM5.43R C-PCM/98

In Water
∆E 2.23 1.86
GP -11.21 -10.19
∆GEP -8.98 -8.33
Gcav 19.53
Gdisp -20.59
Grep 3.48
GCDS 0.30 2.42b

∆GS
o -8.68c -5.91d

In Diethyl Ether
∆E 1.15 0.62
GP -7.74 -5.03
∆GEP -6.59 -4.41
Gcav 15.21
Gdisp -16.70
Grep 2.62
GCDS -3.56 1.13b

∆GS
o -10.15c -3.28d

free energy of transfer -1.47e 2.63e

a All quantities in this table are in units of kcal/mol.b In PCM
methods,GCDS is replaced byGnonelect≡ Gcav + Gdisp + Grep. c ∆GS

o )
∆GEP + GCDS. d ∆GS

o ) ∆GEP + Gnonelect. e The experimental value of
the free energy of transfer is-0.74 kcal/mol.
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that the solvent is diethyl ether. Figure 3, parts a and b, shows
that, upon solvation in water, the CM3 charges on the carbon
atoms in the benzene ring and the oxygen atom become more
negative, and the charge on the nitrogen atom and the carbonyl
carbon become more positive. The changes in the atomic
contributions to∆GEP are most significant for the hydrogen
bonded to the nitrogen and for the oxygen atom. The contribu-
tions toGCDS are small for most atoms in acetanilide in water;
the carbon atom in the methyl group and the carbonyl carbon
atom yield positive contributions toGCDS, which are partially
canceled out by the contribution toGCDS from the hydrogen
bonded to the nitrogen atom. Figure 4, parts a and b, shows
that the changes in the CM3 charges upon solvation in diethyl
ether are similar to the changes in the charges upon solvation
in water. However, due to the smaller dielectric constant, the
changes in the contributions to∆GEP are smaller in diethyl ether
than they are in water (the values ofGP and∆GEP are-11.21

and-8.98 kcal/mol, respectively, in water and-7.74 and-6.59
kcal/mol, respectively, in diethyl ether). The contributions to
GCDS are larger in diethyl ether than they are in water,
particularly for the carbon atoms and hydrogen atoms in the
benzene ring. The predicted value ofGCDS is 0.30 kcal/mol in
water and-3.56 kcal/mol in diethyl ether. Thus, the free energy
calculations from SM5.43R show that the partitioning of
acetanilide between water and diethyl ether are due to a
competition between dominant bulk-electrostatic interactions
between water and acetanilide and bulk- and nonbulk-
electrostatic interactions between diethyl ether and acetanilide.

Concluding Remarks

We have presented a new continuum solvation model based
on the generalized Born approximation and atomic surface
tensions that provide empirical corrections to the electrostatics
and are proportional to the SASAs of the atoms of the solute.
The new method, called SM5.43R, is as accurate as the
SM5.42R solvation model for predicting free energies of
solvation of organic solutes in water and organic solvents. The
SM5.43R solvation model uses a solvent radius of 0.4 Å, and
we know (from the SM5.42R parametrizations) that using a
nonzero value for the radius results in slightly increased errors
in predicted free energies of solvation. However, using a solvent

Figure 3. (a) Gas-phase CM3 partial atomic charges and atomic
contributions toGP using the gas-phase wave function for acetanilide
in water solvent. There are two numbers next to each symmetry-unique
atom in acetanilide. The first number is the gas-phase CM3 partial
atomic charge and the second number is the contribution to∆GEP using
the unrelaxed, gas-phase wave function and the dielectric constant for
water. (b) CM3 partial atomic charges, atomic contributions toGP, and
atomic contributions toGCDS for acetanilide in water solvent. There
are three numbers next to each symmetry-unique atom in acetanilide.
The first number is the CM3 partial atomic charge of the atom in water.
The second and third numbers are the contributions to∆GEP andGCDS

from the atoms in acetanilide in water solvent.

Figure 4. (a) Same as Figure 3a, but for diethyl ether solvent. (b)
Same as Figure 3b, but for diethyl ether solvent.
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radius of 0.4 Å leads to a more accurate potential of mean force
for the methane dimer in water than when using a solvent radius
of zero. Moreover, because SM5.43R is trained on a larger, more
diverse, and more accurate training set of data than SM5.42R
and uses a charge model that was parametrized in a more stable
way against a broader training set, it should be a more robust
model than SM5.42R. Both SM5.42R and SM5.43R predict
more accurate aqueous free energies of solvation of neutral
solutes than C-PCM/98, C-PCM/03, D-PCM/03, and IEF-PCM/
03 by about a factor of 2 or more. For the free energies of
solvation of organic solutes in various organic solvents,
SM5.43R and SM5.42R are more accurate than both the PCM
models by even larger margins, typically by a factor of 6 to
seven. The success of the SM5.43R model is very encouraging,
and we plan to carry out SM5.43R parametrizations for several
other levels of theory and basis sets in subsequent work.

Availability of SM5.43R. The SM54.3R parameters for HF/
6-31G(d) and B3LYP/6-31G(d) are available in the
GAMESSPLUS126 program, which is an add-on module to the
GAMESS127 program. The parameters for these two cases and also
for the two mPW1PW91 cases are also available in the
HONDOPLUS128,129program. Note also that geometry optimizations
can be carried out in liquid solution (in this case, the “R” is
dropped from the notation) using analytical free energy gradi-
ents.45 In addition, numerical Hessian calculations based on
analytic free energy gradients can be carried out with either of
these two programs. For more information onGAMESSPLUSand
HONDOPLUS, see http://comp.chem.umn.edu/software.

The new methods are also available forGaussianusers in a
new program calledSMXGAUSS.130 This program can read a
Gaussian output file corresponding to a gas-phase calculation
of a given solute and carry a out single-point calculation with
SM5.43R or a geometry optimization or a Hessian calculation
with SM5.43. In addition, for users who have aGaussian 03
executable,SMXGAUSS can be used in conjunction with the
“External” option introduced inGaussian 03. This allows for
liquid-phase geometry optimizations with the powerful opti-
mizers available inGaussian. For more information on
SMXGAUSS, see http://comp.chem.umn.edu/smxgauss.

Although the present article is restricted to mPW1PW91/
MIDI! gas-phase geometries, all of these programs allow liquid-
phase optimizations with analytic gradients of both the elec-
trostatic and CDS terms for all of the combinations of electronic
structure method and basis set for which parameters are
available.
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