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The NMR spin-spin coupling constant (SSCE&)YC—C) is a sensitive antenna for investigating the electronic
structure in hyper- ang-conjugated hydrocarbons. The magnetic dipole field of the perturbed nucleus generates
orbital currents, which are experienced by the responding nucleus, thus leading to the paramagnetic spin
orbit (PSO) coupling mechanism. The strength of the orbital currents depends on the availability of high-
lying occupied and low-lying virtual orbitals with distinct, pr p, character, the nodal properties of these
orbitals, and the overlap between zeroth- and first-order orbitals. @ Kbnds in unsaturated hydrocarbons,

the value offPSO(C-C) depends on opposing effects such as thamul the p character of the €C bond

(i.e., the degree of hybridization at the C atoms and the degreealefocalization in the conjugated system).
This dependence leads to the overall cubic behavior of the PSO term when given as a function-e€the C
bond character and the strong scattering of PSO values for a given bond type. Under certain conditions, the
degree of hybridization can be determined with the help of the PSO term. Also, the PSO term helps to
distinguish hyperconjugation ang-conjugation effects. For a given—-C bond type with fixed or similar
hybridization at the C atoms, the PSO term can be given as a function oft8¢b0Gnd order, thus representing

a sensitive descriptor for the degreesoflelocalization.

1. Introduction For an analysis of the or & character of a bond with the
. . . . help of spin-spin coupling information, it is important to

The notion of chemical bonds and their properties (bond ¢onsider that the SSCC contains four different contributions,
strength, bond orderg vs 7 character) is crucial to the  he so-called Ramsey terthey are related to different spin
explanation of chemical phenomehd.Because the chemical  gpin coupling mechanisms and probe different parts of the
bond is not observable, bond quantities can be defined only gjecron density. The Fermi-contact (FC) term, which dominates
within a given model of the chemical bond rather than directly e total SSCCs in many cases, depends on orbitals with distinct
measured in an experimehOf course, one can assess bond g character at the coupling nuclei. The paramagnetic-spioit
properties indirectly from thermochemical or spectroscopic data, (ps0) and spirdipole (SD) terms, in contrast, require orbitals
for example. However, these data provide only limited insight \ith non-s character at the coupling nuclei. The diamagnetic
into the properties_ of the bond._ For example, bond dissqciation spin—orbit (DSO) term does not depend on the character of an
results not only in the breaking of a bond but also in the gpital: however, it is normally rather small. Hence, an analysis
relaxation of the fragments:!® Bond-stretching vibrations of the 7 character of a bond should be based upon the PSO and
involve distortions in the whole molecule, not just in the bond he SD term.

under investigatiofi-1° Bond lengths do not reflect the fact that In a previous papet we analyzed the relationship between
the bond may be bent and accordingly may be longer than thetne 7_hond order of typical €C bonds in unsaturated hydro-
distance between the two bonded nuéleQuantities such as  -4rhons and the sum of the noncontact (N®SO+ DSO+

bond-stretching forc@sand bond dipole momenfshowever, SD ~ PSO+ SD) terms oftJ(C—C), henceforth calledNC-
cannot be measured directly but have to be derived within a (C—C)24 It was found that there is’ a cubic dependencé-of

given model. NC(C—C) on the G-C bond order, which results from the PSO
Indirect NMR spin-spin coupling constants (SSCC) provide term. The SD term increases exponentially with the bond order,
information on the electron structure along a specific bond or whereas the PSO term adopts small positive or negative values
a chain of bonds connecting the coupling nuclei in the for C—C single bonds, negative values for-C double bonds,
molecule'?13Thus, they are of potential use in the experimental and large, positive values for-€C triple bond* For the
investigation of chemical bonds. There have been numerouspurpose of explaining the dependence of the PSO-sgjin
attempt$* %! to relate SSCCs'J(C—C) and 1J(C—H) in coupling mechanism on the-@C multiple bond character, we
hydrocarbons to the s character of the-©€ and C-H bond analyzed the PSO term for the prototypicatC single, double,
orbitals (expressed in terms of localized molecular orbitals and triple bonds and could show that the orbital currents induced

(LMOs)?), the C-C bond length, its bond order, or its by the PSO coupling mechanism change in a characteristic way
character. These attempts proved successful and corroboratedith the bond charactep.

the idea of SSCCs containing useful information on the chemical  Thjs analysis of the PSO coupling mechanism clarified the

bond. cubic dependence of the PSO term on the@bond order and
set the basis for using this term as a suitable parameter to
* Corresponding author. E-mail: cremer@theoc.gu.se. describe the €C bond. However, all attempts to establish
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SCHEME 1: Numbering of Atoms in Molecules 1-12
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practically useful relationships betweéRSO(C-C) and the

12

background theory is summarized in the Appendix. In section

m-bond order failed because of the strong scattering of data 3, the relationship between the PSO coupling mechanism and
points in the case of formal single bonds in a number of the electronic structure of the investigated molecules is dis-

conjugated or hyperconjugated hydrocarb®hk.seems that
for the SSCCLJ(C—-C) of formal single bonds the PSO term

cussed. The goal of this discussion is to point out the role of
the PSO term in specific and spispin coupling in general as

behaves erratically and does not follow any rules, which is suitable descriptors for the nature of chemical bonding and the
contrary to the systematic changes observed when increasingelectronic structure of a molecule.

the C-C bond order by one unit.

In the present paper, we investigate the PSO coupling

mechanism in hyperconjugated amatonjugated hydrocarbons
with C—C single bonds possessing partiatharacter: propene
(1), trans-1,3-butadiene), methylacetylened), vinylacetylene
(4), and 1,3-butadiynesj. As suitable reference molecules, we
use staggered ethan6),( ethylene 7), and acetylene8( see

2. Computational Tools for Analyzing the PSO Coupling
Mechanism

The Ramsey theory of indirect spispin coupling® between
two nuclei A and B is based on mixed perturbation theory with
respect to the magnetic moments of the two coupling nuclei.
Starting from the picture that nucleus B (“perturbed nucleus”)

Scheme 1). In addition, we will study selected long-range SSCCsinduces both spin polarization and orbital currents in the electron

of transtrans-1,3,5-hexatriene 9, transtranstrans-1,3,5,7-
octatetraenel(), 1,3,5-hexatriynel(l), and 1,3,5,7-octatetrayne
(12) to determine the limits of long-range coupling. Molecules
1—-12 span the manifold of different-€C single bonds as they
occur in unsaturated hydrocarbons.

For the purpose of calculating SSCBOEC—C) and their four

system of the molecule, which in turn give rise to an extra
magnetic field at nucleus A (“responding nucleus”), the SSCC
can be represented as a sum of FC and SD terms (related to the
spin polarization of the electron system) as well as PSO and
DSO terms (related to the induced orbital currents in the electron
system). The original Ramsey theory was formulated for many-

Ramsey terms for the molecules of Scheme 1, we use coupledoody Schidinger theory® however, for the purpose of
perturbed density functional theory (CP-DFT) and the algorithm calculating SSCCs with DFT, it was recently reformulated

described previously by #8.The tools for analyzing the PSO

within CP-DFT?26:27 A brief review of the DFT formulation of

coupling mechanism will be briefly discussed in section 2. Some the Ramsey theory is given in the Appendix.
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In CP-DFT, the four Ramsey terms are represented as sumsangular momentum operator) measures the angular momentum
over contributions from the KohnSham orbitals. (See the part of this particle current density with respect to A and weights
Appendix, eqs AT+A10). Hence, each Ramsey term can be it by 1/r3. This means that the operathf>° extracts those
decomposed into one- and two-orbital contributions as was parts of the orbital current that form ring currents around A
shown recently®20 In addition, the four Ramsey terms and and weights these currents more strongly the closer they are to
their orbital contributions are graphically represented in terms A. This weighting procedure converts the (vector) PSO current
of spin polarization and current density distributions. This proves into the (scalar) PSO energy density distribution. The weighting
most straightforward for the FC terffiz*° The spin polarization ~ with Ix means that orbital currents flowing radially to or from
density induced by the magnetic moment of the perturbed A will not contribute to the PSO energy density. Also, a linear
nucleus provides insight into the way the information is current through the region of A will result in contributions to
transmitted through the molecule, and via the sign and magni- the PSO energy density, which cancel each other. Altogether,
tude of the polarization at the responding nucleus, it allows us h,'isomeasures the efficiency of the PSO current in generating
to determine the sign and magnitude of the FC term directly. 3 magnetic field at A.

Analogously, one can analyze the SD coupling mechanism in Analogously, a DSO energy density can be introduced. In
terms of spin polarization densiti&€sSuch an analysis is more  gistinction to the three other terms, the DSO term depends on
complicated than that for the FC term in two ways: First, the the unperturbed state of the molecule only and can be calculated
SD term is anisotropic, and one has to consider the componentsys a weighted integral over the unperturbed total density. In most
of the spin density for each orientation of the perturbed spin. cases, the DSO term is small, mainly because of nearly complete
Second, the SD term does not depend locally on the spin cancellation between positive and negative contributions.
polarization distribution at the responding nucleus (as in the Strictly speaking, the PSO and DSO couplings have to be
case of the FC term) but is a weighted integral of the whole regarded as parts of one coupling mechanism. This becomes
spin polarization distribution, the weight function being given evident from the fact that, first, the separation between DSO
by the operatoha®° (Appendix, eq A8). It is therefore useful 5,4 pSQ term is not unambiguous but can be modified by the
to consider not only the spin polarization distribution itself but gauge dependence of the vector potential, and second, the PSO
also the so-called SD energy density distribution, which is the 5,4 DS current densities usually do not fulfill the continuity
spin polarization distribution weighted Hy,°°.% , equation one by one but only in their sum. Despite this, DSO

For the PSO and DSO terms, a local analysis can be jn4 pso terms describe different induction mechanisms. This
accomplished with the help of the orbital current density 5 pe seen most clearly for the case of atoms. The DSO term
distributions induced by the nuclear magnetic moment of the yegrines the induction of ring currents by Larmor precession.
perturbed nucleus, for which we have coined the names PSOrjs effect is present for any type of orbital. The PSO term, in
and DSO current density distributioffs: contrast, can be comprehended as a modification of existing

’ ring currents by the magnetic moment. We consider a pair of
. (B)DSO/\ _ lﬂ 2 (0) r —Rg 1 (complex) orbitals p in an atom that is fully occupied. (The
In (r) = m e ap(r)n x — Ry ! (1a) PSO term is easiest to discuss for complex orbitals.) The p

B and p- electrons carry opposite ring currents that cancel each

R occ other exactly in the absence of a magnetic field. A magnetic

i, By = 2{;} Z[f/)(k?n)?so(r) ver) — perturbation influences the.pelectrons in the opposite way.
One of the two ring currents is increased, whereas the other is
) v¢(k'?g’PSO(r)] (1b) decreased, which results in a nonvanishing net ring current for

the p. orbital pair.

n is the orientation vector of the nuclear spin moment, and  Becausehy>° = a2lgrz*, only occupied and virtual orbitals
pO(r) = 2 zgcc|¢(k0>(r)|2 is the zeroth-order electron density. cor)trlbytg to_the PSO term that.have_non-s character around B,
With these current densities, the componembf the PSO and ~ Which is in line with the case in which the PSO mechanism
DSO terms can be written as modifies existing orbital currents. Thus, PSO coupling occurs
only for selected orbitals, where in most cases it outweighs the
1 4€0ﬁ2 r—R DSO coupling. In hydrocarbons, the PSO mechanism is con-
Kgg = {__3] azf dr n(j ;B)'X(r) X —AB) 2) nected to those orbitals with a strong contribution from p atomic
’ m e Ir — Ryl orbitals. The selection rules depend, then, on the choice of either
real or complex orbitals. For complex orbitals and the perturbed
with X = PSO, DSO. That is, each diagonal component of the moment oriented in thedirection, only p. — p} and p. — p*
PSO and DSO terms is represented as a weighted integral ovekinds of excitation contribute to the PSO mechanism. For real
the corresponding current density, where the weight factor is orbitals, in contrast, the corresponding transitions are*pp;
given by hx (Appendix, eq A8) and the isotropic terms are and p — py. Applied to molecules, this notation means that
found according to eq A10 of the Appendix. excitations from occupied orbitals with strong @r p, character
Equations 1 and 2 suggest the partitioning of the PSO to virtual orbitals again with strong.por pyy character play a
coupling mechanism into two steps: In the first step, the dominant role.
magnetic dipole field generated by perturbed nucleus B leads  For the formal single bonds ih-8 (Scheme 1; the numbering
to an orbital current, which can be visualized by plotting s carried out in the way that the-€C bonds investigated are
j®PSOgiven in eq 1b in an appropriate way. This current is always C1C2 and, in the case of larger systems,~C3),
equivalent to a particle current in the electron system. In the the isotropic average and diagonal components of the SSCC
second step, the orbital current generates a magnetic field attJ(C—C) and its PSO and DSO terms (besides FC and SD terms)
nucleus A that favors either a parallel (negative contribution) are calculated using CP-DFT and the hybrid functional
or an antiparallel orientation (positive contribution) of the spins B3LYP.3233The (11s,7p,2s/6s,2p)/[7s,6p,2d/4s,2p] basts-Set
at A and B. The operatdt,>°= a2lar,% (In = ra x Vis the designed for the calculation of magnetic properties was used.
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Figure 1. Contour-line diagrams of the PSO current densities and PSO energy densities for pijperelane containing the C atoms. C2 is

the perturbed nucleus. The €C2 bond is oriented in the direction; the C atoms are placed in tkeplane. For the PSO current densities, the
component of the current perpendicular to the drawing plane is shown; solid (dashed) lines indicate a current out of (into) the plane. For the PSO
energy densities, solid lines indicate positive contributions. CP-B3LYP/[7s,6p,2d/4s,2p] calculations were made. The contour levels are chosen

a geometric progression with a ratio of 20G= 2.51188. For the purpose of facilitating the comparison of magnitudes, contour lines belonging to
levels+0.1 and+10 are given in bold. (a) Current densjf?YC2); (b) PSO energy densigPSqxx) corresponding t9->%C2); (c) PSO energy
densitypPSqyy) corresponding t§;>° (C2); (d) current densitj;°(C2); (e) PSO energy densit?s{z3) corresponding tg5°YC2); (f) isotropic

PSO energy density distribution.

The SSCCs were calculated at the B3LYP/6-31G(d,p) geom- densities, and the, y, andz components of the PSO (DSO)
etries except for reference molecuk®s8, where experimental  current densities, we have chosen contour lines in the form of

geometries were use@.3® - a geometric progression using a multiplication factor of 400
Utilizing the calculatedg©@0and|¢®PS9] we determined = 2.512. In this way, the contour-level value of each fifth
the current density distributiorj€"5qr) andj®°5%r) for a contour line has increased (decreased) by a factor of 100. For

given orientation of the spin moment of the perturbed nucleus the purpose of simplifying the comparison of the diagrams
and derived there from the PSO and DSO energy density shown in Figures 15, the contour lines with values 0.1 and
distribution. The current densitig§qr), J';’SO(r), andj"3qr) 10 are given in bold. In all current density plots, solid (dashed)
are represented as contour plots in a plane perpendicular to dines denote a current density out of (into) the drawing plane;
component of the actual current. This representation gives athe dotted lines are the zero contours.

better account of the current distribution than streamlines or  For the purpose of identifying the main orbital contributions
arrows in situations where the current densities vary by severalto the PSO (DSO) term, we used the J-OC-PSP (decomposition
orders of magnitude. Furthermore, streamlines are problematicof J into Orbital Contributions usingrbital Currents andPartial
when the current density is not divergence-free. The PSO andSpin Polarization) developed recentl{-3° This procedure leads
DSO energy densities, which are scalars, are also representedor each Ramsey term to one- and two-orbital contributions,
as contour plots. It should be noted that the plots of the current which we simplify in this work by (a) summing the two-orbital
densities are specific to the perturbed nucleus only, whereascontributions into the one-orbital contributions and (b) also
plots of the PSO density are specific to both the perturbed and considering groups of orbitals in addition to single orbitals. The

the responding nuclei. J-OC-PSP method is carried out for LMOs obtained with a Boys
For all atoms, the formal single bond was aligned parallel to localization3® where core,o, and & orbitals are separately
the z axis. The numbering of nuclei in moleculés 8 is given localized for reasons described elsewH&rRéWe will base our

in Scheme 1. The C skeleton of all molecules was placed into analysis on the orbital contributions on LMOs; however, will
thexzplane so that the system of the double bonds is oriented discuss the PSO spitspin coupling mechanism also in terms
in they direction. Nucleus C2 is always the perturbed nucleus; of canonical orbitals because the latter can be classified
nucleus C1 is always the responding nucleus. according to the symmetry of the molecule under investigation,
For the contour line representation of the isotropic average, which makes it easier to estimate the sign and magnitude of
the xx, yy, and zz components of the PSO (DSO) energy the matrix elements to be calculated for the SO terms. We note
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Figure 2. Contour-line diagrams of the PSO current densities and PSO energy densitiemet,3-butadiened) in a plane containing the C
atoms. See Figure 1 for more details. (a) Current derjEﬁ?(CZ); (b) PSO energy densiy’>qxx) corresponding tcijSO(CZ); (c) PSO energy
densitypPSqyy) corresponding tg; “YC2); (d) current density,*YC2); (e) PSO energy densipfsz3 corresponding tg}°{C2); (f) isotropic
PSO energy density distribution.
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Figure 3. Contour-line diagrams of the PSO current densities and PSO energy densities for methylacgtyteaglane containing the C atoms.
See Figure 1 for more details. (a) Current denfi§{C2); (b) PSO energy densip’Sqxx) corresponding t¢°>C2); (c) PSO energy density

pPSqyy) corresponding tg7°C2); (d) current density;°YC2); (e) PSO energy densifsYz3 corresponding tg5°{C2); (f) isotropic PSO
energy density distribution.
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Figure 4. Contour-line diagrams of the PSO current densities and PSO energy densities for vinylacéylereeflane containing the C atoms.
See Figure 1 for more details. (a) Current dengi§(C2); (b) PSO energy densip’Sqxx) corresponding tg;>YC2); (c) PSO energy density
pPSqyy) corresponding tg;°C2); (d) current density;°YC2); (e) PSO energy densifsqz3 corresponding tg}°YC2); (f) isotropic PSO
energy density distribution.

that no matter whether LMOs or canonical MOs are used for however, by 10 Hz when vibrational corrections are included
the analysis the results must be equivalent. into the calculatedJ(C—C) valu¢’ and by another 5 Hz when
There are many definitions of the order of aC bond in a solvent effects are taken into accodhifhe calculated values
hydrocarbon, especially where the degreerdbcalization is are always larger than the measured values, which is an indirect
concerned. As in the previous investigatfdnye prefer a bond indication of the well-known singlettriplet instability problem,
order that considers the total electron distribution rather than from which methods suffer that cannot provide sufficient
singling out just thesz-density distribution. Therefore, we  nondynamic electron correlation for the calculation of the SSCC
employed the AOM (atomic overlap matrix) bond order of and, in particular, the calculation of the FC term. DFT with the
Cioslowski and Mixorf?which is based on the virial partitioning ~ approximate functionals used today has the advantage of
method of Badef! In addition, we calculated NBO (natural including a large amount of unspecified nondynamic electron
bond orbital) bond orders based on the NRT (natural resonancecorrelation?® which helps to improve the calculation of the FC
theory)?243 The zr-bond order of a multiple €C bond was  term and the total SSCC. The limitations of this description
calculated using Fikel, NRT, and AOM bond orders. All  become obvious with the increasing multiple bond character of
calculations were carried out with the ab initio program packages the G-C bond and/or the reduced singtétiplet splittings. (See

COLOGNE 20083* and Gaussian 98. ref 26 for a detailed discussion of this issue.) This is reflected
by the eigenvalues of the stability matPkwhich are too small
3. Results and Discussion or even negative.

In Table 1, calculated SSCE&HC—C) and their four Ramsey The NC terms otJ(C—C) are related to the €C bond order
terms are listed for hydrocarbofis-5 and reference molecules ~ PY @ cubic function as shown in Figure 6. The value of the NC
6-8 (Scheme 1). Also given are experimental SS&¢%and ~ term decreases from 1.2 Hz {C single bond of 6, Table 1)
the bond orders calculated with the AOM and NRT approaches. {0 —0.4 (C—C single bond with hyperconjugation &), —1.5
Table 2 shows the diagonal componentstifCof the formal (formal C—C single bond in the conjugated system2pf and
C—C bonds in1—5 in comparison to the corresponding values —6.3 Hz (double bond i), and then it increases again to 20
for the G-C bonds in6—8. Calculated PSO current densities Hz (C—C triple bond in8). The cubic behavior of the NC term
and PSO energy densities are graphically displayed in the formas a function of the p character or the bond order results from
of contour line diagrams in Figures-5. the PSO term, which in turn adopts this form from its

Calculated and measured SSCIOEC—C)1846 agree within components along and perpendicular (in the molecular plane)
1 Hz in the case of €C single bonds and within 5 Hz in the o the C-C bond,zzandxx (Table 2).
case of C-C double bonds. Larger deviations are found forthe  Although it is possible to obtain reasonable estimates of both
triple bond in acetylene (about 30 Hz), which decreases, the NC and the PSO term from the bond order, the usefulness
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Figure 5. Contour-line diagrams of the PSO current densities and PSO energy densities for 1,3-bugdiyrzelane containing the C atoms.
See Figure 1 for more details. (a) Current denfl{C2); (b) PSO energy densip’Sqxx) corresponding t¢°>C2); (c) PSO energy density
pPSqyy) corresponding tg7°YC2); (d) current density;>YC2); (e) PSO energy densi®qz2 corresponding tg5°YC2); (f) isotropic PSO
energy density distribution.

TABLE 1: Ramsey Terms of J(C—C) for the C—C Single Bonds in -6 and the C—C Multiple Bonds in 7 and 82

1J(C-C)
molecule FC DSO PSO SD JAMC-0) J(c-C) exp NRT AOM
1 42.54 0.16 —-1.34 0.75 —0.43 42.11 41.9 1.024 1.061
56.72 0.21 —3.02 1.32 —1.49 55.23 53.7 1.061 1.114
3 73.08 0.15 —1.70 0.42 —1.13 71.95 67.4 1.039 1.095
4 95.81 0.20 —2.74 0.94 —1.59 94.21 86.7 1.066 1.145
5 172.04 0.22 —2.66 1.62 —0.82 171.22 153.4 1.115 1.237
6 32.77 0.13 0.01 1.08 1.22 34.00 345 1.024 1.035
7 76.88 0.08 —10.28 3.94 —6.26 70.62 67.5 1.947 2.023
8 181.67 0.07 8.38 11.60 20.05 201.73 169.7 2.994 2.902

a All contributions are given in hertz. SSCC calculations were made at the B3LYP/[7s,6p,2d/4s,2p] level of theory. BRRNE(6,p) geometries
were used forl—5; experimental geometries were used 6o+8. For the numbering of molecules, see Schem&J4(C—C) is the sum of the
noncontact terms. Experimental values 1or5 are from ref 18, and those f&—8 are from ref 46.

TABLE 2: Isotropic and Diagonal PSO Components of Figure 6, it is the PSO term that is responsible for the scattering
1J(C—C) for the C—C Single Bonds in -6 and the C-C of NC terms. Therefore, it is the goal of this work to gain a
Multiple Bonds in 7 and & better understanding of the dependence of the PSO term of
orientation 1 2 3 4 5 6 7 8 1J(C—C) on thex character of formal €C single bonds. For

XX —2.58 —7.00 —1.58 —5.37 —4.41 0.79—26.63 —14.07 this purpose, we discuss first the isotropic PSO term and the
yy 0.56 0.15-1.58 —1.43 —4.41 0.79 —0.04 —14.07 PSO components df(C1—-C2) in molecules? and8.

2 ~2:00-220 ~1.70 ~1.42 085-154 —4.18 53.27 C—C Reference BondsWe start with molecul@ because

isotropic —1.34 —3.02 —1.93 —2.74 —2.66 0.01-10.28  8.38 the higher symmetry facilitates the analysis. Figure 7a indicates

a Al contributions are given in hertz. SSCC calculations were made Schematically the ring currents Xy planes passing through C1
at the B3LYP/[7s,6p,2d/4s,2p] level of theory. For the numbering of and C2 of8. These are induced by the spin moment of nucleus

molecules, see Scheme 1. The single bond C2 is oriented in the C2 oriented along the axis and thus leading t#°SO¢2. The
direction, they direction is given by ther orbitals, and the planar part  ring currents are in opposite directions around C1 (clockwise
of the molecule is in thez plane. if viewed from C2) and C2 (counterclockwise, Figure 7a). They

of such an approach has to be questioned in view of the largeare mainly due to excitations from the orbitals into the
scattering of the NC terms for the formal single bonds of correspondingz;X orbitals, where the latter are responsible for
moleculesl—5 (inset of Figure 6). As can also be seen from the nodal surface between the two ring currents (Figure 7a,
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Figure 6. Functional dependence of the calculated NC tétC—

C) (®) and*JFSqC—C) () on the bond order AOM(EC). All SSCC
terms were calculated at the CP-DFT/B3LYP/[7s,6p,2d/4s,2p] level,
and bond orders were calculated at the B3LYP/6-31G(d,p) level of
theory. The inset gives NC and PSO values for formalGCsingle
bonds insr-conjugated and hyperconjugated molecules. Molecules are
numbered according to Scheme 1. The following functional relationships
were determined in ref 24(. bond order): PS& —2.20¢ + 29.0%
—81.1k + 55.05 (2= 0.971), NC= —2.25¢ + 31.72¢ — 84.6 X +
56.57 (2 = 0.977).

middle). Because zeroth- and first-order orbitals overlap ef-
ficiently in this case and because the excitation energy is
relatively small, the induced paramagnetic ring current is
relatively strong. The opposite directions of the paramagnetic
ring currents can also be viewed as resulting from the form of
the magnetic dipole fielg (Figure 7a): In ther space of C2,
this field points preferentially in the direction C+ C2;
however, in ther space of C1, this field points in the opposite
direction (dashed arrows in Figure 7a). The ring current around
C1 makes a positive contribution, and the ring current around

C2 makes a negative contribution to the PSO energy density.

J. Phys. Chem. A, Vol. 108, No. 20, 2004527

C) — my(C—C) and m,(C—C) — 0;(C—C). Because one of
these orbitals (eithevtj or ¢;) has a nodal surface perpendicu-
lar to the C+C2 bond and thes, or ¢} orbitals possess an
additional nodal surface through the C nuclei, the nodal structure
of the current densityj.>° = j”S° (Figure 7c, middle) is
obtained. The PS@y) energy density (middle of Figure 7b) is
uniformly negative around C1 (apart from a rather small positive
region at C2). This is confirmed by thex distribution in thexz
plane (Figure 7c, right) The value gf = xxis equal to—14

Hz (Table 2). Considering that the energy for the excitation
7(C—C) — 7*(C—C) is much smaller than for the excitation
o(C—C) — a*(C—C), it is easy to predict that the PSS
component dominates and that a positive PSO value results (8.4
Hz, Table 2). This can also be derived from the orientation-
averaged PSO energy density ®i(Figure 7b, right), which
gives a superposition of the features of #€9z2, p"Sqyy),

and pPSqxx) energy density distributions. The toroidal region
with positive contributions around C1 from thez term
dominates, although it is partially compensated by the negative
contributions arising from thgx andyy terms. In this connec-
tion, it is important to note that the PSO energy density close
to responding nucleus C1 dominates the PSO term.

In the case of7 (Figure 8), the PSO ring currejtaround
the molecular axis is considerably weaker (Figure 8a), and
contrary to that ir8, it is uniformly oriented (counterclockwise
when viewed from C2) throughout the molecule. The excitations
involved are of ther, — pseudos} or pseudar, — n;‘, type;
these require a larger energy than thg, — 7, excitations
and accordingly lead to a weaker PSO curiiggtas reflected
by the current densiti}>qr) (Figure 8a, middle). Because the
pseudos} orbital is C-C bonding, there is no nodal plane
through the center of the-&C bond (the same result is obtained
for the pseudos, — zr; excitation because both occupied and
virtual orbitals possess a nodal surface through theC2Abond
in this case), which of course implies that the local contributions
to the currents around C2 and around C1 cancel each other,
partially leading to a smaller current density at C1 (Figure 8a).
The PSO energy densipfSqz3 is negative throughout, leading
to a PSO£2 value of—4.2 Hz.

The perturbation in the direction generates a ring current
around C2 of7 (Figure 8b), but contrary t8 (Figure 7b), there
is no second ring current around C1 in tkeplane. The main
contribution to the ring current results from the excitation
04C—C) — pseudos}(H,C—CHy,). (The excitation pseudas-
(H,C—CH,) — 0*(C—C) plays a smaller role because of the
high energy of thes;(C—C) orbital.) These orbitals are both
C—C bonding, which explains that there is just one ring current
around C2 (rather than tweone around C2 and one around
Cl—as in the case d8; compare Figures 7b and 8b) in tke
plane. Because we use tkeplane as drawing plane, we cannot

Considering that C1 is the responding nucleus and that the PSOrepresent the perpendicular current density. However, iyzhe

currents are weighted with rly®, the positive contribution is

plane, this is uniformly positive around C1. Neither the ring

larger than the negative one, where this effect is enlarged by current around C2 nor the uniform current around C1 generates

the rotational symmetry of the P$@ensity distribution around
the z axis (PSOg2 = 53.3 Hz, Table 2).

Figure 7b schematically presents the orbital currents for 8 in
thexz plane with the perturbed nuclear moment oriented in the
y direction. There are two ring currents with equal orientation:
one around C2 and one around C1. The current dejﬁsﬁfﬂr)
can be given only in thgzplane, not in thexzplane. However,
for 8, j{°qr) is equivalent tg7°qr), which can be shown in
the xz plane (Figure 7c, middle). The latter has several nodal
surfaces, which can be explained from the excitatioff€—

a sizable magnetic field at C1, which explains the small value
of the yy component of the PSO term. Positive and negative
energy densitiepPSqQyy) cancel each other out, and a value
close to zero results for this component.

For the perturbed moment oriented in thealirection, the
induced currents are in the plane. The current density in the
xz plane (Figure 8c, middle) resembles that displayedsfor
Figure 7c, as confirmed by the PSO density (Figure 8c, right)
shown for thexz plane. The main contribution results from the
excitationg(C—C) — nj which because of the nodal struc-



4528 J. Phys. Chem. A, Vol. 108, No. 20, 2004 Grdenstein et al.

current density and
PSO energy density
in xz-plane

XZ

I j Z(1') currents in xy planes
~

z perturbation

PSO(zz) = 53.3 yz

current in the in xz plane
perturbation

y
® ST

Y ! C2—H 6,(CC) » =n*
A A T
| Y

PSO energy density
in the xz plane

(weak)
PSO(yy) = -14.1 yz
ju(r) currentin the inyzplane . o ty and
PSO(xx) = -14.1 /I perturbation PSO energy density
X in the xz plane

N 7
Bt-Cl
: i}@ 0CC) »m*

n, = 6, (CC)

— yz (weak)
Xy

Figure 7. Description of the PSO components!dfC—C) in acetyleneg). (a, left) Schematic presentation of the orientation and direction of the
orbital currentg(r) (bold circles with small arrows) in they planes containing perturbed nucleus C2 and responding nucleus C1 for a perturbation

in the z direction (bold arrow). The direction of the magnetic dipole figlts indicated by dashed arrows; the field lines are indicated by normal
lines. The dominating electron excitations and gh&{z2 value (in Hz) are given. (middle) Contour-line diagram of the current density distribution

jfso(r) in thexz plane. Solid (dashed) lines indicate a current out of (into) the plane. right: PSO energy density distptRzi corresponding
tojfso(r) in thexzplane. Solid lines denote a positive PSO energy density. (b) Schematic presentation of the orientation and direction of the orbital
currentsjy(r) (bold circles with small arrows) in thez plane containing perturbed nucleus C2 and responding nucleus C1 for a perturbation in the

y direction (bold arrow). The dominating electron excitations andoft¥yy) value (in Hz) are given. (middle) PSO energy density distribution
pPSqyy) corresponding tgf>qr) (not shown) in thexzplane. Solid lines denote a positive PSO energy density. (right) Isotropic PSO energy density
distribution p”SYisotropic). (c, left) Schematic presentation of the orientation and direction of the orbital cuehtéold circles with small

arrows) in theyzplane containing perturbed nucleus C2 and responding nucleus C1 for a perturbatioxndiréiction (bold arrow). The dominating
electron excitations and th&qxx) value (in Hz) are given. (middle) Contour-line diagram of the current density distrib;ﬁ%’(‘r) in the xz

plane. Solid (dashed) lines indicate a current out of (into) the plane. (right) PSO energy density distaBifod corresponding t§]>%r) in the

xz plane. Solid lines denote a positive PSO energy density.

ture of these orbitalsit(C—C): nodal surfaces through C1 and In Figure 9, PSO current densities and PSO energy densities
C2 perpendicular to the-€C bond axis;@: one perpendicu-  for 1J(C—C) of 6 are shown. There are similarities to the
lar nodal surface through the midpoint of the-C bond) leads corresponding quantities of bo8hand7 (Figures 7 and 8). The

to the current density pattef}>qr) displayed in Figure 8c  PSO current density?>qr) and the PSO energy density
(middle). There is a pair of ring currents around C1 and C2 in ©,PSqQz3 (Figure 9d and e) resemble those7atther than those
theyzplane. The ring currents cancel each other indgplane  of 8, which is due to the fact that two of the three dominating
b;,SSeC““@! the &C bond. The resulting PSO energy density qa g, , — pseudor;, excitations lead to a uniform ring
p7Sqxx) is dominantly negative (Figure 8c, right), causing a ¢, .ent around the €C axis (no perpendicular nodal surface

large negative value: PS©0§ = —26.6 Hz (Table 2). The larger through the middle of the €C bond). Because the excitation

value for7 compared to that fo8 results from the stronger,p . .
- o energies are larger fd@ than for7, the PSO£2 component is
character of the,(C—C) orbital in7 (sp? rather than sp). Also, just —15 Hz. The excitationsofC—C) — pseudo-

the larger electronegativity of an sp-hybridized C atom implies ' . ' o
that theo, andz orbitals are lower in energy and the orbital 71y and pseudor,y — 0,(C—C) cause ring currenig andjx in

is higher in energy in8 than in 7, thus leading to higher  thexzandyzplanes, which because of the nodal pattern of the
excitation energies in the former case. The orientation-averagedparticipating orbitals enclose both C2 and C1 (similar to the
PSO density (Figure 8b, right) resembles that of the case ofj, for 7, Figure 8b). The corresponding PSO energy
component, which outweighs the other diagonal elements by adensitieso”Sqxx) (Figure 9b) anch"Sqyy) (Figure 9c) suggest
factor of more than 6. a balance between negative and positive contributions in line
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Figure 8. Description of the PSO components!dfC—C) in ethylene 7). (a, left) Schematic presentation of the orientation and direction of the
orbital currentgr). (middle) Contour-line diagram of the current density distributjf)?ﬂr). (right) PSO energy density distributiqp?Sqz2
corresponding tqfso(r). (b) Schematic presentation of the orientation and direction of the orbital cuikénts(middle) PSO energy density
distribution pPSqyy) corresponding tcjypso(r) (not shown). (right) Isotropic PSO energy density distributi@fiqisotropic). (c, left) Schematic
presentation of the orientation and direction of the orbital currgfits (middle) Contour line diagram of the current density distribu]’ifﬁ?(r).

(right) PSO energy density distributigitSqxx) corresponding t¢">r).

with the small positive values of thex andyy components of and right). Only in the case &fthere is a clear resemblance of
the PSO term of 0.8 Hz (Table 2). the PSOZ£2 current density and energy density distribution
Formal C—C Single Bonds in Hyper- or #-Conjugated (Figure 5d and e) to the corresponding quantitiesSf@Figure
Systems.The calculated isotropic PSO values for the SSCC 7a). Thezzcomponent is, however, just 0.85 Hz (contrary to
1J(C1—C2) in moleculesl—5 (Table 2) seem to reflect the 53.3 Hz in the case d) because of a stronger cancellation of
partial = character of these bonds insofar as all values are positive energy densities by negative energy densities (Figure
negative; however, they are closer to the valué ¢iian they 5e).
are to the value of. The overall pattern of the total PSO energy The analysis of the PSO term is facilitated by a JAORSP
density (Figures 1f to 5f) resembles more tha7ofThere is a decomposition of the total PSO term into orbital contribu-
nodal surface perpendicular to the-C bond either through  tions?82°Table 3 lists the orbital contributions to the Ramsey
the midpoint or shifted toward C1.) This can be traced back to terms of the SSCGJ(C1—-C2) of 2 in terms of Boys LMOs.
the pPSqxx) energy density (Figures Hbb), which has in the The orbital contributions in Tables 3 and 4 have been given in
C1-C2 bond region a pattern comparable to tha¥?of such a way that all two-orbital contributions are summed into
Whereas thep”Sqxx) component and the corresponding the one-orbital term of that orbital that directly interacts with
energy density behave regularly, there are some irregularitiesthe responding nucleus (i.e., the contributions in Tables 3 and
for the yy andzzcomponents, which can be both positive and 4 refer to an explicit choice of perturbed and responding
negative (Table 2). The”Sqyy) energy densities of and?2 nucleus). By this convention, the orbital contributions are
resemble that o6, which is confirmed by the fact that the directly comparable with the Ramsey density plots. One sees
calculatedoPSqyy) components are positive (0.56 and 0.15 Hz, that the dominating contribution to the total SSCC arises from
Table 2). The energy densitig85qQyy) of 3—5 are comparable  the FC part of thes(C1—C2) orbital and they orbitals of the
to that of8, which is due to the neighboring triple bond. The adjacent bonds. Compared to the FC term, the PSO part is
values of the PSQf) components<{1.6,—1.4,—4.4 Hz; Table relatively small but still important when calculatidg(C1—
2) are, however, closer to the value of ethylene (0 Hz) than to C2). Again, thes(C1—C2) orbital contribution dominates, but
the value of acetylene{14.1 Hz). there are also smaller contributions from therbitals at the
The pPSQz2 energy densities df—4 are similar to that o6 neighboring bonds (0.4, 0.1 Hz). We will therefore restrict the
(and 7; compare Figures édd and le-4e with 8a, middle analysis of the PSO orbital contributions to these two groups
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Figure 9. Contour-line diagrams of the PSO current densities and PSO energy densities for staggere@)eithar@dne containing the C atoms.
See Figure 1 for more details. (a) Current denﬁﬁp(CZ); (b) PSO energy densipfSqxx) corresponding t@fSO(CZ); (c) PSO energy density
pPSqyy) corresponding tgf°YC2); (d) current density;°YC2); (e) PSO energy densi®qz2 corresponding tg5°YC2); (f) isotropic PSO

energy density distribution.

TABLE 3: Orbital Contributions to 1J(C1—C2) in
1,3-Butadiyne®

orbital PSO DSO FC SD
1s C1 0.00 0.00 —3.84 0.01
c2 0.00 0.00 —0.10 0.00
C3 —0.03 0.03 0.00 0.00
c4 —0.03 0.03 0.00 0.00
bdo Ci1-Cc2 —2.12 —0.16 25141  —0.06
obo Ci1-C3 —0.04 0.05 —44.62 —0.05
C2-C4 0.11 0.05 —27.08 —0.02
C3—-H5 —0.02 0.01 —2.34 0.00
C4-H6 —0.03 0.01 —1.58 0.00
obx Ci1-C3 0.11 0.05 0.00 0.83
C2-C4 —0.36 0.05 0.00 0.04

a All contributions are given in hertz. SSCC calculations were made
at the B3LYP/[7s,6p,2d/4s,2p] level of theory. For atom numbering,
see Scheme 1. The following orbital notations have been used: bd
is theo LMO of the investigated bond; o and obxr are theo andx
LMOs of neighboring bonds, respectively. C2 is the perturbed and C1
is the responding nucleus.

of orbitals. Table 4 gives the contributions of th€C1—-C2)
orbitals as well as the and pseudae orbitals to the PSO and
DSO terms of SSCCKJ(C1-C2) in moleculesl—5. Both the

contributions (Table 4). For all molecules, the ring current
around C2 (perturbation in the direction) is larger both in
spatial extent and in its maximal amplitude than that around
Cl. The extent of the ring current around C1 varies more
strongly than for the current around C2. The ring current around
C1 is largest fo2, where it stretches to the C4lgroup and in

the direction of the center of the €C2 bond (compared with
that of 1 or 3). Figures 1b-5b reveal that the contributions of
the ring current around C1 to the energy densfi§Axx) largely
cancel each other (regions with positive and negative contours
are of comparable size). The ring current around C1, in contrast,
makes a significant negative contribution gB85qxx), in line

with the fact that the magnetic field of a ring current is strongest
in the center of the ring and weak outside the ring.

As discussed above for ethylene (Figure 8), the PSO coupling
in xx orientation requires an excitation from an occupied orbital
with py or p, character at the nucleus into a virtual orbital with
p. or p, character, respectively. In addition, one of the two
orbitals must haveyxcharacter, and the other one must haye p
character at the responding nucleus as well. In a formal single
bond, p”SqQxx) is dominated by excitations from the bond
orbital. This orbital has large amplitudes in the regions around

isotropic averages and the diagonal components of each orbitalooth the perturbed and the responding nucleus and, depending

contribution are listed. Even though we focus our discussion

on the PSO terms, the DSO terms are included to confirm that,

despite the negligible contribution of the isotropic DSO term,
individual contributions may be sizable.

Because there seems to be a systematic variation ofxhe
term, which depends on the €EC2 bond character (Table 2),

on the type of hybridization, 50% or more p character.

The efficiency of the transmission depends mainly on three
criteria: (i) The p character of the-bond orbital at C1 and C2
should be as high as possible. (i) Because the bond orbital has
p, character at C1 and C2, the virtual orbital should haye p
character at the bond axis. (iii) Also, it should have a large

we pay special attention to this term by comparing Figures 1a overlap with the bond orbital and low energy to facilitate the

to 5a and 1b to 5b in connection with the corresponding orbital

excitation.
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TABLE 4: PSO and DSO Orbital Contributions Partitioned into Their Diagonal Terms for the 1J(C1—C2) Constant of

Molecules 1-82

PSO DSO
molecule isotr. XX vy zz isotr XX vy zz
o LMO for bond C+-C2
1 —-1.17 —2.55 —0.96 0.00 —0.16 0.17 0.16 -0.81
2 —1.86 —4.50 —1.09 0.00 —0.17 0.18 0.18 —0.86
3 —1.30 —1.95 —1.95 0.00 -0.17 0.17 0.19 —0.88
4 —-1.85 —3.63 —1.93 0.00 —0.18 0.20 0.20 —0.93
5 —2.12 -3.18 -3.18 0.00 —0.16 0.22 0.22 —0.91
6 —0.65 -0.97 —0.97 0.00 —0.13 0.20 0.17 -0.71
7 -5.97 —16.58 —-1.32 0.00 —0.18 0.27 0.21 —1.02
8 —7.51 —-11.27 -11.27 0.00 —0.15 0.25 0.30 —1.07
 LMO for bond C1-C3
1 -0.24 —0.43 —0.02 —0.28 0.05 0.04 0.14 —0.03
2 —0.47 —1.16 —0.02 -0.24 0.04 0.04 0.10 —0.04
3 —0.15 0.32 —0.03 —0.73 0.05 —0.02 0.10 —0.01
3 —0.15 —0.03 0.32 -0.73 0.05 0.18 0.12 -0.12
4 —0.33 —0.65 —0.03 —0.32 0.05 0.04 0.11 —0.01
5 —0.36 —0.68 —0.04 —0.38 0.05 0.04 0.13 —0.02
5 —0.36 —0.04 —0.68 —0.38 0.05 0.13 0.04 —0.02
o LMO for bond C+-H
6 —0.10 0.12 —0.02 —0.38 0.05 0.04 0.13 -0.15
6 —0.10 —0.02 0.12 —0.38 0.05 0.16 0.01 0.01
w LMO for bond C2-C4
2 —0.33 —0.78 —0.02 —0.19 0.04 0.04 0.10 —0.04
4 —0.28 -0.77 —0.02 —0.04 0.04 0.05 0.11 —0.04
4 0.35 —0.05 2.87 —-1.77 0.05 0.10 0.03 0.02
5 0.11 —0.44 —0.03 0.80 0.05 0.04 0.13 —0.02
5 0.11 —0.03 —0.44 0.80 0.05 0.13 0.04 —0.02
o LMO for bond C2-H
1 0.01 0.40 —0.02 —0.33 0.04 0.04 0.09 —-0.07
3 —0.15 -0.11 —0.11 —0.23 0.05 —0.02 0.10 —0.04
3 —0.15 -0.11 -0.11 -0.23 0.05 0.08 0.10 —0.04
6 0.17 0.92 —0.02 —0.39 0.05 0.07 0.12 0.00
6 0.17 —0.02 0.92 —0.39 0.05 0.14 0.06 —0.05
o LMOs for neighboring bonds at C1
1 C1-C3 0.00 0.09 0.23 —0.32 0.06 0.11 0.05 0.01
2 C1-C3 —0.02 0.02 0.23 —0.31 0.06 0.12 0.06 0.00
1 C1-H6 —0.07 —0.06 0.26 —0.40 0.05 0.20 0.05 0.08
2 C1-H7 —0.08 —0.10 0.24 —0.36 0.05 0.12 0.05 —0.02
LMOs for neighboring bonds at C2
1 C2—-H7 0.10 —-0.07 0.76 —0.38 0.05 0.12 0.05 —0.02
1 C2-H 0.10 0.12 0.41 —0.23 0.04 0.09 0.07 —0.03
2 C2-C4 —0.07 -0.17 0.41 —0.44 0.06 0.12 0.06 0.00
2 C2-H8 —0.08 —0.25 0.56 —0.55 0.05 0.12 0.05 —0.02

a All PSO and DSO contributions are in hertz. SSCC calculations were made at the B3LYP/[7s,6p,2d/4s,2p] level of theory. For atom numbering,

see Scheme 1. C2 is the perturbed and C1 is the responding nucleus.

Criterion i favors sprhybridized C atoms over &hybridized
and even more sp-hybridized ones. Criterion ii favors formal
single bonds with neighboring, bonds over formal single
bonds with neighboring pseudobonds. Neighboringr, bonds
imply that there arer? orbitals that, in connection with the
bonding orbital, can carry ring currents efficiently. This will
be true especially if both C1 and C2 are double-bondgd (
bonded). In contrast, for C1 and/or C2 being sybridized
the available pseudn@ orbitals are less efficient in carrying a
PSO current. The largesk value is found ir2. Theo-bonding
orbital of 2 has sp character both at C1 and C2, and both C1
and C2 arery-bonded to their neighboring atoms C3 and CA4.
Consequently, there is a low-lying €C2 antibondingr,
orbital available.

In 1, the hybridization of the GXC2 bonding orbital is higher
than that in2. However, there is nar, orbital at C1, and the
lowest virtual orbital withsry character is largely localized at
the CEC3 bond. This explains why the ring current around
C1 extends only weakly in the direction of €C2. The trend

observed in the comparison @fand1 can be extrapolated to
reference syster. The CtC2 bond orbital of6 is indeed
sp*-hybridized at both C1 and C2, which favors the PSO
coupling mechanism. However, the low efficiency of the
pseudos™* orbitals in carrying the PSO current results in a
small negative contribution of the €2 bonding orbital to
PSOkx), which is outweighed by positive contributions
from other bonds so that the total value of P®$Q(n 6 is
positive.

In both4 and5, xr; orbitals of the same character a2iare
available to carry the induced current. However, the hybridiza-
tion is sg—sp in4 and sp-sp in5, which results iNPSOkx)-

(2)] > |PSO&X)(4)] > |PSOkX)(5)|. The same trend is seen in
the contributions of7(C1—C2) to xx (Table 4). Finally,3 has
both a low hybridization of the C1C2 bond orbital at C2, viz.,
sp, and virtual orbitals that are less efficient in carrying an orbital
current than those i, 2, and5, which is why3 has the smallest
0(C1—-C2) orbital contribution as well as the smallest PS)(
value amondl—5.
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The excitation from thes(C1—C2) orbital is the leading The PSOXx) component depends on the excitation energies
contribution topPSqxx). Only in some particular cases do other between occupied and virtual orbitals, the overlap between
occupied orbitals play a significant role. ) because of the  zeroth- and first-order orbitals, and the nodal behavior of the
angle between the CZ1 and the C#C4 bonds, the resulting ring currents, which can be derived from the orbital
0(C1—-C3) orbital can conjugate into the virtua| orbitals along pairs involved in the excitation process. In the case of the
the C2-C1=C4 axis. In this orbital, PSO currents can be excitation energies, one can define an average excitation energy
induced by excitations into a virtual orbital wit(C1—C2) or take just the smallest one to obtain a suitable guess. However,
character. The same holds true for t{€2—H®6) orbital. The for whatever guess is taken one cannot expect there to be a
w,(C2=C3) orbital in 4 can efficiently conjugate into the systematic trend in these parameters, which can be anticipated
m,(C1—C4) antibonding orbitals; conversety,(C1=C4) con- from z or total bond orders. The latter are properties of the
jugates into n;(c2=c3)_ The conjugation effects lead to ground state, whereas the excitation energies depend on both
occupied orbitals that can efficiently mediate a paramagnetic ground- and excited-state properties. Similar considerations hold
current between C1 and C2. The conjugated occupied orbitalsfor the overlap between zeroth- and first-order orbitals and their
are C1-C2 bonding; the virtual orbitals are EC2 antibonding. ~ nodal behavior. For example, in the case6othere are two
As a consequence, the induced ring currents around C1 and CZpairs of degenerate pseudarbitals and two pairs of degenerate
are equally oriented, with a zero contour between, and the pseudoz* orbitals, and it is difficult to foresee whether
resulting contribution to the SSCC is negative. excitations involving these orbitals lead to a nodal surface

The pPSqQyy) and pPSqz7) energy densities can be discussed through the C+C2 bond in thezz current density. (They do
in the same way as theSqxx) energy density, which reveals Ol See above.)
that the former are influenced by a large number of small, and  For the purpose of relating the PSO term to ground-state
partially contradictory, factorgPSqz2) is not a useful parameter ~ properties such as the bond order, simplifications are neces-
for describing the nature of the €C2 bond because the sary: (a) One can divide the virtual orbitals into two groups,
difference between ay — 7}, pseudory — 7y, Txy — 7* and pseudos* orbitals and classify the occupiea(C1—
pseudo’,, and pseudor, — pseudor, , excitation is larger C2) orbitals according to the average degree of hybridization
than the similarity of the orbitals involved suggests. The first & Cland C2 (i.eh=1.5for1, 2 for2and3, 1.5 for4, 1 for
leads to a current density and a PSO energy density with a nodaP® @nd 3 for6). Any time a pseudor orbital is involved, the
surface through the center of the-C bond, which implies a ~ Nigher excitation energy is considered by a prefacta 1/
large cancellation of positive and negative contributions yielding (OPtimizeda values are close to 5.) If a paramehéa is added
a positivezz value, whereas the other do not lead to such a t© the AOM bond order leading to AOMthen a relationship
nodal surface and a compensation of negative and positive (Figure 10a) is obtained, which yields for the format C single
contributions. Hence, PS@y for 5is different from the others ~ 20nd in hyper- orr-conjugated hydrocarbons the right ordering
(0.85 Hz), which in turn cannot be ordered because of the rather©f Xxterms with AOM and suppresses the strong scattering of
different pseudaz-orbitals participating int, 3, 2, and4. In data points observed when _AOM itself is u_sed. However, it is
addition, this is complicated by the excitation energies, which /S0 obvious that hyperconjugated ametonjugated systems

are involved only indirectly with the nodal pattern of the PSO form classes for themselves (Figure 10a) and that AQiVes
energy density. only an indication of howxx could be used in a more efficient

way to establish the degree of hybridization andelocalization

from magnetic properties. Clearlyx reflects changes in the
bond properties due to electron excitation from the ground state
to the excited state, which are difficult to verify by calculational
means as long as the average excitation energy is not used, and

because it involves two quantities that influence the bond associated with it, an average excited-state geometry (bond

character. It measures the p character ofdt{@1—C2) orbital order) is defined. . .
and the availability of low-lyingz* orbitals. Therefore, we will Another way to describe the behavior of the PSO components
now discuss the relationship between-&12 bond order and by ground-state properties is to constrain the analysis+t&€C

the xx term as a suitable descriptor of the bond character. ~ Single bonds of the same type of hybridization. By this, the
orbital pairs that are predominantly responsible for the orbital

currents are largely fixed. In this way, one can relate the PSO
4. Usefulness of the PSO Term for Bond Descriptions components to secondary changes such as a decrease in the
excitation energies because of a more dense packingdiitals

Within the LMO description, the dominating orbital contribu- ~ caused by the extension of the conjugated system. Such a change

The situation is even more complicated for tine terms,
which are also not suitable for a description of théond
character of the C1C2 bond, except that one discusses each
bond by itself on the basis of the orbitals involved in the
contributing excitations. Thex term, however, is more useful

tion to the isotropic PSO term is given by théC1—C2) orbital is also reflected by thg bond orders; therefore, the PSO
rather than ther orbitals. In the same wayx is dominated by ~ components should be directly related to the bond order.
thexx component of the(C1—C2) contribution (Table 4). Both As suitable examples, we have investigated polyehed

the isotropic and thex orbital contribution depend on the,p  and 10 and polyacetylene®, 11, and 12 (Scheme 1). The
character of thes(C1—C2) bond orbital and the availability of  calculated SSCCYJ(C—C) and their Ramsey terms are shown
ar* orbitals where these two factors work in opposite direction. in Table 5 together with bond lengtR§C—C) and bond orders
This leads to the quadratic (or cubic) relationship shown in NRT and AOM. Simple Haokel theory predicts that with
Figure 6 for the total PSO and the NC terfASimilar functional increasing size of the linear polyene (polyacetylene) ithe
behavior can also be observed if one considers just the PSOcharacter of the formal single bonds increases and that the
and NC terms of the formal single bonds -©02 separately, central C-C bonds in a polyene (or polyacetylene) have larger
as done in the inset of Figure 6. This leads to the question of # character than the terminal € single bonds. This is
whether one has to analyze each major bond typeGC confirmed by the calculated bond lengths and the AOM bond
C=C, C=C, aromatic C-C, etc.) by itself. orders (Table 5). We note that the NRT bond orders systemati-
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Figure 10. PSO components d(C—C) as functions of the bond order. (a) P&&)(as a function of the bond order ACMwhich contains the
average hybridization degréeand an excitation scaling factaraccording to AOM= AOM + h/a (see text). (b) PSO components as a function
of the AOM bond order in the case of polyer&<9, and10. (c) Isotropic PSO term as a function of thé ¢tel z-bond ordem(x) in the case of
polyenes2, 9, and10. (d) PSO components as a function of the AOM bond order in the case of polyacetylekiesand12. For numbering of
the molecules, see Scheme 1.

TABLE 5: Characterization of the Formal C —C Single Bonds of Some Polyenes and Polyacetylenes by the PSO Components of
1J(C—C), the Bond Length, and the Bond Orde#

10 5 12 12

parameter 2 9 10 terminal center 11 terminal center
PSO&x) —7.00 —7.32 —8.40 —-9.31 —4.41 —5.01 —0.52 —0.57
PSOgy) 0.15 0.10 0.06 0.01 —4.41 —5.01 —0.52 —0.57
PSO¢2 —2.20 —2.88 -2.33 —2.25 0.85 1.67 0.20 0.31
isotropic PSO —3.02 -3.37 —-3.52 —3.85 —2.66 —2.78 —2.83 —2.80
R(C-C) 1.457 1.446 1.447 1.441 1.369 1.360 1.357 1.348
bond order NRT 1.061 1.072 1.084 1.071 1.115 1.128 1.151 1.122
bond order AOM 1.114 1.119 1.122 1.129 1.237 1.248 1.251 1.261

aPSO contributions are in hertz; distarRgC—C) is in angstroms. SSCC calculations were made at the B3LYP/[7s,6p,2d/4s,2p] level of theory;
geometries and bond orders are at the B3LYP/6-31G(d,p) level of theory. The axis of D&iBgle bond is in the direction; thesr orbitals are
in they direction.

cally fail to indicate the higher bond order of a centratC true for the in-plane pseudo(=CH—CH=) and pseudoz*-
bond as compared to the bond order of a peripheraC®ond (=CH—CH=) orbitals, which are relevant to tlrzcomponent.
in a polyene or polyacetylene. Therefore, the NRT bond orders Because the trends in thex and zz components are opposite
are not suitable bond descriptors and are no longer consideredand largely cancel each other and becauseytheomponent
in this work. does not play any significant role (Figure 10b), the linear
Parts b and d of Figure 10 show that for both polyenes and relationship for the isotropic PSO term results (Figure 10b).
polyacetylenes the PSO term and its components vary in a Our motivation to focus on one type of<€C single bond is
regular fashion with the bond order. In the case of the polyenes, based on the need to exclude hybridization effects and by this
the isotropic PSO term turns out to be a better descriptor of theto be able to describe ground- and excited-state properties
bond than thex component because the former depends linearly influencing the PSO components by easily available ground-
on the AOM bond order whereas the latter has a more state properties such as the AOM bond order. The largest
complicated dependence on the AOM bond order. This is due changes in the latter are caused by changes in the hybridization
to the fact that the energies of thé€C—C) ando*(C —C) orbitals of the C atoms connected by a single bond. If these are no longer
in a polyene depend on the<€—C bond angle. This is also  present, then it should be possible to establish a relationship
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between the PSO term and thebond order. This is confirmed  where the DSO, PSO, FC, and SD operators are defined by eqs
by the linear relationship between the isotropic PSO term and A5—A8:

the Hickel z-bond order for the formal €C single bond in Ao
polyenes shown in Figure 10c. Such a relationship exists for pso_ | 1 Ameft 4f"A rBI 'a . Ts A5
the polyacetylenes for any PSO component because secondary =8 " Im « (A5)
effects resulting from the bending of the carbon chain are

excluded; accordingly, all PSO components vary linearly with SO 4neoh3 A
the AOM and thez-bond order. This also holds for PSO bond- "=\ (5 xV (A6)
length relationships or when frequencies, force constants, or em Fa
bond-dissociation energies are correlated with the PSO com- 4 3
re_ | Amedt 8 ,
ponents. hy = 3 3¢ o(r,)s (A7)
The linear relationships involving the PSO terms shown in em
Figure 10 are remarkable because the tiny differences in bond 4neoh3 (ST
lengths and bond orders lead to relatively strong PSO ch SD — 2 WA_S
gths and bond orders lead to relatively strong changes hx 3 = S (A8)
of 1—3 Hz (considering the fact that SSCCs of 0.2 Hz are still em A F'A

measurable nowadays). Of course, the PSO term is not an N .
observable; therefore, it may not be an interesting quantity for "€ operator$i, and X= PSO, FC, SD are chosen in such a
the experimentalist. However, the quantum chemical description W&y that the f)|(rst-order_ orbitals become real; this implies that
of bonds differing by just 0.003 and 0.009 A (fRealues for the oper_atori;lA are anti-Hermitian. The position of ngcleus N
11 and 12 in Table 5) is a difficult task and can lead to (A OF B)is given by vectoRy; ry =r — Ry gives the distance
misleading results, as demonstrated in this work for the NRT Pefween an electron and the nucleyss the dielectric constant

bond orders (Table 5). In this regard, the hypersensitive PSO?J the \_iatcuuma is iqmtmherfelld’? fine-sf[ru_cture_;:or;ta_%]ri‘s
term is a useful property of the bond, which can be used for a € unit tensor, anc Is the electron spin in units at. -1he

reliable relative comparison of the properties of closely related prefactors e.nclosed. n brgces In €as c are esq[l)J alto L when
bonds expressed in atomic units. Note tHa{" and h;° are 2 x 2

) . . . matrices with respect to the electron spin variables. The symbol
Apart from _the special cases con_3|dered_|n Table 5 and Figure 5 yanotes the dyadic product of two vectors. The DSO and the
10, the most important result of this work is that the PSO term pgq parts of the SSCC can be expressed in terms of spin-free
of a C—C single bond depends on the p character rather than oppitalsg,, whereas the FC and the SD parts are given in terms
just therr character of the €C bond. This means that one has  of spin-dependent orbitaig,. Zeroth-order orbitals are denoted
to consider both thepand the p contributions of the €C by superscript (0), and superscript (B) denotes first-order orbitals
bond. Both can behave in different ways. Frdm5, the p; resulting from the perturbed nucleus B. The indices of the
character of the €C single bond increases, whereas the p  occupied orbitals will bek, I, --+; those of the virtual orbitals
character is drastically decreased by reduction in hybridization will be a, b,---.
at the C atoms from so sp. This has to do with the fact that In the first instance, the SSCCs are tensors with respect to
the PSO term is a quantity that measures the bond both in thethe orientations of the perturbed and responding nuclei. (See
ground state and in excited states. for example, ref 26.) As molecules in the gas phase or in solution
are oriented randomly and rotate rapidly, only the isotropic
Acknowledgment. Calculations were made on the super- average of the SSCC, which equals of the trace of the
computers of the Nationellt Superdatorcentrum (NSC), Linko  cOrresponding SSCC tensors, is observébiéEquations At
ping, Sweden. We thank the NSC for a generous allotment of A8 give these isotropic average values. For the purpose of

computer time. J.G. thanks Carl Tryggers Stiftelse for financial Investigating the electronic mechanism of spin- spin coupling,
support, the individual components of the SSCCs defined by a given

orientation of perturbed and responding nuclei have to be
. analyzed. One focuses on the diagonal components where the
Appendix two nuclei are parallel because only the diagonal components

: . : tribute to the isotropic average. The diagonal terms of the
In this Appendix, the CP-DFT formulatidhof the Ramsey O ) . i X
theory? for the indirect nuclear spiaspin coupling constant is DSO and PSO parts, for a given orientatroaf the two nuclei,

briefly summarized. Within CP-DFT, the four Ramsey terms have the form

are given as 050 occ o 050 ©
Kagnn = ZZ@k | (Nhag 1) &0 (A9a)
20CC
Kia"= 32 T s 190 (A1)
KRB = 43 (0” | (050m)] (nGV70)) (a0
40¢¢ _ A -~ 7
K=Y PO (e o)
poce The isotropic coupling constant is then obtained as
F FC,T.(B),F
Kig = 32 Wiala vl ™D (A3) T
o Kag = §(KAB,xx+ Kag,yy T Kas, 22 (A10)
ZOCC -
Kap = —Z @ 9|h:P 1y ®: S0 (A4) TheK introduced in eqs A+A8 denotes the reduced SSCC,
3 which describes only the electronic part of the coupling
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mechanism and does not reflect gyromagnetic ratipandyg
of the coupling nuclei. The measured SSCC is relatedsto

YaVB
e = Kag

. (A11)

where analogous relationships follow for the individual Ramsey
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