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Multiconfiguration molecular mechanics (MCMM) is a method for representing polyatomic potential energy
surfaces by combining molecular mechanics potentials for the reactant and product wells with electronic
structure data (energy, gradient, and Hessian) at the saddle point and a small number of nonstationary points.
A general strategy for placement of the nonstationary points has been developed [Albu, T. V.; Corchado, J.
C.; Truhlar, D. G.J. Phys. Chem. A2001, 105, 8465] for fitting potential energy surfaces in the vicinity of
the reaction path and in the reaction swath region and for calculating rate constants for atom transfer reactions
by variational transition state theory with multidimensional tunneling. In the present work, we improve the
efficiency of the MCMM method by using electronic structure calculations only for certain critical elements
of the Hessians at the nonstationary points and by using interpolation for the other elements at the nonstationary
points. We tested this new MCMM strategy for a diverse test suite of six reactions involving hydrogen-atom
transfer. The new method yields quite accurate rate constants as compared with the standard MCMM strategy
employing full electronic structure Hessians and also as compared with direct dynamics calculations using an
uninterpolated full potential energy surface at the same electronic structure level. In comparison with the
standard MCMM strategy, this new procedure reduces the computational effort associated with the nonstationary
points by a factor of up to 3 for the test reactions and up to 11 for even larger reactive systems.

1. Introduction
Variational transition state theory with multidimensional

tunneling contributions (VTST/MT) has been established as a
powerful method for studying chemical reaction dynamics.1-8

A successful application usually relies on the accuracy of the
potential energy surface (PES), especially in the reaction swath.
The reaction swath is defined as the union of the narrow valley
centered along the minimum energy path (MEP) that connects
the reactants and products and the wider region on the concave
side of the MEP that is associated with large-curvature tunneling
(LCT, i.e., extensive nonclassical corner cutting).6,9 Generation
of the PES in the reaction swath requires correlated electronic
structure theory10-20 since molecular mechanics potential
functions,21-26 which are useful for modeling reactants and
products, are incapable of describing bond breaking and bond
forming. One way to proceed is direct dynamics,9,27-49 where
the electronic structure PES is calculated on the fly. However,
applications of direct dynamics are still limited to relatively
small reactive systems due to the high computational costs of
electronic structure calculations. Therefore, it is desirable to
develop algorithms that allow the generation of reactive PESs
with minimal computational effort.

Recently, we introduced an efficient algorithm for this
purpose; the algorithm is called multiconfiguration molecular
mechanics (MCMM).50,51This is a dual-level scheme that uses
molecular mechanics potential functions as the nominally lower-
level data and electronic structure theory for the higher-level
data. This is accomplished by forming an electronically non-

adiabatic (i.e., diabatic) Hamiltonian matrixV whose diagonal
elements are given by classical molecular mechanics and whose
off-diagonal elements are obtained by Shepard interpolation of
quadratic expansions around a set of points where the higher-
level electronic structure data is available. The nonadiabatic
representation is not unique, and the choice made for MCMM
is a valence bond Hamiltonian, in whichV11 (V22) is the energy
of a valence bond state with the reactant’s (product’s) bonding
pattern, andV12 is the resonance energy. This kind of nondi-
agonal representation of the Hamiltonian has been used in a
variety of contexts for modeling reactive systems.29,52-96 In
MCMM, the Born-Oppenheimer potential energy surface is
obtained as the lowest eigenvalue of the matrixV, and it
reproduces the higher-level data in the vicinity of each electronic
structure data point. The MCMM method is therefore a general
fitting scheme for creating semiglobal PESs for reactive systems.

The MCMM method allows one to carry out the entire
dynamics calculation from a reasonably small amount of
electronic structure data without requiring the human judgment
traditionally associated with the “art” of fitting multidimensional
functions. The whole MCMM fitting process is unique and
automatic except for the decision about where to locate the input
data. In principle the results converge to a numerically accurate
interpolation of the PES for any reasonable scheme of adding
data. In our second paper on this subject,51 we developed a
practical scheme for locating the data that minimizes the number
of points at which data is used. In addition to the reactant- and
product-valley wells (which are the reactants’ complex and
products’ complex for bimolecular reactions with two products),
which are described by molecular mechanics functions, we
employed up to 11 points where electronic structure data were
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determined. These points include the saddle point and 10
supplementary nonstationary points. (The nonstationary points
are not necessarily on the MEP, although seven of these are
close to the MEP of the final MCMM surface.) This scheme
was validated by tests against a diverse set of reactions involving
hydrogen transfer; such reactions tend to be very challenging
with respect to determining both variational and tunneling
effects. The validation suite included both cases dominated by
small-curvature tunneling (SCT)35,97 and cases dominated by
large-curvature tunneling (LCT)5,6,8,9,36,37,97-103 Accurate rate
constants were obtained, even for LCT-dominated reactions,
which require PES information over a more extensive region
than is required for SCT calculations.

Electronic structure data that are used in a standard MCMM
calculation include energies, gradients, and Hessians. The
Hessians are the most expensive items to compute, especially
when they are not analytically available but have to be calculated
numerically. The cost associated with the evaluation of high-
level Hessians prevents the straightforward application of
MCMM to converge the PES for very large reactive systems.
The objective of the present paper is to improve the “standard”
MCMM method by reducing the effort required for Hessian
computations. This is accomplished by use of partial electronic
structure Hessians, i.e., use of electronic structure for certain
critical Hessian elements with approximate values for the other
Hessian elements. Details will be presented in section 2. This
new strategy will be tested against straight direct dynamics
calculations for the following reactions:

Five of these reactions (R-1 through R-5) have been already
included in the previous tests51 for the standard scheme. The
newly introduced R-6 has the same reactants as R-5 but the
reaction takes place at the primary instead of secondary C
position of propane. Computational details and results will be
given in section 3, where comparisons between MCMM with
the new partial-Hessian scheme, MCMM with the standard51

scheme, and direct dynamics calculations will be tabulated.
Section 4 contains a discussion.

2. Multiconfiguration Molecular Mechanics

2.1. Overview.In this section, we briefly review the standard
MCMM algorithm.50 Details of the algorithm can be obtained
from the original paper50 and will not be repeated here.

The Born-Oppenheimer potential energy is represented at a
geometry defined in internal coordinatesq as the lowest
eigenvalue of a 2× 2 electronically diabatic Hamiltonian matrix
V(q):

where theV11 andV22 elements are classical molecular mechan-
ics potential functions that describe reactant well and product

well valence bond configurations, respectively, and theV12

element is the resonance integral. The lowest eigenvalue is

The first and second derivatives ofV(q), which are required
for the dynamical calculations, are obtained by differentiation
of eq 2, after we knowV11(q), V22(q), andV12(q). The molecular
mechanics potentialsV11(q) and V22(q) are readily available,
inexpensive to calculate, and “easy” to differentiate analytically.
The resonance integralV12(q) and its derivatives are the key
features of the MCMM algorithm, and they are obtained using
Shepard interpolation.104,105

The interpolation is based on data at a set ofM points called
Shepard pointsq(k), with k ) 1, 2, ...,M, at which the energies
V(k), gradientsg(k), and Hessian matricesf(k) are available. For
a given Shepard pointq(k), V(q;k) is expanded in a Taylor series
around q(k). After expanding V11(q;k) and V22(q;k) using
molecular mechanics potential functions, a quadratic expansion
of V12(q;k) around pointq(k) is obtained following ref 74 and
using eq 2; this was given as eq 13 in ref 50. This quadratic
expansion is carried out in internal coordinates50 to avoid any
ambiguity of the orientation of the system in space.

Once the quadratic expansion ofV12(q;k) is completed for
all the Shepard points,V12 at a desired geometryq (in internal
coordinates) can be evaluated by means of Shepard interpolation
as a linear combination of the quadratic expansions around these
Shepard points:

where the S superscript inV12
S (q) indicates thatV12 is obtained

via Shepard interpolation,Wk(q) are normalized weights, and
V12

mod(q;k) is a modified quadratic function:

where the modification is50

with δ ) 1 × 10-8Eh
2 (note: 1Eh ) 1 hartree) 627.51 kcal/

mol). The weight functions,Wk(q), are one of the keys to the
success of the method; they are the smoothest functions that
satisfy the required energy and derivative conditions at the
Shepard points, as discussed in ref 50. In particular, the
functional form that we adopted is50

wheredk(q) denotes a generalized distance betweenq andq(k)

defined as

O + CH4 f OH + CH3 (R-1)

OH + CH4 f H2O + CH3 (R-2)

NH2 + CH4 f NH3 + CH3 (R-3)

CH2F + CH3Cl f CH3F + CH2Cl (R-4)

OH + C3H8 f H2O + CH3CHCH3 (R-5)

OH + C3H8 f H2O + CH2CH2CH3 (R-6)

V(q) ) (V11(q) V12(q)
V12(q) V22(q) ) (1)

V(q) ) 1
2

{(V11(q) + V22(q)) -

[(V11(q) - V22(q))2 + 4V12(q)2]1/2} (2)

V12
S (q) ) ∑

k)1

M

Wk(q)V12
mod(q;k) (3)

[V12
mod(q;k)]2 ) [V12(q;k)]2 u(q;k) (4)

u(q;k) ) {exp{-δ/[V12(q;k)]2} [V12(q;k)]2 > 0

0 [V12(q;k)]2 e 0
(5)

Wk(q) ) ( 1

dk(q))4

/∑
i)1

M ( 1

di(q))4

(6)

dk(q) ) x∑
j)1

jmax

(qj - qj
(k))2 (7)
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The first and second derivatives ofV12
S (q) are evaluated

using eqs 26 and 27 of ref 50, respectively.V(q) and its first
and second derivatives can be computed accordingly (eqs 5 to
7 in ref 50).

In our studies, the internal coordinates used to calculate the
generalized distance in eq 7 are three (jmax ) 3) interatomic
distances (q1, q2 and q3) that change significantly during
reactions(i) the forming bond distance, (ii) the breaking bond
distance, and (iii) the distance between the nontransferring atoms
involved in these bonds.

A Shepard interpolation in the MCMM algorithm requires
at least three points, which are the minima of the reactant- and
product-valley wells and the saddle point. These first three points
are all stationary points, and they are the first three Shepard
points (k ) 1, 2, and 3) employed in all cases. An MCMM
calculation based on these three points without any supplemen-
tary points is denoted as MCMM-0. ThenNs supplementary
points can be added successively into the Shepard interpolation,
and the corresponding MCMM computation (based overall on
M ) Ns + 3 points) is labeled MCMM-Ns. In the standard
MCMM interpolation scheme as well as the improved scheme
used in this paper, the reactant- and product-valley wells are
completely described at the molecular mechanics level, whereas
the other Shepard points (the saddle point and supplementary
points) are treated at the higher-level of theory, i.e., using
electronic structure calculations. Therefore, to generate the
MCMM potential energy surface, one needs higher-level
electronic structure data (energy, gradient, and Hessian) atNs

+ 1 points.
To perform variational transition state theory computations,

additional electronic structure information is required for the
reactants, and to calculate the equilibrium constant or reverse
rates, such information is required for products. For MCMM,
one needs the product energy even if one only wants forward
rates because the reactant and product relative energies are
needed to determine the energy difference betweenV22 andV11,
since the zero of energy for a given valence bonding pattern in
a molecular mechanics computation is arbitrary. We also require
the Hessians for the reactants in order to compute their
vibrational partition function, and we require Hessians for both
reactants and products to carry out the tunneling calculations.

2.2. Location of Supplementary Shepard Points.As pointed
out before,51 in principle the computed reaction rates converge
to the results obtained on a numerically accurate interpolation
of the PES (or, equivalently, the results obtained by direct
dynamics) for any reasonable scheme of adding data. From a
practical point of view, it is convenient to have a standard
strategy for adding points. This problem was explored in our
previous study and a general scheme of successively adding
supplementary Shepard points was proposed.51 (For the con-
venience of the readers, Table S-1 of the Supporting Information
reviews the sequence for adding supplementary points in the
standard scheme.) In this process, the location of theRth (R )
1, 2, ...,Ns) supplementary point is based on the information
along the MEP given in the MCMM-(R - 1) calculation. Such
information includes both the potential energy surface along
the minimum energy path,VMEP(s), and the vibrationally
adiabatic ground-state potential energy curve,1,4 Va

G(s), wheres
denotes the signed distance from the saddle point along the
mass-scaled reaction coordinate,1,4 and Va

G(s) is obtained by
adding the zero point energy of the modes transverse to the
reaction path toVMEP(s). The maximum of theVa

G(s) curve,
which corresponds to the dynamical bottleneck at 0 K,106 and
its location along the MEP are denotedVa

AG and s/
AG respec-

tively. One also takes into account the values from electronic
structure calculations (these do not depend on the MCMM
algorithm) at the reactants, the products, and the saddle points

VR, VP, andVq for VMEP(s), andVa
RG, Va

PG, andVa
qG for Va

G(s),
respectively. (See Figure 1 in ref 51) The forward and backward
barrier heights are labeledVq andVrev

q , respectively, andVhq is
their average;VR is always taken as the zero of energy for a
given reaction.

The algorithm for adding the supplementary Shepard points
does not depend on the direction of a reaction, i.e., from the
reactants to products or from products to reactants. Instead, it
depends on the locations of the high- and low-energy sides of
a reaction profile, which will be called simply the high and low
sides. The high side is the reactant side and the low side is the
product side ifVa

RG > Va
PG, and vice versa.VH andVL indicates

theVMEP(s) value at the high and low side, respectively (i.e., at
s ) -∞ and+∞ if Va

RG > Va
PG or ats ) +∞ and-∞ if Va

RG <
Va

PG). Similarly, Va
HG and Va

LG denote the correspondingVa
G(s)

values on the high and low sides, respectively. Furthermore,
an intrinsic barrier height (Vint

q ) is defined as the potential
energy difference between the saddle point (s ) 0) and the high
side, i.e.,

The dynamical bottleneck side is the side on whichs/
AG occurs.

The first seven supplementary points are on the MEP. The
eighth through the tenth supplementary points are on the concave
side of the MEP region and are determined on the basis of the
locations of the assistant points 8H/8L, 9H/9L, and 10H/10L,
respectively. These assistant points are on the MEP, and the
subscripts H/L indicate their locations on the high/low sides.

2.3. Less Expensive Treatment of Hessians.In generating
the PES, the standard MCMM scheme requires electronic
structure data (energy, gradient, and Hessian) at the saddle point
and supplementary points. The optimization of the saddle point,
the computation of its normal modes, and the evaluation of
Hessians at theNs nonstationary points by electronic structure
calculations are the most computationally costly steps. We
introduce here a less expensive way to treat the Hessians of the
nonstationary points.

The basic idea comes from the observation that normally only
a portion of the atoms in a reaction are directly involved in
bond breaking and forming or in change of bond order. These
atoms are called core atoms. It is expected that the Hessian
elements that involve only the core atoms might be more critical
than the other Hessian elements. Our improvement to the
standard method is to treat these critical elements accurately
by electronic structure calculations and to approximate the other
elements in an appropriate manner.

In our scheme, we group the atoms into four layers: (1) core
atoms, which are normally the ones that are directly involved
in bond breaking and forming or that change their bond orders,
(2) geminal atoms that are bonded to the core atoms, (3) vicinal
atoms that are bonded to the geminal atoms, (4) and the
remaining atoms, which are called “distant” atoms. This is
illustrated in Figure 1 for reaction R-6, for which one has three
core, four geminal, three vicinal, and three distant atoms.

Generally, the core atoms should be selected on the basis of
the importance of the role that an atom plays in the reaction.
For example, in electrocyclic reactions,107 some bonds do not
break but their bond orders change. In such a case, the core
atoms should include all atoms whose bond order to any other
atom changes. (Thus, one has the option to include more atoms

Vint
q ≡ VMEP(s ) 0) - VH (8)
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in the core, but in the applications presented here there will
always be three core atoms.)

In our new strategy to treat the Hessian elements, the number
of atoms for which Hessian elements are evaluated by electronic
structure calculations is reduced gradually as more and more
supplementary Shepard points are added. Various options may
be considered depending on how this is done. At the beginning,
the list of atoms for which Hessian elements are computed by
electronic structure calculations could include all the atoms or
it could include core, geminal, and vicinal atoms. We abbreviate
such an atom list as “v” since the outermost layer is made of
the vicinal atoms. Similarly, “g” labels an atom list with core
and geminal atoms, and “c” indicates an atom list with only
core atoms. If all atoms are included, however, we prefer “a”
(which stands for “all”) to “d” (stands for “distant”). The key
idea is that all elements of the Hessian at the saddle point are
obtained from an electronic structure calculation, but as one
moves to supplementary points, the atom list for electronic
structure Hessian elements switches to “v”, then “g”, and finally
ends up at “c”.

Figures 2 and 3 illustrate respectively two options, 10/3v2g5c
and 10/2v2g6c, which are investigated in this work. The 10/
3v2g5c option means the atom list is “v” for the first three
supplementary points, then changes to “g” when the next 2
points are added, and reduces to “c” for the final 5 points.
Similarly, the 10/2v2g6c option indicates “v” for the first 2,
“g” for next 2, and “c” for the final six supplementary points.
The standard option,51 which uses full electronic structure
Hessians for all 10 supplementary points, is labeled 10/10a in

the present study. The MCMM calculations with the above three
options are named MCMM-10/3v2g5c, MCMM-10/2v2g6c, and
MCMM-10/10a, respectively. (MCMM-10/10a is equivalent to
MCMM-10 in ref 51) We note that, in this article, for all three
of the options that are presented, the full electronic structure
Hessians are used for the saddle points.

The Hessian elements that are not evaluated by electronic
structure calculations are approximated in two ways: (1) from
the corresponding values at the saddle point, or (2) from Shepard
interpolations in the preceding MCMM calculation, i.e., using
the predicted values from an MCMM-R calculation for the next
(R + 1)th supplemental point. We applied the first approxima-
tion in MCMM-1 employed the second approach in MCMM-N
with N > 1.

We should note that all energies and gradients at Shepard
points are determined by electronic structure calculations in the
present improved scheme. However, since they are much less
expensive than the Hessian to evaluate, such a strategy will not
significantly affect the overall computational cost.

3. Computational Details and Results

The new strategy for Hessians is tested using the six hydrogen
transfer reactions mentioned in section 1. These reactions differ
from one another in significant ways (number of atoms,classical
barrier height, energy of reaction, saddle point asymmetry, and
type and extent of tunneling), and together they provide a
challenging test suite.

All electronic structure calculations here (and in the dy-
namics calculations below) were performed at the MPW1K/
6-31+G(d,p)20 level of theory usingGAUSSIAN98 software.108

MPW1K20 is a hybrid Hartree-Fock-density functional method15

that was determined by optimization against a database of barrier
heights and reaction energies for 20 reactions. It should be noted
that the MPW1K method has been updated in theGAUSSIAN98
package a.11 and later versions based on the corrections
indicated in the Appendix of ref 109. The update leads to some
small changes in the results51 for the reactions that were
presented previously (R-1 through R-5). The changes are only
quantitative and are never qualitative. All electronic structure
calculations in this work (both direct dynamics and MCMM)
made use of the updated version. We employed spin-restricted
wave functions for closed-shell systems (any systems with an
even number of electrons) and spin-unrestricted wave functions
for open-shell systems.

Table 1 lists the key energetic parameters for the reactive
systems investigated here as determined from electronic structure
calculations. Table 2 shows geometric information (at the saddle
point, denotedq, at reactant, R, and at product, P) for the three
atoms A-H-B that are directly involved in the hydrogen atom
transfer: bond angleθAHB

q , distancesrAH
q and rBH

q , and the
equilibrium bond distancesrAH

P and rBH
R , respectively.

For the conventional and generalized transition states of
reactions R-2 to R-6, no low-lying electronically excited states
were considered, so the electronic partition of the transition
states of these reactions is the ground state degeneracy. For
reaction R-1, we explicitly included only the ground triplet state
of the transition states but treated it as having a degeneracy of
6 to account for the fact that there are two low-lying triplet
electronic states that are nearly degenerate. We included the
following electronic excited states in calculating the reactant
partition functions:110 the 2Π1/2 excited state of OH with an
excitation energy of 140 cm-1 and the3P1 and3P0 excited states

Figure 1. Atom groups for the reaction OH+ C3H8 f H2O + CH2-
CH2CH3.

Figure 2. Use of electronic structure Hessian components for the saddle
point (Shepard point 0) and supplementary points (Shepard points
1-10) in MCMM-10/3v2g5c. Gem for geminal, Vic for vicinal, and
Dist for distant.

Figure 3. Use of electronic structure Hessian components for the saddle
point (Shepard point 0) and supplementary points (Shepard points
1-10) in MCMM-10/2v2g6c. Gem for geminal, Vic for vicinal, and
Dist for distant.
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of O(3P) with excitation energies of 158 and 227 cm-1,
respectively.

Both direct dynamics and MCMM calculations were per-
formed. The methodology is documented in ref 51, and here
we only describe the aspects most relevant to the present work.
We use redundant internal coordinates to represent low-order
expansions of potential energy surfaces in internal coordi-
nates.111-113

The harmonic approximation was assumed in all cases, and
the vibrational analyses were carried out using redundant internal
coordinates. For reactions R-1 to R-5, the internal coordinates

used here are identical to those used previously.51 For reaction
R-6 they are specified in footnotea of Table 8. The current
choice of internal coordinates used in vibrational generalized
normal-mode analysis yields a reaction-path Hamiltonian with
all frequencies real along the computationally kinetically
significant ranges of the MEP.

It is well-known that rate constants calculated at low
temperatures can be very sensitive to the frequencies of low-
frequency vibrational modes. For an almost flat vibrational
potential, the use of harmonic-oscillator partition functions based
on a very low frequency (e.g., 5 cm-1) of a normal mode or

TABLE 1: Energetic Quantities (kcal/mol) and 0 K Dynamical Bottleneck Locations (bohrs) in the Direct Dynamics
Calculationsa

reaction Vq VP Vint
q Va

RG Va
PG Va

qG Va
AG s/

AG Erep (300 K)

O + CH4 f OH + CH3 14.02 7.83 6.20 28.85 32.56 39.30 39.33 -0.032 35.86
HO + CH4 f H2O + CH3 7.57 -9.06 7.57 34.41 24.05 40.36 41.44 -0.277 40.62
NH2 + CH4 f NH3 + CH3 13.95 -1.96 13.95 41.25 39.52 54.98 54.98 -0.007 48.41
CH2F + CH3Cl f CH3F + CH2Cl 15.87 -1.32 15.87 40.46 38.85 55.08 55.08 0.002 52.19
HO + C3H8 f H2O + CH3CHCH3 2.87 -16.50 2.87 72.20 54.23 73.75 74.75 -0.569 74.75
HO + C3H8 f H2O + CH2CH2CH3 4.91 -12.61 4.91 72.20 58.31 75.29 76.58 -0.386 76.58

a All values in this table calculated by MPW1K/6-31+G(d,p). The zero of energy for each reaction is set to the classical potential energy at
reactants (VR ≡ 0), Vq is the potential energy at the saddle point (equal to classical forward barrier height),VP is the potential energy at the products
(equal to classical energy of reaction),Vint

q is the intrinsic barrier height,Va
RG is the vibrationally adiabatic ground-state potential energy curve at

reactants, and the value of this curve isVa
PG at products,Va

qG at the saddle point, andVa
AG at the variational transition state (dynamical bottleneck)

at 0 K. The representative tunneling energy at 300 K is given asErep (300 K), s/
AG (in bohr) is the reaction coordinate at the dynamical bottleneck

at 0 K. The MCMM calculations exactly reproduce the first six quantities in each row, but give slightly different values, in some cases, for the last
three.

TABLE 2: Geometries for Atoms Directly Involved in Hydrogen Transfer a

reaction θAHB
q rAH

q rBH
q rAH

P b rAH
q - rAH

P rBH
R c rBH

q - rBH
R

O + CH4 f OH + CH3 179.2 1.184 1.306 0.966 0.218 1.086 0.220
HO + CH4 f H2O + CH3 173.8 1.278 1.221 0.953 0.325 1.086 0.135
NH2 + CH4 f NH3 + CH3 171.2 1.261 1.306 1.006 0.255 1.086 0.220
CH2F + CH3Cl f CH3F + CH2Cl 177.5 1.337 1.335 1.087 0.250 1.083 0.252
HO + C3H8 f H2O + CH3CHCH3 176.9 1.407 1.171 0.953 0.454 1.091 0.080
HO + C3H8 f H2O + CH2CH2CH3 177.2 1.337 1.195 0.953 0.384 1.089 0.106

a All values in this table calculated by MPW1K/6-31+G(d,p). Bond angles in degrees, distances in angstroms. The hydrogen atom is transferred
from B to A. Bond angleθAHB

q , distancerAH
q , and distancerBH

q are at the saddle point.b DistancerAH
P is the equilibrium A-H distance in the product.

c DistancerBH
P is the equilibrium B-H distance in the reactant.

TABLE 3: Rate Constants (cm3 Molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-Transfer Reaction of O with CH4 by
Direct Dynamics (DD) and MCMM-10a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 5.98E-19 5.67E-19 1.15E-18 1.90E-18 6.91E-18 6.91E-18 6.92E-18
400 5.31E-17 5.10E-17 7.67E-17 1.03E-16 1.99E-16 1.99E-16 2.00E-16
600 6.09E-15 5.91E-15 7.12E-15 8.13E-15 1.07E-14 1.07E-14 1.07E-14

MCMM-10/10ac

300 5.98E-19 5.98E-19 1.14E-18 1.85E-18 6.48E-18 6.48E-18 6.48E-18
400 5.31E-17 5.31E-17 7.68E-17 1.02E-16 1.92E-16 1.92E-16 1.92E-16
600 6.09E-15 6.05E-15 6.92E-15 7.93E-15 1.05E-14 1.05E-14 1.05E-14

MCMM-10/3v2g5cd

300 5.98E-19 5.98E-19 1.15E-18 1.87E-18 6.46E-18 6.46E-18 6.46E-18
400 5.31E-17 5.31E-17 7.71E-17 1.03E-16 1.91E-16 1.91E-16 1.91E-16
600 6.09E-15 6.05E-15 6.94E-15 7.96E-15 1.05E-14 1.05E-14 1.05E-14

MCMM-10/2v2g6ce

300 5.98E-19 5.98E-19 1.16E-18 1.93E-18 7.71E-18 8.41E-18 8.42E-18
400 5.31E-17 5.31E-17 7.74E-17 1.05E-16 2.04E-16 2.17E-16 2.17E-16
600 6.09E-15 6.05E-15 6.95E-15 8.02E-15 1.06E-14 1.09E-14 1.09E-14

a The rate constant including tunneling is then given bykCVT/MT ) κMT kCVT, whereκMT is the transmission coefficient (denotedκCVT/MT in ref 1),
and MT is ZCT, SCT, LCT(0), LCT, orµOMT. The definition for the transmission coefficient is given in ref 1. See section 2.3 of text for MCMM
notation.b With nmax ) 0, wherenmax is the highest vibrational quantum number included in LCT calculations; for direct dynamics, it is the number
of energetically allowed final states.c With nmax ) 0; thenmax for MCMM is determined according to the protocol described in section 3.2 of text.
Note that in direct dynamics and MCMM, the potential energy surfaces and reaction paths are not identical, and thus the energetically allowed
highest excited states are not necessarily the same.d With nmax ) 0. e With nmax ) 1.
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generalized normal mode is unrealistic. To improve the descrip-
tion of generalized normal mode vibrations along the MEP, a
frequency cutoff (FC) was introduced in this work. In this
treatment, a cutoff value is used instead of the value determined

from normal mode or generalized normal-mode analysis if the
determined value is smaller. (We note that this has nothing to
do with how the PES was obtained; such a cutoff is applied in
both direct dynamics and MCMM, and should probably be

TABLE 4: Rate Constants (cm3 molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-transfer Reaction of OH with CH4 by
Direct Dynamics (DD) and MCMM-10a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 1.26E-15 2.59E-16 4.84E-16 7.64E-16 5.39E-16 6.23E-16 7.65E-16
400 1.69E-14 5.36E-15 7.55E-15 9.87E-15 7.90E-15 8.64E-15 9.88E-15
600 3.00E-13 1.39E-13 1.59E-13 1.80E-13 1.62E-13 1.69E-13 1.80E-13

MCMM-10/10ac

300 1.26E-15 1.60E-16 3.95E-16 6.33E-16 4.39E-16 5.21E-16 6.44E-16
400 1.69E-14 3.65E-15 6.17E-15 8.23E-15 6.45E-15 7.17E-15 8.29E-15
600 3.00E-13 1.04E-13 1.32E-13 1.52E-13 1.34E-13 1.41E-13 1.52E-13

MCMM-10/3v2g5cd

300 1.26E-15 1.57E-16 3.89E-16 6.13E-16 4.31E-16 5.76E-16 6.59E-16
400 1.69E-14 3.61E-15 6.10E-15 8.04E-15 6.37E-15 7.78E-15 8.52E-15
600 3.00E-13 1.04E-13 1.31E-13 1.50E-13 1.33E-13 1.48E-13 1.55E-13

MCMM-10/2v2g6ce

300 1.26E-15 1.57E-16 3.88E-16 6.45E-16 4.38E-16 6.36E-16 7.28E-16
400 1.69E-14 3.61E-15 6.04E-15 8.20E-15 6.32E-15 8.23E-15 9.00E-15
600 3.00E-13 1.04E-13 1.30E-13 1.50E-13 1.32E-13 1.52E-13 1.59E-13

a See footnotes of Table 3 and section 2.3 of text for notation.b With nmax ) 1. c With nmax ) 1. d With nmax ) 2. e With nmax ) 2.

TABLE 5: Rate Constants (cm3 molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-transfer Reaction of NH2 with CH 4 by
Direct Dynamics (DD) and MCMM-10a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 6.21E-22 6.18E-22 3.21E-21 7.57E-21 1.70E-20 1.70E-20 1.77E-20
400 2.07E-19 2.06E-19 5.41E-19 8.65E-19 1.08E-18 1.08E-18 1.16E-18
600 9.33E-17 9.28E-17 1.45E-16 1.78E-16 1.81E-16 1.81E-16 1.91E-16

MCMM-10/10ac

300 6.21E-22 5.73E-22 2.42E-21 5.97E-21 1.72E-20 1.73E-20 1.81E-20
400 2.07E-19 1.91E-19 4.36E-19 7.25E-19 1.01E-18 1.01E-18 1.11E-18
600 9.33E-17 8.50E-17 1.22E-16 1.53E-16 1.59E-16 1.59E-16 1.72E-16

MCMM-10/3v2g5cd

300 6.21E-22 5.75E-22 2.57E-21 6.54E-21 1.80E-20 1.80E-20 1.90E-20
400 2.07E-19 1.92E-19 4.60E-19 7.91E-19 1.05E-18 1.05E-18 1.17E-18
600 9.33E-17 8.59E-17 1.28E-16 1.65E-16 1.65E-16 1.66E-16 1.83E-16

MCMM-10/2v2g6ce

300 6.21E-22 5.76E-22 2.61E-21 6.53E-21 1.72E-20 1.73E-20 1.82E-20
400 2.07E-19 1.93E-19 4.66E-19 7.92E-19 1.03E-18 1.03E-18 1.14E-18
600 9.33E-17 8.65E-17 1.30E-16 1.66E-16 1.67E-16 1.67E-16 1.84E-16

a See footnotes of Table 3 and section 2.3 of text for notation.b With nmax ) 2. c With nmax ) 2. d With nmax ) 2. e With nmax ) 1.

TABLE 6: Rate Constants (cm3 molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-Transfer Reaction of CH2F with
CH3Cl by Direct Dynamics (DD) and MCMM-10a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 5.45E-24 5.44E-24 4.94E-23 1.19E-22 2.24E-22 2.24E-22 2.40E-22
400 3.48E-21 3.48E-21 1.27E-20 2.08E-20 2.15E-20 2.15E-20 2.41E-20
600 3.08E-18 3.07E-18 5.57E-18 6.91E-18 6.51E-18 6.51E-18 7.07E-18

MCMM-10/10ac

300 5.45E-24 5.44E-24 4.65E-23 1.26E-22 2.85E-22 2.85E-22 3.12E-22
400 3.48E-21 3.48E-21 1.24E-20 2.25E-20 2.34E-20 2.34E-20 2.79E-20
600 3.08E-18 3.08E-18 5.54E-18 7.38E-18 6.70E-18 6.70E-18 7.68E-18

MCMM-10/3v2g5cd

300 5.45E-24 5.44E-24 5.27E-23 1.76E-22 2.89E-22 2.89E-22 3.41E-22
400 3.48E-21 3.48E-21 1.37E-20 2.94E-20 2.45E-20 2.45E-20 3.29E-20
600 3.08E-18 3.08E-18 5.90E-18 8.72E-18 7.10E-18 7.10E-18 8.88E-18

MCMM-10/2v2g6ce

300 5.45E-24 5.44E-24 5.27E-23 1.75E-22 2.66E-22 2.66E-22 3.19E-22
400 3.48E-21 3.48E-21 1.37E-20 2.93E-20 2.38E-20 2.38E-20 3.22E-20
600 3.08E-18 3.08E-18 5.90E-18 8.70E-18 7.06E-18 7.06E-18 8.83E-18

a See footnotes of Table 3 and section 2.3 of text for notation.b With nmax ) 1. c With nmax ) 1. d With nmax ) 1. e With nmax ) 1.
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applied even with realistic analytic PESs. It corrects the
breakdown of the harmonic approximation, not the breakdown
of MCMM.)

In the present work, the FC was set to 10 cm-1 for all
reactions. This value is arbitrary and probably too conservative,
i.e., too small, but it appears to be a reasonable choice.
Moreover, we have tested two other FC values, 5 and 15 cm-1,
for reaction R-6, which has a very low-frequency mode (the
MEP range that is close to the bottleneck regions with all
frequencies equal to or higher than 15 cm-1 is as follows:-0.35
a0 < s < 0.00a0 and 0.10a0 < s < 0.65a0). The results with
FC ) 15 cm-1 are presented in Table 9 and those for FC) 5
cm-1 are in the Supporting Information (Table S-8). Only minor
changes (usually less than 5%) are found to the reaction rates
including LCT rates. For the other reactions, the frequencies of
normal modes are larger than 15 cm-1 along very long ranges
of the MEP (e.g.-0.80a0 < s < 1.90a0 for R-4, and-2.00
a0 < s < 0.80a0 for R-5), and the effects on the reaction rates
due to the present selection of FC value are therefore expected
to be insignificant.

3.1. Direct Dynamics.The direct dynamics calculations were
carried out usingGAUSSRATE,114 which is an interface of
POLYRATE115 with GAUSSIAN.108 We modified theGAUSSRATE

package by inclusion of a low-frequency cutoff (will be
addressed later in this section).

As in our previous study,51 the Page-McIver method116 was
chosen to follow the MEP in isoinertial coordinates. The
coordinates were scaled to a reduced massµ of 1 amu. A step
size of 0.005a0 was used for the gradient, and a new Hessian
was calculated every 0.05a0 along the MEP. The reaction path
was calculated out to 2.0 to 4.0a0 on the high side and to 2.0
to 3.0 a0 on the low side. This is sufficient to converge the
zero-curvature tunneling (ZCT),1,8,97 SCT, LCT(0), LCT, and
microcanonical optimized multidimensional tunneling (µOMT)8,36

calculations. LCT andµOMT calculations include tunneling into
vibrationally excited states, to the extent that it occurs, and
LCT(0) stands for tunneling only into ground state.

For the six reactions studied here, the contribution from large-
curvature tunneling into an excited state is found to be rather
small, and it decreases dramatically toward negligible as the

TABLE 7: Rate Constants (cm3 molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-Transfer Reaction of OH with C3H8
at the Secondary Position by Direct Dynamics (DD) and MCMM-10a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 1.85E-13 4.65E-14 4.86E-14 4.90E-14 4.86E-14 4.91E-14 4.92E-14
400 4.64E-13 1.76E-13 1.70E-13 1.71E-13 1.70E-13 1.71E-13 1.71E-13
600 1.53E-12 8.36E-13 7.84E-13 7.86E-13 7.85E-13 7.86E-13 7.87E-13

MCMM-10/10ac

300 1.85E-13 3.52E-14 3.67E-14 3.76E-14 3.67E-14 3.70E-14 3.76E-14
400 4.64E-13 1.38E-13 1.37E-13 1.38E-13 1.37E-13 1.37E-13 1.39E-13
600 1.53E-12 6.90E-13 6.61E-13 6.65E-13 6.62E-13 6.63E-13 6.66E-13

MCMM-10/3v2g5cd

300 1.85E-13 3.46E-14 3.69E-14 3.81E-14 3.69E-14 3.70E-14 3.81E-14
400 4.64E-13 1.37E-13 1.37E-13 1.39E-13 1.37E-13 1.37E-13 1.39E-13
600 1.53E-12 6.90E-13 6.59E-13 6.64E-13 6.59E-13 6.59E-13 6.64E-13

MCMM-10/2v2g6ce

300 1.85E-13 3.47E-14 4.41E-14 4.80E-14 4.42E-14 4.46E-14 4.80E-14
400 4.64E-13 1.38E-13 1.55E-13 1.62E-13 1.55E-13 1.56E-13 1.62E-13
600 1.53E-12 7.05E-13 7.21E-13 7.36E-13 7.21E-13 7.23E-13 7.36E-13

a See footnotes of Table 3 and section 2.3 of text for notation.b With nmax ) 2. c With nmax ) 2. d With nmax ) 1. e With nmax ) 1.

TABLE 8: Rate Constants (cm3 molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-Transfer Reaction of OH with C3H8
at the Primary Position by Direct Dynamics (DD) and MCMM-10a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 3.65E-14 3.55E-15 3.85E-15 4.16E-15 3.84E-15 3.89E-15 4.16E-15
400 1.77E-13 2.76E-14 2.73E-14 2.85E-14 2.73E-14 2.74E-14 2.85E-14
600 1.15E-12 2.71E-13 2.53E-13 2.58E-13 2.53E-13 2.53E-13 2.58E-13

MCMM-10/10ac

300 3.66E-14 1.38E-15 2.24E-15 2.53E-15 2.25E-15 2.31E-15 2.55E-15
400 1.77E-13 1.26E-14 1.67E-14 1.79E-14 1.67E-14 1.70E-14 1.80E-14
600 1.15E-12 1.46E-13 1.66E-13 1.71E-13 1.66E-13 1.67E-13 1.72E-13

MCMM-10/3v2g5cd

300 3.66E-14 3.54E-15 2.57E-15 3.11E-15 2.58E-15 2.65E-15 3.11E-15
400 1.77E-13 2.48E-14 1.72E-14 1.92E-14 1.73E-14 1.75E-14 1.92E-14
600 1.15E-12 2.20E-13 1.56E-13 1.64E-13 1.56E-13 1.57E-13 1.64E-13

MCMM-10/2v2g6ce

300 3.66E-14 3.60E-15 2.64E-15 3.25E-15 2.65E-15 2.73E-15 3.26E-15
400 1.77E-13 2.53E-14 1.75E-14 1.97E-14 1.76E-14 1.79E-14 1.97E-14
600 1.15E-12 2.23E-13 1.58E-13 1.66E-13 1.58E-13 1.59E-13 1.66E-13

a The internal coordinates used in the vibrational analysis of the generalized normal modes along the reaction path are 1-2, 3-2, 4-2, 5-2, 1-2-3,
1-2-4, 1-2-5, 3-2-4, 3-2-5, 4-2-5, 5-8, 5-9, 5-10, 2-5-8, 2-5-9, 2-5-10, 8-5-9, 8-5-10, 9-5-10, 8-11, 8-12, 8-13, 5-8-11, 5-8-12, 5-8-13, 11-8-12,
11-8-13, 12-8-13, 1-2-5-9, 10-5-8-11, 6-7, 6-3, 3-6-7, 2-6-7, 1-2-6, 4-2-6, 5-2-6, 1-2-6-7, 4-2-6-7, 5-2-6-7, 6-2-1-3, 6-2-4-3, 6-2-5-3, 7-6-3-1,
7-6-3-4, 7-6-3-5, 6-7-3-1, and 6-7-3-4, whereX-Y denotes a bond stretching coordinate,X-Y-Z denotes a valence bend, andW-X-Y-Z denotes a
torsion. See footnotes of Table 3 and section 2.3 of text for other notation.b With nmax ) 2. c With nmax ) 1. d With nmax ) 1. e With nmax ) 1.
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excitation increases; however, it would not be known that this
is the case without doing the numerical calculations, and
therefore it is important to show that MCMM does not
overestimate LCT including all possible final states.

3.2. MCMM Dynamics. The MCMM dynamics calculations
were carried out using theMC-TINKERATE117 program, which is
a new development based upon theTINKERATE118 program that
was used in previous studies.51 MC-TINKERATE is an interface
between thePOLYRATE115 andMC-TINKER,119 andMC-TINKER is
an enhanced version ofTINKER.120 The Shepard interpolations
were carried out byMC-TINKER, and molecular mechanics
calculations were carried out withTINKER. The parameters for
the molecular mechanics force field are those of the MM3 force
field22-24 installed inTINKER plus a few parameters defined in
ref 51. Three options (10/3v2g5c, 10/2v2g6c, and 10/10a) are
compared. For reactions R-1 to R-4, options 10/3v2g5c and 10/
2v2g6c simplify to 10/5g5c and 10/6g4c, respectively, since
there are only geminal and core atoms in these systems.

The treatment to the reaction path (the method to follow the
MEP, the choice of internal coordinates for generalized normal-
mode analysis, etc.) is the same as in direct dynamics calcula-
tions except as follows:

(1) We adopted a finer step size of 0.001a0 for the gradient
and 0.01a0 for the Hessian along the MEP,121 since MCMM
calculations are much less expensive.

(2) We chose a narrowers range in the MCMM calculations
in some cases. This is because, with a small number of electronic
structure data, the MCMM calculations over wides ranges
sometimes show unphysical behavior in ranges where the
MCMM method is not yet converged. However, such very wide
reaction paths are not needed for reasonably well converged
VTST/µOMT calculations.

(3) Tunneling may occur in MCMM calculations into higher
excited states than in direct dynamics studies. Tunneling paths
of some highly excited states lie outside the concave side regions
that are well-defined in MCMM-10. Consequently, one obtains
large LCT rates, but that is an artifact. To eliminate this artifact
without making use of the direct dynamics results (so as to
provide a test of the methodology that is relevant to the practical
situation where the direct dynamics results are not know), we
adopted a prespecified protocol for how many final states to
include in the LCT calculation; in particular, we successively
increased the vibrational quantum number of the highest excited
state considered in LCT until the tunneling contribution is

converged within 1% or until the contribution from the newly
added state reaches a local minimum (with respect to vibrational
quantum number), whichever happens first. Reasonable LCT
rates were achieved by doing so. The highest vibrational
quantum numbers included in the MCMM calculations accord-
ing to this scheme are given for reactions R-1 to R-6,
respectively, in the footnotes of Tables 3-9, where they are
compared to the values used in the direct dynamics calculations.

The locations of the supplementary points were determined
according to the standard scheme, which is explained in ref 51
and is reviewed in Table S-1 of the Supporting Information.
They are collected in Table S-9 of the Supporting Information.
For the eighth to the tenth supplementary points, we showed
instead the locations of corresponding assistant points (8H/8L,
9H/9L, and 10H/10L). For comparison, we also listed the locations
for reactions R-1 to R-5 as determined in ref 51 using the old
MPW1K (note that reactions R-1 to R-5 in this work correspond
respectively to reactions R-2 to R-6 in ref 51, and MCMM-10/
10a here is identical to MCMM-10 in ref 51).

As a technical detail, we note that most electronic structure
programs only have an option to calculate the whole Hessian.
However, to reap the advantages of the new method, one needs
to calculate only the elements that one uses, according to the
procedure described in section 2.3. In practical work on large
systems where the Hessians are obtained by numerical dif-
ferentiation of gradients, one would numerically compute only
the elements that are needed for the MCMM calculations.

3.3. Results.Encouragingly, we found that thes values for
the first 7 supplementary points, which are located on MEP,
usually do not change much (typically less than 0.03a0) between
MCMM-10/10a, MCMM-10/3v2g5c, and MCMM-10/2v2g6c.
The assistant points show larger deviations, especially for those
reactions having very low barriers, e.g., R-5 (2.9 kcal/mol) and
R-6 (4.9 kcal/mol). This is expected because the assistant points
are determined according toVa

G, which is sensitive to the
frequencies of generalized normal modes. However, we found
that the LCT results are not very sensitive to such variations in
assistant point locations.

Furthermore, it is evident that the update of MPW1K only
introduces minor changes to the locations, as only small
differences are detected between MCMM-10(/10a) in this work
that used the updated MPW1K and in ref 51 that used the old
MPW1K. These small changes of the locations for the supple-

TABLE 9: Rate Constants (cm3 molecule-1 s-1) at 300, 400, and 600 K for the Hydrogen-Transfer Reaction of OH with C3H8
at the Primary Position by Direct Dynamics (DD) and MCMM-10 with Frequency Cutoff (FC) Set to 15 cm-1a

T (K) TST CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

DDb

300 3.65E-14 3.55E-15 3.83E-15 4.14E-15 3.82E-15 3.87E-15 4.14E-15
400 1.77E-13 2.76E-14 2.72E-14 2.84E-14 2.72E-14 2.73E-14 2.84E-14
600 1.15E-12 2.71E-13 2.52E-13 2.57E-13 2.52E-13 2.53E-13 2.57E-13

MCMM-10/10ac

300 3.66E-14 1.38E-15 2.23E-15 2.51E-15 2.24E-15 2.30E-15 2.53E-15
400 1.77E-13 1.26E-14 1.66E-14 1.78E-14 1.67E-14 1.70E-14 1.79E-14
600 1.15E-12 1.46E-13 1.66E-13 1.71E-13 1.66E-13 1.67E-13 1.71E-13

MCMM-10/3v2g5cd

300 3.66E-14 3.54E-15 2.54E-15 3.06E-15 2.54E-15 2.61E-15 3.06E-15
400 1.77E-13 2.48E-14 1.71E-14 1.90E-14 1.71E-14 1.74E-14 1.90E-14
600 1.15E-12 2.20E-13 1.55E-13 1.63E-13 1.55E-13 1.56E-13 1.63E-13

MCMM-10/2v2g6ce

300 3.66E-14 3.60E-15 2.60E-15 3.21E-15 2.62E-15 2.70E-15 3.21E-15
400 1.77E-13 2.53E-14 1.73E-14 1.95E-14 1.74E-14 1.77E-14 1.95E-14
600 1.15E-12 2.23E-13 1.57E-13 1.65E-13 1.57E-13 1.58E-13 1.65E-13

a See footnotes of Table 3 and section 2.3 of text for notation.b With nmax ) 2. c With nmax ) 1. d With nmax ) 1. e With nmax ) 1.
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mentary points imply that the current practical scheme of
locating supplementary points is robust.

Reaction path profiles for reaction R-6, which is newly
introduced in the present paper into the test suite, are illustrated
in Figures 4 and 5 for the potential energies and vibrationally
adiabatic ground-state energies, respectively; furthermore, the
locations of the supplementary Shepard points are illustrated
in Figure 6. The calculated reaction rates for R-1 to R-6 are
tabulated for 300, 400, and 600 K in Tables 3-8, respectively.
Results for additional temperatures are given in Tables S-2 to
S-7 of the Supporting Information.

4. Discussion

Tables 3-9 show that the reaction rates given by MCMM
agree well with direct dynamics calculations. The key result of
the present article is that the errors of the MCMM-10/3v2g5c
and MCMM-10/2v2g6c calculations are comparable to MCMM-
10/10a. The extent of the agreement varies from one reaction
to another. For example, MCMM-10/10a using full electronic-

structure Hessians does better for reaction R-4, while MCMM-
10/2v2g6c using partial electronic-structure Hessians gives
closer agreement for reaction R-5, probably due to error
cancellations. If no LCT rates are desired, the intermediate
results with six supplementary points (see Table 11), MCMM-
6/6a, MCMM-6/3v2g1c, and MCMM-6/2v2g2c, are capable of
providing reasonably good rate constants.

We noted that the direct dynamics CVT rates for reactions
R-2, R-5, and R-6 are reproduced less satisfactorily by MCMM.
These three reactions are highly exothermic reactions with low
classical barriers (see Table 1). This means thatVMEP is very
flat on the reactant side, and it drops quickly on the product
side. For each of these three reactions, the locations of the

Figure 4. Potential energies along the MEP for OH+ C3H8 f H2O
+ CH2CH2CH3. The MCMM-10/3v2g5c and MCMM-10/2v2g6c curves
are superimposable to plotting accuracy.

Figure 5. Vibrationally adiabatic ground-state energies along the MEP
for OH + C3H8 f H2O + CH2CH2CH3.

Figure 6. Two-dimensional representations of the reaction paths (-2.0
a0 < s< +3.0a0) given by direct dynamics and MCMM-10 for reaction
OH + C3H8 f H2O + CH2CH2CH3. The saddle and supplementary
points used in MCMM-10/10a are shown. Two straight lines illustrate
the direct dynamics tunneling paths, respectively, into the ground state
(G) and into the first vibrationally excited state (E) atVa

G(s) equal to (
Va

HG + Va
qG)/2.

TABLE 10: Bottleneck Properties at 300 K for the
Hydrogen-Transfer Reaction of OH with CH4 by Direct
Dynamics (DD) and MCMM-10/10aa

direct dynamics MCMM-10/10a

s/
AG -0.259 -0.403

Va
AG 41.43 41.66

VMEP (s/
AG) 6.87 6.36

I [Qrot] 3.541E+15 [8.7E+3] 3.675E+15 [8.9E+3]
ν1 [Qvib,1] 3911 [8.5E-5] 3872 [9.3E-5]
ν2 [Qvib,2] 3281 [3.8E-4] 3291 [3.7E-4]
ν3 [Qvib,3] 3277 [3.9E-4] 3286 [3.8E-4]
ν4 [Qvib,4] 3152 [5.2E-4] 3163 [5.1E-4]
ν5 [Qvib,5] 2002 [8.2E-3] 2476 [2.6E-4]
ν6 [Qvib,6] 1544 [2.5E-2] 1555 [2.4E-2]
ν7 [Qvib,7] 1515 [2.7E-2] 1526 [2.6E-2]
ν8 [Qvib,8] 1393 [3.5E-2] 1398 [3.5E-2]
ν9 [Qvib,9] 1335 [4.1E-2] 1353 [3.9E-2]
ν10 [Qvib,10] 1275 [4.7E-2] 1310 [4.3E-2]
ν11 [Qvib,11] 798 [1.5E-1] 765 [1.6E-1]
ν12 [Qvib,12] 328 [5.7E-1] 330 [5.7E-1]
ν13 [Qvib,13] 318 [6.0E-1] 318 [6.0E-1]
ν14 [Qvib,14] 44 [4.7E+0] 50 [4.2E+0]
Qvib 5.9E-25 1.5E-25

a The maximum of the vibrationally adiabatic ground-state potential
energy curve is given asVa

AG in kcal/mol, its location along the MEP
denotess/

AG (in bohr), VMEP is the corresponding potential energy (in
kcal/mol) on MEP,I is the determinant of the moment of inertia tensor
(i.e., the product of the principal moments of inertia) in amu3 bohr6 (1
amu3 bohr6 ) 1.0054× 10-142 kg3m6), Qrot is the rotational partition
function, νi (i ) 1, 2, ..., 14) is theith generalized normal mode in
cm-1, Qvib,i is the vibrational partition function for modei, andQvib is
the total vibrational partition function.
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canonical variational transition states, which happen to be on
the reactant side, depend strongly on the frequencies of the
generalized normal modes along the MEP, since theVMEP

changes slowly over a long range ofs. Two kinds of generalized
normal modes are of particular importance in determining the
location and quantized energy levels of the variational transition
states; the low frequency modes and the modes strongly coupled
to bond-breaking/bond-forming; for these modes the conver-
gence of the frequencies is not as robust as for the other modes.
Furthermore, as expected in calculations in which we pushed
the interpolation scheme to its limit of very sparse data, there
are oscillations in the frequencies of the normal modes along
the MCMM reaction paths. The oscillations of the frequencies
do not usually affectVa

G(s) significantly, but they have a larger
effect on vibrational partition functions along the MEP, on the
location of the bottleneck, and on the value of CVT rate
constant. However, the CVT rate constant is simply an
intermediate result, and the effect on the final rate constants is
smaller than the effect on the CVT ones,122 so that even for
these difficult cases, the rate constants including any of the three
kinds of tunneling calculations (ZCT, SCT, or LCT) are well
converged.

To further demonstrate the most difficult kind of situation,
we take reaction R-2 as an example and list in Table 10 the
bottleneck properties at 300 K for both MCMM-10/10a and
direct dynamics. One sees that effects due to variations in the
moment of inertia (and therefore changes in rotational partition
functions) are rather small. The value ofVMEP at the maximum
of Va

G decreases by ca. 0.51 kcal/mol in MCMM-10/10a,
whereas the value ofVa

G differs by just 0.23 kcal/mol. These
kinds of interpolation errors increase the calculated rates, but
contributions from vibrational partition functions, especially
from the ν5 mode (the C2-H3-O6 bend), act in the opposite
direction, giving rise to an overall difference of about a factor
of 1.6. The differences between interpolated and direct dynamics
CVT rates would eventually vanish with inclusion of more and
more supplementary points, but our goal here is to test the
method aggressively with very few points. In particular, our
emphasis here is to obtain good results for all reactions in our
test suite with a single, general scheme using as small an amount

of higher-level data as possible, and the general conclusion from
the table is that the method is very successful in achieving this
goal. Even the errors in CVT rates are still within an acceptable
range.

To further assess on the overall performance of the options
studied here, the mean unsigned percentage error (MUPE) with
respect to direct dynamics is evaluated; this is defined as

where ki
MCMM is the MCMM rate constant,ki

DD is the direct
dynamics result that the MCMM algorithm tries to reproduce,
andN is the number of rate constants for which the comparisons
are made. Although MUPE does not give an even-handed
representation of the cases in which the rate constants are
underestimated (those cases are limited to a percentage error
of 100%), it is very instructive and has been used extensively.

Table 11 lists the MUPE of reaction rates for various MCMM
computations (with respect to direct dynamics) calculated by
averaging over all three temperatures (T ) 300, 400, and 600
K) for all six reactions (N ) 18). It is very encouraging to see
that the MUPE values for types of rate calculations that include
tunneling are in the range 12-17%, and even the errors in the
more sensitive CVT rate constants are in the range 11-19%.
This demonstrates the success of using partial electronic
structure Hessians in MCMM. Furthermore, the most new
significant finding of the present paper is that the MUPE values
with partial electronic Hessians are not systematically larger
than those with full electronic structure Hessians. Thus, we have
succeeded in our objective of decreasing the computational cost
by using less Hessian information for atoms remote from the
core.

To underscore this point, we show in Table 12 the MUPE
for partial-electronic-structure-Hessian MCMM computations
with respect to MCMM-10/10a, which uses full electronic
structure Hessians for all 10 supplementary Shepard points.
MUPE is defined similar to eq 9 but replacingki

DD by
ki

MCMM-10/10a. This presents an indication, from another point of

TABLE 11: Mean Unsigned Percentage Errors of Reaction Rates for Various MCMM Computations (with Respect to Direct
Dynamics) Calculated by Averaging over the Three Temperatures (300, 400, and 600 K) for Six Reactionsa

T (K) CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

10/10a 19 16 15 16 15 16
10/3v2g5c 12 15 19 16 14 17
10/2v2g6c 11 13 16 13 12 13
6/6a 18 15 14
6/3v2g1c 12 15 18
6/2v2g2c 12 13 16

a Six reactions: (1) O+ CH4 f HO + CH3, (2) HO + CH4 f H2O + CH3, (3) NH2 + CH4 f NH3 + CH3, (4) CH2F + CH3Cl f CH3F +
CH2Cl, (5) HO + C3H8 f H2O + CH3CHCH3, (6) HO + C3H8 f H2O + CH2CH2CH3. See footnotes of Table 3 and section 2.3 of text for
explanation of notation.

TABLE 12: Mean Unsigned Percentage Errors of Reaction Rates for Various MCMM Computations (with Respect to
MCMM-10/10a Which Uses Full Electronic Structure Hessians for all 10 Supplementary Shepard Points) Calculated by
Averaging over the Three Temperatures (300, 400, and 600 K) for Six Reactionsa

T (K) CVT CVT/ZCT CVT/SCT CVT/LCT(0) CVT/LCT CVT/µOMT

10/3v2g5c 17 3 8 2 3 5
10/2v2g6c 17 6 11 6 9 11
6/6a 0 1 1
6/3v2g1c 15 4 8
6/2v2g2c 15 6 11

a Six reactions: (1) O+ CH4 f HO + CH3, (2) HO + CH4 f H2O + CH3, (3) NH2 + CH4 f NH3 + CH3, (4) CH2F + CH3Cl f CH3F +
CH2Cl, (5) HO + C3H8 f H2O + CH3CHCH3, (6) HO + C3H8 f H2O + CH2CH2CH3. See footnotes of Table 3 and section 2.3 of text for
explanation of notation.

MUPE ) (1

N
∑
i)1

N |ki
MCMM - ki

DD

ki
DD |) × 100% (9)
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view, of the quality of the partial electronic structure Hessians
in MCMM. Again, all MCMM-10/10a rates that include
tunneling are reasonably well reproduced by MCMM with
partial electronic structure Hessians. As expected, the 10/
3v2g5c(6/3v2g1c) option converges to 10/10a(6/6a) better than
10/2v2g6c(6/2v2g2c) does.

The newly developed method to treat the Hessians greatly
reduces the computational effort when analytical Hessians are
not available, which is not uncommon. In such cases the total
cost of the calculation is dominated by the cost of the
Hessians.123 In the standard MCMM scheme, one needs to
evaluate full Hessians by carrying out electronic structure
calculations for 11 points (including the saddle point and the
supplementary points). In the improved scheme, one just does
so for certain Hessian elements. Taking reaction R-6 as an
example, we can estimate the saving of computational costs.
For reaction R-6, one has three core, four geminal, three vicinal,
and three distant atoms. In total there are 13 atoms, resulting in
a 39× 39 Hessian matrix for which (after taking account of
symmetry) 780 unique elements are to be determined. Employ-
ing the 10/10a option, one would have to compute 780× 11 )
8085 elements numerically at the level of electronic structure
calculations. In contrast, the 3v2g5c option requires only 780
+ 3 × 465 + 2 × 231 + 5 × 45 ) 2862 such computations,
and 2v2g6c asks for even less, in particular 780+ 2 × 465+
2 × 231 + 6 × 45 ) 2442 elements. As the methods used to
obtain approximate Hessian elements (see section 2.3) have
negligible expense compared with the electronic structure
calculations, the 3v2g5c and 2v2g6c options reduce the com-
putational effort of Hessian evaluations for reaction R-6 by
factors of 2.8 and 3.3, respectively. When the reactive system
becomes larger and larger, this factor will eventually converge
to 11 since, in the scheme tested here, only the saddle point
needs to be treat with full electronic structure Hessians.

The improved MCMM scheme presented here may also be
helpful when analytical Hessians are available, if the analytical
Hessian computation for the whole system (we are not aware
of electronic structure programs that have an option to calculate
partial analytic Hessians) is more expensive than the numerical
evaluation of Hessian elements for a small set of atoms. We
emphasize here, however, that the improved MCMM method
is most useful when analytical Hessians are not available. This
is especially true when electronic structure calculations at very
high level of theories are used. In such a circumstance, the
present improvement to the standard MCMM method is
particularly attractive since one saves a larger fraction of the
computational cost for a bigger system.

It is instructive to compare the present procedure to methods
that do not require any gradient or Hessian information. An
example is the interpolated moving least-squares method.124This
method generates the data for Shepard interpolation from
moving least-squares calculations. However, if the least-squares
steps of this method are to adequately represent quadratic
Taylor’s series expansions about the expansion centers, they
must include a number of points at least equal to the number
required to compute gradients and Hessians numerically. The
present method then has two key advantages: (1) Much of the
required information about how the potential energy changes
when the coordinates are changed is supplied by the molecular
mechanics potentials, and the electronic structure coordinate grid
does not need to extend into coordinates that are well represented
by molecular mechanics. (2) The present article has shown that
one needs very little Hessian data in spectator degrees of
freedom, and it also shows the standard scheme can be modified

to allow more information about some coordinates than about
others. The lessons learned in the present study about the ability
to use partial electronic structure Hessian data could also be
utilized to make other Shepard interpolation schemes104,105,124

more efficient, although in this work we have only explicitly
considered the MCMM approach.

5. Concluding Remarks

In this work, we improved the efficiency of the standard
MCMM method by using partial electronic structure Hessians
and treating most of the elements of the Hessians approximately
for the supplementary Shepard points. The new MCMM strategy
was tested against a diverse test suite of six reactions with up
to 13 atoms, and reasonably accurate rate constants were
obtained, as demonstrated by comparisons with the standard
MCMM strategy employing full electronic structure Hessians
and also by comparisons with direct dynamics at the same
electronic structure level. This new procedure reduces the
computational effort associated with the nonstationary points
by a factor of up to 3 for the reactions under investigation, and
the savings would be more than an order of magnitude for even
larger reactive systems.

The present study makes MCMM more affordable for fitting
expensive electronic structure methods applied to medium-size
molecules and also makes a promising step toward application
of MCMM to very large molecules. However, the practical
treatment of very large molecules demands further develop-
ments. One of the critical issues will be to improve the treatment
for the saddle point, which is handled completely at the
electronic structure level in the present schemes. A promising
approach is to combine the MCMM method with a combined
quantum-mechanics/molecular-mechanics (QM/MM) method
that applies quantum mechanics to a subsystem of active atoms
and molecular mechanics to the rest125-131 or with a dual-level
method that uses high-level quantum mechanics for active atoms
and low-level quantum mechanics for the other atoms.132-135

(One could also consider using low-level data instead of
interpolated data at the nonstationary points.)

In considering the extension of this kind of approach to
calculations on very large systems, we also note that vibrational
enthalpy and entropy changes can be calculated in some cases
on the basis of partial Hessian vibrational analysis.136-141

Although the present paper uses the full Hessian for vibrational
analysis, it is clear that further advantages will accrue if it is
combined with a partial Hessian method for large systems.

Although the present article has been concerned with Shepard
interpolation of the resonance integral in the context of
multiconfiguration molecular mechanics, some methods apply
Shepard interpolation directly to the potential energy sur-
face,104,105,124and the same kind of savings as achieved here
by using partial Hessians could also be achieved in these
methods by using partial Hessians.

The MCMM approach presented here is likely to be useful
for a large variety of problems, although here we only examined
hydrogen abstraction reactions, which provide especially chal-
lenging tests of the new method due to significant tunneling
and variational effects. It will be interesting to investigate other
reactions such as addition or elimination reactions, heavy-atom
transfer reactions, and group transfer reactions. In addition to
rate constant calculations, it will also be desirable to analyze
other problems, e.g., kinetic isotope effects (KIEs), which are
very useful in understanding the mechanisms of enzymatic
reactions. KIEs are very sensitive to tunneling, frequency
changes along the reaction path, and variational effects, and
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thus can be another critical test of the accuracy of the MCMM
method, although, as a caution, we note that heavy-atom isotope
effects require very high precision, and the present method has
been tested most thoroughly as far as its usefulness for problems
requiring a precision level of 10-20%, which is typical
experimental accuracy for absolute rate constants (in favorable
cases). Furthermore, one expects that primary KIEs will be easier
than secondary KIEs. Finally, we note that MCMM is a very
general method, and its applications are not limited to the VTST
examples studied in this article; other studies, e.g., trajectory
calculations based on MCMM potential energy surfaces, will
also be good directions to pursue. These will be interesting topics
to explore in the future.
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