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Measuring the Change in the Intermolecular Raman Spectrum during Dipolar Solvation
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We demonstrate a method to directly measure the change in the spectrum of intermolecular solvent fluctuations
as a function of time after electronic excitation of a solute, and this method is applied to the dye Coumarin
102 (C102) in acetonitrile. The complete intermolecular response is captured following resonant excitation
with time domain third-order Raman spectroscopy. In a previous report, we introduced this method and used
it to probe one point in the intermolecular response as a function of time after solute excitation (Underwood,
D. F., Blank, D. A.J. Phys. Chem. 003 107 (7), 956). Here we extend this approach to recover the
change in the entire intermolecular response as a function of time. To our knowledge the results provide the
first direct measurement of the difference in the equilibrated intermolecular response after excitation of a
solute and its evolution during a dipolar solvation event. Excitation of C102 results in a significant increase
in the solvent-solute interaction due to a large increase in the dipole moment. The observed change in the
intermolecular response is consistent with a rapid change in local solvent density, with intermolecular kinetic
energy transfer changing the response on longer time scales. Evolution of the response exhibits a strong
frequency dependence and suggests changes over longer distances at longer delay times. The measured change
in the spectrum of solvent fluctuations represents a direct experimental confirmation of the breakdown of
linear response and confirms predictions from molecular dynamics simulations.

1. Introduction experiment, recent simulations have illustrated potentially
common failureg%11.1420 The failure of LR is perhaps less
urprising than the apparent initial success given the large
hange in the solventsolute interaction that often accompanies
the change in solute electronic state. This means that the
perturbations driving nonequilibrium solvation are not small,
as assumed in LR, and that the equilibrium solvent fluctuations

The importance of solvation dynamics in condensed phase
chemical reactions has long been appreciated and has receive@
considerable attention (for example, see refgll. More recent
time-resolved studies have focused on the ultrafast dynamics
associated with reorganization of the solvent in response to
impulsive _elect(omc rearrangement in a ;olute. _The solvent around the ground and excited state of the solute respectively
response is typically followed spectroscopically via the effect are quite different1-14.15
of the local environment on a solute’s electronic energy gap. S . ) .

Techniques such as time-dependent fluorescence Stokes shift |N€ dynamics associated with the failure of LR, such as the
and three pulse echo peak shift (3PEPS) have revealed the_evolutlon of the local sc_)lvent_fluctuatl_ons, are likely t_o play an
multitude of time scales associated with solvent reorganization, ImPortant role not only in basic solvation events, but in reactive
and comparisons with simulations have led to significant insights dynamics such as charge transfer as WeliThe difficulty in

into the solvent motions responsible for the observed respbrises. €xperimentally accessing the assumptions associated with LR

Reliance on the electronic energy gap correlation function, V1& resonant solute probes is due, in part, to the fact that
which we will refer to asS(t), as a probe of the solvent response, Mmeasurements dit) provide limited direct information con-
has the advantage of providing the solute’s perspective of the CeMing thechangesn the intermolecular spectrum of motions
local environment. For example, this offers a direct probe of that @ccompany electronic rearrangement in a solute. Experi-
the dynamics associated with phenomena such as line broadenMents that probe the solvent directly can provide a comple-
ing. However, since it is the gap that is measured as a function Mentary perspective, and if the complete intermolecular response
of time, it is the combined effect of the solvent fluctuations on ¢&n P& measured as a function of time after solute excitation,
both the ground and excited states of the solute that are observed€ question of how fluctuations in the local environment are
As a result, assumptions concerning the correlations betweenthanging can be addressed. Sub-picosecond THz puf¥eand
both the equilibrium and nonequilibrium fluctuations around Polarizability response spectroscépliave been used to directly
both of the solute electronic states are required when considering?oPe the one-dimensional solvent response that is driven by
the relationship between the solvent fluctuations iyl The excitation of a solute. Schmuttenmaer and co-workers have also
linear response approximation, LR, is often evoked to help écovered the spectrum of the THz probe as a function of delay
address this issue, including the assumptions that solventlime after excitation of a chromophore in solution. Spreading
fluctuations around the excited electronic state are the same aghe intermolecular response into a second dimension allowed
those around the ground electronic stdté5 However, while them to resonantly interrogate the transient change in the solvent

applications of LR have often demonstrated agreement with SPectrum between 3 and 100 chfollowing excitation of the
cyanine dye TBNC in solutio®28 TBNC was specifically
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contributions from the solute. The fact that dynamic electronic k.= kn,l—k“r2+kn,_‘ah? _____

reorganization in the solute can act as a source of THz emission
can offer unique insights when applied to charge-transfer
events?> However, such responses from the solute can com-
plicate the direct probing of the intermolecular solvent response
associated with charge transfer and dipolar solvation.

Our research group recently introduced an experimental
approach that uses time domain electronically nonresonant third-
order Raman spectroscopy to directly measure the change in lE

n
4

the intermolecular solvent response following resonant excitation

of a solute?®32 We refer to this method as RaPTORS, an T ;
acronym for Resonant Pump Third-Order Raman probe Spec- E E ;
troscopy. RaPTORS is analogous to the two-dimensional THz d 1 nr2 1Enr3'
experiment; however, the spectrum of solvent motions at a given TR g
delay after resonant excitation are experimentally spread into a time

second time dimension rather than frequency dimension. UsingFigure 1. Diagram of the pulse sequence showing the time variable
a nonresonant probe offers a complementary look at the Changéiefinit_ions and wavevector matching geometry for the RaPTORS
in the intermolecular response with some potential advantages.€XPernments.

These include broader spectral coverage, higher time resolution
application to liquid samples that are opaque in the THz spectral
range, and no interference in probing the solvent response from
dynamics in the solute that resonantly emit THz radiation.
RaPTORS can measure the solvent response for a wide rang
of dynamic events in solution, including dipolar solvation and
charge-transfer reactions.

In the work reported here we apply RaPTORS to measure
the change in the complete intermolecular Raman response
during a dipolar solvation event, the excitation of Coumarin
102 (C102) in acetonitrile, C¥CN. Previously, RaPTORS was
applied to follow a single point in the solvent response, for
example the maximum of the librational contribution, as a
function of time after resonant solute excitat®rnn addition
to following solvation dynamics, this approach was demon-
strated to offer a new perspective on an ultrafast excited-state
proton-transfer reactio#. As discussed in the initial work, the
presence of a time-dependent local oscillator, that was incor-
porated to amplify the signal and provide signal detection at
the amplitude level, complicated recovery of the complete
intermolecular response as a function of time after solute
excitation. In this work, a measurement of the time-dependent
local oscillator field is incorporated into a forward convolution

'nonresonant Raman probe betwegm » and Eys ast. The
nonresonant pulses were arranged in a box geometry, the
resonant pulse propagates down the center of the box, and the
ignal is detected along the phase-matched direction determined
y the three nonresonant probe puldess ki1 — Koz + Kars.
The resonant laser pulses are chopped with a slotted wheel at
500 Hz, one-half the laser repetition rate, and the resulting
modulation of the detected signal field was collected via lock-
in detection (SR810, Stanford Research). The RaPTORS
response was determined to be linearly dependent on each
incoming nonresonant laser field, as well as the concentration
of C102, and is considered in detail in Section 3.

The time domain intensity profile of the nonresonant laser
pulses, centered at 800 nm, were Gaussian in shape with a full
width at half-maximum, fwhm, of 36 fs as determined by three-
pulse transient grating measurememtsai 1 mmfused silica
window placed at the sample location. The resonant pulse was
generated by type-l frequency doubling a portion of the 800
nm light in a 1 mmg-BaB,0, (BBO) crystal (CXK Optronics)
and compressed using a pair of fused silica prisms. The resulting
400 nm pulses were measured by difference frequency mixing
with one of the 800 nm pulses in a 0.1 mm BBO crystal placed
; ; at the sample position. The 400 nm pulse intensity profile was
analysis of the RaPTORS response, and the result is thedetermined by difference frequency generation with the 800 nm

determination of thecompletechange in the intermolecular ;
Raman response as a function of resonant excitation delay. Thefundamental in the same BBO crystal and had a fwhm of 40 fs.

time-dependent change is discussed in terms of the change in The linear polarizations of the nonresonant laser fields were
the intermolecular solventsolute interaction following excita- setto supggess th_e instantaneous electronic response that occurs
tion of C102. Our results indicate a rapid increase in local for 7 = 0.% The first two nonreson:’mt puIseEm_and E”.rz’
density, slower intermolecular kinetic energy transfer, and aclear Ve'® p?r?”e'-.Em Wlas rotatedJor45|, gnd the signal field
difference between the intermolecular response around theVas PO an;aﬂon selected a{e?l relative 10 Enn a}nd E’"?'
ground and excited states. At the end, a comparison is madeThe result_lng me_zasured thl(d-o_rder response is equivalent
with the assumptions of linear response. to measuring a I|_near cor_nblr_1at|on of the parallel and per-

pendicular tensorial contributions to the response function,
2. Experimental Section RE§)71°)(+45°)Xx(T).: . ool ®) — SRS)X@)'M The su_bscnpts |nd_|-

cate the polarizations of the individual laser fields and signal

The laser system and experimental setup for the RaPTORSIlisted in reverse order by conventionandy indicate orthogonal

measurements have been described previdddyiefly, the polarizations, and the angles are measured relative fdhe
experiment involves the resonant electronic excitation of a solute signal was passed through an 88025 nm band-pass filter
followed by three electronically nonresonant laser pulses thatand detected using a fast silicon photodiode (Thor-Labs
probe the low frequency @500 cnTl) Raman spectrum inthe  DET210).
time domain. Figure 1 shows the time ordering and labels used In addition to the RaPTORS measurements, electronically
for the pulse sequence and the phase matching geometrynonresonant third-order responses of our samples were measured
employed. The resonant and nonresonant laser fields are labeledinder identical conditions with the resonant laser field blocked.
E; andE,1-3 respectively. We refer to the time delay between The signals were heterodyne detected by recombiBjpgvith
the resonant excitation pulse and the time coincident first two the detected signal field after the sample, as outlined by
nonresonant laser pulses fisand the intrinsic delay in the = Tokmakoff and co-worker® 37 The phase of the local oscillator
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was adjustable by rotation of a microscope cover slip placed the desired two-dimensional change induced by the pump
prior to recombination with the signal field. Responses were pulse, AEC)t,7). In addition to providing amplification of the

collected with the local oscillator in phase with the signal field desired two-dimensional signal, the local oscillator also provides
and rotated by 180 The measured signal intensity was reported phase selection. The electronically nonresonant solvent signal,

as the difference between in phase and°180t of phase to  E®), _ (7), is real, and as a result this local oscillator amplifies

eliminate any residual homodyne contributidghe hetero-  only the electronically nonresonant portion of the change in the

dyne detected nonresonant third-order response is discussed ithird-order Raman response.

more detail in Section 3.1. The two-dimensional change in the third-order fidE®)(t,7),
Room-temperature samples of Coumarin 102 inCM were is formally the result of interference, i.e., heterodyning with a

flowed at about 0.5 mL/s throliga 1 mmthick sample cell fifth-order signal field that is scattered along the same direction

with fused silica windows (Starna Cells, # 48-Q-1). The samples asg®) (7). and involves two additional interactions with the
had an optical density of 0.4 at 400 nm, indicating a concentra- resonant pump pulsés = ki — ki + Ko — Krz + Knra. This is
tion of ~0.5 mM. Coumarin 102 was used as received from anajogous to resonant pumprobe experiments where a third-
Exciton, and spectroscopic grade &N was used as received  order signal field is scattered along the same direction as the
from Aldrich Chemical. ~ detected probe laser and the resulting interference is often
Optimized gas-phase structures for C102 were calculated ingescribed as a heterodyne detected linear change in the probe
Gaussian 98 at the B3LYP/Midi! levét,which were used 0 field due to increased absorption or stimulated emission

detgrmine CM2 dipole moments in acetonitrile for ground and following the action of the pump fielt Here we adopt a similar
excited states (SM5.42R/INDO/S2, VEM42/INDO/S2 calcula-  approach and interpret our measurements as the heterodyne
tions respectively) using the ZINDO-MN prograih. detected change in the third-order signal field induced by the
action of the resonant pump field.
The third-order signal fieldE®)(r), can be related to the
The pulse sequence and definition of time variahlaadr nuclear dynamics of the solution via a third-order material
are shown in Figure 1. In the RaPTORS experimental config- response functionR®(z).4° In the impulsive limit the third-
uration, the signal is measured along the phase-matched directiorPrder response can be expressed as a polarizability correlation
determined by the three nonresonant probe fietglss kn1 — function,
ka2 + knrs. The resonant pump field,, is modulated and the )
intensity difference between the signal with and withBuis R(7) = — I—[ﬂa(t),a(O)]D (6)
monitored?® h

3. Data Analysis and Results

- _ The change in the signal field in response to absorption of

'raproréls ) = Toump presed: T) ~ Ino pumd) @ the resonan% pump puI%e can then bepdirectly relatez to the
When the pump pulse is blocked the signal is the nonresonantchange in the electronically nonresonant response function, eq

third-order Raman (TOR) response, which is dominated by the 6,

bulk solvent. The signal intensity is the square of the radiated

(3) 3)
third-order signal field ES), . (2). AE®(t,7) O AR(t7) (7)
nc\ s 5 and it is this change in the bare nuclear response function that
Iho pum{T) = (Ez)' EQ\en(?)| (2) is extracted via analysis of the raw RaPTORS data as described

below.

When the pump pu|se is present, the signa| intensity is the The data analySiS is considered in three parts. The intent is

square of the sum of the third-order signal field from the bulk t0 extract the change in the nonresonant third-order response
solvent and some change in that third-order signal field due to s @ function of botit and z from the measured RaPTORS

the resonant pump pulsAE®Xt,7). response, eq 4. In section 3.1, the nonresonant third-order
response of the solverBY),..(7), the local oscillator in the
— [NC), =3 @) 2 RaPTORS measurements, is determined by fitting a heterodyne-
| )= [—| E 7) + AE™(t,7 3 '
pump presed-7) (4%)' onven(?) ol ®) detected nonresonant TOR measurement. Next, the RaPTORS
measurements are addressed. The time dependence of the local

Combining egs 1, 2, and 3, oscillator along the time variable leads to greater complexity
ne - - when considering the dynamics in this dime_nsion r.elat.ive to
| RapTORELT) = (4_n){ REEgen(D)AE™(t,7)] + the response alond, where the local oscillator is time
3 ’ hetero homo independent. As a result the analysis of the dynamics along each
|AE™(t,7)I} = lraproréli?) + IrapToRSLT) (4) of the two time dimensions is considered separately, sections

3.2 and 3.3. In section 3.8 .(r) determined in section 3.1
where we have labeled the cross term as the heterodyne detected \;seq to generate the time-dependent local oscillator in a

intensity and the modulus squared change as the homodyngqnyard convolution fitting approach to the determination of

detec3ted intensity. Assuming that the change is smaf(t,) ARG)(t,7) along for a series of delays after the resonant pump
< ES)en(®), the resulting measured signal intensity will be pyiset.

dominated by the heterodyne contribution, 3.1. The Electronically Nonresonant Third-Order Re-
sponse RsowentS(r). The nonresonant third-order response for
| naprordt, 7) A IRSere (t,7) = (E)RG[Egt/en(f)AE(S)(tlf)] the sample is measured in a heterodyne detection geometry as
4, (5) described in section 2. The data are presented as the difference

of two scans where the local oscillator has been phase shifted
The nonresonant third-order field from the bulk solvent acts by 18C. This subtraction eliminates any residual homodyne
as a time-dependent local oscillator in the detection of components in the signal and leaves only the cross term between
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TABLE 1: Brownian Oscillator Fitting Parameters Used To
0 Construct the Third-Order Response Function,RS), . ()
s _20tl oscillator n a® wlcm™? ylem™?
g “ 1 -1 0.30 9.48 28.0
= 2 -1 0.71 36.5 81.2
£ —40 3 -1 1.57 78.9 111.4
‘\“ 4 -1 1.15 379 18.4
AE -60 aSee egs 11 and 12, and Figure 3.
g0
0
0 5 10
—100+ . . T e .
0 500 1000 1500 2000 §
/ fs . 2
T el
Figure 2. The heterodyne-detected third-order Raman response for £
CHsCN. The circles are the raw data points, and the solid line is the =
complete fit using the bare response function in Figure 3 and eq 9. S 4
The dashed lines are the four individual Brownian oscillator components 3
of the fit, shown in Figure 3 and described in Table 1. E?Eﬁ
the third-order signal field and the local oscillator fikdThe -6
heterodyne detected electronically nonresonant third-order signal
is then related to the third-order response function via integration 0 100 200 300 400
over the temporal envelopes of the laser pufSes, o /cm

Figure 3. The sin transform of the bare third-order response function,
© Lk , IM[A RS, ..(7)}], determined by a forward convolution fit of the data
lsonven(?) O ./c‘) At B o(t)Ennt) < for CH3(fJNvan Figure 2 using eq 9. The solid line is the total response,

L r(3) e v v and the dashed lines are the individual Brownian oscillator components
fo dt’R )(t Bt =t + DE(t —t" +7) (8) described in Table 1.

: 3 _ 3 3
In this case the local oscillator field is provided by the third experlme_nt,RE_)7l°)(+45°)xx(r) = R3.(1) — 3R}, the over-
nonresonant laser puls&€.o(t) = En(t). Since all three damped intermolecular response should be negétiard this

nonresonant field envelopes are identical, the expression can'S consistent with the sign of our measured signal.
be written as a convolution over the pulse intensity autocorre-  The third-order response function for GEN was modeled
lation functiorf—45 as a collection of four Brownian oscillators and an instantaneous
response at = 0, which was included to model the residual
© @y [ g (4 P electronic response. The data were simulated using eq 9, and
'soven(®) O f o Ot R ) f—w Ul (Ol = "+ 7). (9) iterative adjustment of the Brownian parameters used to
onstructR®), . (r) was performed to determine an optimized
it. The fit is shown along with the heterodyne detected third-
order signal in Figure 2. The fitting parameters are listed in
Table 1 and the sin transform of the bare time domain response
function, RS, .(0) = Im[ARS, .(0)}], is plotted in Figure
(10) 3. The overdamped portion of the spectrum agrees well with
previous heterodyne detected optical Kerr measurenierits.
The underdamped beat at 379 Tmis the intramolecular
Whereai(l) = (aa/(')q)qo |nserting eq 10 into eq 6, and assuming bending mode in acetonitrile. We note that within the signal-

that the first-order term is the dominant term, the third-order to-noise of our experiment there was not a detectable difference

response function can be expressed as a sum of vibrationalin Rf;),\,en(r) for neat samples of G)€N and the samples

The pulse intensity envelopes were determined as describe
in section 2. To model the third-order response function, the
electronic polarizability of the system is expanded in a set of
nuclear coordinates,

() = a(g) + Y o + ...

correlation functionsGi(z) = [g(7)qi(0)C) containing the C102 chromophores used in the RaPTORS
measurements described in the following sections. As a result,
R(7) = Z|‘1i(l)|2Gi(T) (11) we assume that the nonresonant solvent response is identical

| with and without the inclusion of C102 under the conditions

o o _ ) used in this work.
The individual vibrational correlation functions are modeled 3.2, RaPTORS Measurements along for Fixed Values
with Brownian oscillators, which provide a qualitative descrip- ¢ ; The solvent response in eq 5g3)| (v), provides a time
. . . . . olven !
tion of overdamped intermolecular motions and vary continu- jnqependent local oscillator when considering RaPTORS mea-
ously from overdamped to underdamped vibratiths. surements as a functidrfor fixed values ofr. As a result, the
. . - t dependence for a fixed value otan be simulated directly as
Gi(r) = n; sin(@Q7)exp- A7) (12) a convolution ofAR®)(t;7) with the instrument response in the
t dimension,N(t),
The reduced frequency is defined @ = y/w.>—A?, with

damping/}i = yi/.2. Singe the adjustable relativel amplitude of lnaprordtit) O f_"‘; AR(3)(t — t:D)N(E)dt (13)
each oscillator is provided by the Raman weight in eq 11,
|ai(l)|2, 7 in eq 12 was restricted t& 1 to indicate the sign of To allow for both rising and decaying time scales, positive

the response. For the laser polarization conditions in this and negative responses, and the significant offset at long time
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TABLE 2: Optimized Fitting Parameters Used in Eq 14 To OfF~————— =~
Simulate the RaPTORS Response alongfor Fixed Values of
T —~
&
tlfs ti/fs B t/ps C ta/ps D = Op === ~mmmm—
100 <100 -—10.0 14.3 —8.20 65.3 —6.42 T_L
150 <100 —445 1.2 —38.7 480 —29.2 =
200 <100 —38.7 6.4 —32.7 529 —253 2
300 <100 —9.89 12.6 —7.43 68.8 —6.30 E_
500 115 —-1.91 22.7 —1.26 103 —-1.07 S
due to the lifetime of the C102 excited-state far exceeding our

measurement time, the response albmgas modeled as a set -150
of sequential steps, 0

a(t) A - b(t) B = c(t) C—>d(t) D (14)

Each step represents evolution between different values of
our time dependent response given by [B. Associated with
each value there is a time dependent weigi(t)—d(t), that
varies from 0 to 1. The sum of the weights is restricted to 1 at
all t, and initial conditions are defined by the following values:
A=0,a(t=0)=1,b(t=0)=0,c(t=0)=0, andd(t = 0)
= 0. The resulting time dependent signaR®)(t;), is then the =h s 0
weighted sum of the values at each step, t/ps

-8
0 100 200

ARI(tr) =at) A +bt) B+ct)C+dt)D (15) _ t/os .
Figure 4. RaPTORS measurements on C102 in;CN alongt for t

. . . . . = 150 fs (top) and = 500 fs (bottom). The circles are the raw data,
The coupled differential equations that describe the time ;.4 the solid line is the fit using eqs 13, 14, and 15. The fitting

evolution ofa(t)—d(t) and the analytical solution are presented parameters are listed in Table 2. The dashed lines are identical
in detail in the Supporting Information. The data were simulated measurements on neat €EN.

using eq 13 and adjusting the values; B, and time constants,

ty — t3, in egs 14 and 15 until a reasonable fit was achieved.
The optimized fitting parameters are listed in Table 2. Raw data
and optimized fits are shown for slices alongt r = 150 fs
andr = 500 fs in Figure 4. Raw data and fits at the other values fa
of  are available in the Supporting Information.

The responses from a neat ¢EN sample under identical
conditions are shown as the dashed lines in Figure 4. The nea
solvent signal was dominated by an instantaneous response afhetero . - , ,
t=20 angd was included as g component in the fgrward a][RaPTORét’ H0 j(; At Econven(t) Enralt) x
convolution fitt_ing prpcedure a_lfter linear scaling to account fpr f°° gt AR(3)(t”;t)E’,§r2(t’ —t" + D)E, ot —t" + 1) (16)
the reduction in optical density at 400 nm that accompanies 0
removal of the C102 chromophore. The instrument response  The |ocal oscillator field is then included using the third-
alongt is determined by the group velocity miss-match, GVM, order response function for the solveﬁgvem determined in
between t_he 400 nm resonant pulses and the 800 nm nonresonant, ion 3.1 and shown in Figure 3,
pulses. Fits to the neat solvent response were consistent with
the calculated GVM resulting in a Gaussian instrument responsekE,, ..(t') = iE, 4(t') x
function with a fwhm= 140 fs that was used fax(t). © 3 s C

3.3. RaPTORS Measurements along for Fixed Values f_w dt"Rogven(t ) Enot’ — " + 1)E (' —t" +7) (17)
of t. Simulation of the RaPTORS response alangequires
inclusion of the third-order solvent signal fiel$) . (7), as a
time-dependent local oscillator, see eq 4. The experimental

500 fs)

IRaPTORS(t’t

homodyne term is included in the simulations. It will be shown
to provide a very small, but measurable contributionifor 4

The heterodyne contribution, eq 5, is treated in an analogous
shion to the heterodyne detected signal described in eq 8,
where the local oscillator in this case is the time-dependent third-

torder, nonresonant bulk solvent signal fieke?) . (),

Combining egs 16 and 17, and using the fact that the field
envelopes for nonresonant pulses 1 and 2 are identical

=3
parameters are adjusted such that the signal at a specific poinfEnrzEmlDlm)*
in the two-dimensional responsef 500 fsg = 150 fs), with |hetero ) O
the resonant pulse present, eq 3, represents ca. 1% increase ovefPTORS™
the same conditions w?th the pump pulse blocked, eq 2._ If we ﬁ) |m3(t')(£) ?é)Wen )t =t + )dt”) x
assume there are no interfering cross terms when taking the - 5
modulus squared in eq 2, then the intrinsic local oscillator, (fo AR )(t";t)lnr(t' —t" + r)dt')dt’ (18)
ES n(7), is ca. 100 times larger than the desired signal, _ .
AR3)(z:), at ¢ = 500 fs,z = 150 fs). Under these conditions, Following convolution over the laser pulses, the homodyne

signal can be considered as the heterodyne term alone. Howevercan be expressed as,

since the local oscillator is time-dependent, and at larger values 1omo ) © N e A @) N2
of 7 tends toward zero as shown in the insert of Figure 2, the |RapTORET:E) U f; dt Inr3(t)|j(; dt"AR (011" (19)
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x 10

i i 2 4 6: B 10
: T/ ps:

0 500 1000 1500 2000
T/ fs

IRaPT ORS('l:;l:: 100 ps)

10

0 500 1000 1500 2000 ./
T/fs :
Figure 5. RaPTORS measurements on C102 insCN alongz for t 0 500 1000 1500

=500 fs (top) and = 100 ps (bottom). The circles are the raw data, T/fs

and the blue lines are the fits usiddR® in Figure 6 and egs 4, 18, Figure 6. The change in the third-order intermolecular Raman response

and 19. The red lines are identical measurements on ne&IiCH he function following excitation of C102 in CKCN. These were deter-

green lines show the fit without the homodyne contribution using eqs mined by forward convolution fitting of the RaPTORS measurements

5 and 18. The residual of the fit &t= 500 fs is shown in Figure 7. alongr for a series of fixed values using egs 4, 18, and 19. Two of
the fits are shown in Figure 5, and the rest are available in the

The total RaPTORS response as a function @i a fixed Supporting Information section. The top figure is the sin transformation
value of t is the sum of the heterodyne and homodyne of the change in the third-order response shown in the bottom figure.
- The legend indicates the fixed value tof
contributions, eqs 18 and 19, where all of the parameters are
determined except the change in the third-order Raman respons

function, ARCXt;t). . e N
unction, (w0 high quality fits to the raw data. No restrictions were placed on

The change in the third-order response function aloffior the individual adiustable B . illat s |
a series of time delaytswas modeled as a change in the third- g)m lvidual- agjus a. € brownian oscillator compo.nen S n
{z:t). The main goal, and the key result of this work,

order response induced by resonant excitation of C102, Rpumpprese S : !
is the determination of thetal change in the intermolecular

3 3 . 3 response shown in Figure 6. Since the scale factor is restricted
AR )(t’t) =CR E’Jmppfesef(‘r’t) -R $‘O)PU'“F(T)] (20) to bpe the same for all %alues ofthe fits do reflect the relative
amplitude of the change at each time point after resonant
Rfo)pum;(f) was held fixed and represented by the bulk excitation. One of the advantages of the intrinsic local oscillator
solvent overdamped nuclear response determined in section 3.1is that the absolute amplitude of the change can be estimated
the sum of Brownian oscillators43 in Table 1R ) - ccelit) from the ratio of the local oscillator and RaPTORS signal
was modeled as an instantaneous electronic response and thigtensities. As indicated above this is ca. 1% at delay values of
sum of three overdamped Brownian oscillators. The data weret = 500 fs andr = 150 fs.
simulated as the sum of egs 18 and 19, B presef@:t) and In Figure 6, the determinedR®)(z;t) is plotted with an
the scale facto€ were varied to optimize the fit to the measure inverted sign. This convention was chosen to indicate increases
data. The scale factor was restricted to be the same for all valuesand decreases in the third-order Raman response as up and down
of t. The data and fits fot values of 500 fs and 100 ps are respectively on the vertical axis of the plot. As described in
shown in Figure 5, and thAR®)(z;t) determined for all nine Section 3.1, the polarization of the electronically nonresonant
values oft measured are shown in Figure 6. Raw data and fits laser fields are set to select a tensorial component of the third-
not shown in Figure 5 are available in the Supporting Informa- order response that is negative in the case of the intermolecular
tion. The fits also include a fixed contribution from identical motions. As a result, increases in the intermolecular response
measurements on neat @EN scaled to account for the are reflected as decreases (more negative) in the signal. The
difference in optical density at 400 nm. This solvent background raw RaPTORS data, such as that shown in Figures 4 and 5,
only contributes to the RaPTORS intensity at small values of reflects the cross term betweaiR3(z;t) andRS), ., eq 5. For
botht andz, and is shown as the red lines in Figure 5. either sense of the response dictated by the relative polarizations
Optimized  fitting parameters used to construct of the three nonresonant fields, positive or negative, this product
Rff)mpprese,((r;t) are tabulated in the Supporting Information. remains negative for a decrease and positive for an increase in

u
We emphasize that eq 20 was treated simply as an adjustablghe intermolecular Raman response.

?unction capable of generating a setaR®)(z;t) that provided
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Figure 7. The residual (data- fit) for the RaPTORS scan alongat
t = 500 fs shown in the top of Figure 5 (top). The Fourier transform
intensity of the residual (bottom).
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u(r) =

1) 2
r®| 3kT(4me,)?

3,0, E'F,
2(4me)’ (B, + BY))
(21)

2 2
o, +a
+/41 2 21;“2 i
(4ey)

As evident from eq 21, six variables are required for this
calculation, they are the dipole momenjss, s, electronic
polarizabilities, as,s,, and ionization potentialsg:, s, Where
the subscripts indicate the ground and/or excited state. To
calculate these numbers, we used the ZINDO-MN method, with
solvent parameters taken from the Minnesota Solvent Descriptor
Database. This method allows direct determination of dipole
moments and orientationally averaged polarizability values
(ground and excited states) for C102 in a model acetonitrile
environment. We note that many computational results have
been published previously for C102 and similar coumatin
however, since we are concerned specifically with the interaction
energy between C102 and surrounding acetonitrile molecules,
we chose to employ a computational method that includes the
electrostatic effect of the solvent in the determinationgfs,
and ag,s for C102. The change in ionization potential was
determined via gas-phase B3LYP/Midi! results for the ground
state, minus the energy added to the chromophore through
absorption of a 400 nm photon. We note that our results

The green lines in Figure 5 present the fits using only the qualitatively agree with recent high-level calculations by Castner
heterodyne component of the response, eq 5. There is noand co-workers? where these parameters were calculated for
significant difference between this fit and the blue lines where C102 in solvents other than acetonitrile. In both states, the

the homodyne term has been included, eq 5zfer4 ps. This
indicates that the assumptiaxE®(z;t) < ES) . (7) is reason-
able for this part of the response. However, for 4 ps it is

clear that the small remaining signal is dominated by the

interaction is dominated by the electrostatic dipeadgpole
interaction and the change is likewise dominated by the change
in the electrostatic term.

homodyne contribution, and this is a direct result of the very 9. Discussion

small amplitude of the time-dependent local oscillator,
ES) (1), beyond 4 ps, see Figure 2. The determing¥)(z;t)

Although the overdamped intermolecular response in solution
is continuous and largely featureless, the bimodal character of

reported in Figure 6 are restricted to the region where the the response is well established (for examples see refs 6, 7, 9,

homodyne contribution to the response is minimal.

18, 58, 59). Figures 2 and 3 show the bimodal character

No underdamped motions were included in the optimized exhibited by the intermolecular spectrum of bulk . The

ARG)(z;t). The bending motion at 379 crhshown in Figure 3

faster component in the response is often associated with single

was included in the local oscillator and accounts for the majority molecule reorientational motion, librations, and the slowest

of the underdamped beats exhibited in the data along
However, the residual of the fit &&= 500 fs is shown in Figure

component is assigned to diffusive solvent reorganization. The
role of collision-induced contributions to the TOR response,

7 and does indicate that a small underdamped motion remainswhich can result from both orientational motions and density

in AR®(z;t). This motion is centered near the gEN bending
frequency at 380 cm* and damps very rapidly. Although this

fluctuations, has received considerable atteriffGf 67 The time
scales of density fluctuations can be comparable to librafions,

result is consistent with a slight shift of the bend to higher and the relative contributions of the librational, collision-induced

frequency following C102 excitation, the presence of the@CH

and cross-terms between these components in the TOR response

bending in the time-dependent local oscillator makes a quantita-remains a topic of study.

tive interpretation of the residual motion difficult. With no

When considering whether there were two or three resolvable

evidence for a change in any underdamped motions at frequen-intermolecular contributions, we found the use of three over-
cies other than the solvent bending vibration, we limit the damped components to represent the TOR response in Figure
discussion of our results to the change in the intermolecular 2 improved the fit when compared to the optimization of only

response.

4. Computational Results

two overdamped Brownian oscillators. Defining the three
response types by using different simple dynamical models for
each, Scherer and co-workers assigned a set of three responses
in the optical Kerr effect spectrum of GAN to librations,

To consider the change in the intermolecular response in thecollision-induced, and diffusive reorganizati&hThe three

context of the change in the C10ZH;CN intermolecular

resulting components are very similar to the three overdamped

interaction, the bimolecular interaction energy between the Brownian oscillators in Figure 3, and we adopt the same
neutral solute and solvent were calculated. The bimolecular assignment of these contributions to the TOR response. How-
solvent solute interaction energy as a function of separation ever, since the librational and translational, and the translational
distanceU(r) is expressed as the sum of the electrostatic and diffusive responses are predicted to significantly overlap

(dipole—dipole), induction (dipole— induced dipole) and
dispersion interactions respectivéfyp2.53

in time, separation of these components in the TOR spectrum
is under-determined and significantly influenced by the model(s)
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& |0—4 TABLE 3: Calculated Bimolecular Interaction Energies for
10 : C102 in CH;CN Using Eq 22
P 3_92[;"; u/D /A3 EleV electrostatic induction dispersion
- S S e N e ground state, & 9.1 27.2 68 -167 —07  —13
: ‘ excited state, S11.1 29.3 3.7 —24.7 -0.9 —-1.4
difference 20 21-31 —8.0 -0.2 -0.1

aEnergy values are given in units of 70 k3m®.

to the bulk solvent. Those solvent molecules that are affected
by the change in C102 must interact with C102 in the ground
state and thereby should have a different intermolecular
spectrum than solvent far removed from the solute on average.
Figure 8 is intended only to illustrate the magnitude of the
: - : change as a function of delay time and frequency and indicate
0 100 200 300 how the spectrum shifts in response to C102 excitation.
w/cm 5.1. The Equilibrated Difference in the Intermolecular
Figure 8. The third-order intermolecular Raman response function Responseln Figure 6 the TOR spectrum has, for the most part,
before and after excitation of C102. The “"before” response is aﬁsum?’dstopped evolving by 300 ps after excitation of C102. In this
to be the response of the bulk solvent from Figure 3 and the "after” |, time limit the change in the response reflects the difference
response is created froﬁR<3)(a_),t) in Figure 6 as described in Section b h ilib di | | d th
5. The legend indicates the fixed value of time delay etween the equilibrated intermolecular Spectru_m aroun the
excited and ground states of C102. The change in the intermo-

employed. The discussion here will focus on the total measured'ecular interaction between C102 and acetonitrile following
intermolecular spectrum and the change in that spectrum inducecXcitation of C102 is dominated by the increase in the dipole

by excitation of C102. The overlapping contributions are dipole i_nteracti_on, see Table 3. The increase ir_] the i_ntermo-
considered only qualitatively as librations in the highest lecular interaction, as reflected by the decrease in the intermo-

z . RG )( (I))

frequency component peaked around 60 &roollision-induced Ieculqr potential energy, is expected to increase the local density
contributions in the middle, peaked around 18 émand and tighten the associated solvesblute and solvertsolvent
diffusive reorganization at the low frequencies, peaked around intermolecular potentials. Although the effects of temperature
4 ol and density are not strictly independent, temperature-dependent

Figure 6 presents the difference in the intermolecular Raman Studies of the intermolecular spectrum of neat liquids have
response between the excited and ground electronic states oflmonstrated similar changes as the temperature is reduced with
C102 in CHCN for a series of delay times after excitation of @ concomitant increase in the density” In these studies, the
C102. Generally, the change in the electronic state of C102 high-frequency librational motions shift to higher frequencies
results in a decreased response for motions in the middle of the@nd collective reorganization shifts to lower frequencies. The
intermolecular spectrum,-3110 cntl, and an increase for the ~ increase in frequency and decrease in damping of the librational
motions at the outsides of the intermolecular spectrum, less thanmotions can be attributed to the density increase, due to an
3 cnr! and greater than 110 crh A large fraction of the initial increase in the effective force constant associated with librational
change takes place within the time resolution of our experiment, motion. The increased density will also shift the collision-
< 100 fs, see Table 2, and then decays on different time scalesinduced contributions to higher frequencies. The shift of the
depending on the region in the intermolecular response beingcollective motions to lower frequency with a reduction in
considered. There is still a significant difference in the t€mperature can be explained in terms of the increased viscos-
intermolecular response 300 ps after excitation of C102. This ity”® or the result of a change in level dependent damping.
difference at comparably long delay times appears to decay onOur results demonstrate analogous shifts of the intermolecular
a time scale that is longer than our experiment and consistentSPectrum following excitation of C102, Figure 8, and we assign
with the 4 ns excited-state lifetime of C102 in polar solvéfts. ~these shifts predominantly to an increase in the local density

While the RaPTORS measurement provides a direct deter-that accompanies the excitation. _ _ _
mination of the change in the intermolecular Raman spectrum, N addition to the increase in the dipolar interaction, heating
AR®)w:t), reconstruction of the intermolecular spectrum of that o_f thg local environment may fc_)llow excitation due to increased
fraction of the solvent that experiences a change before angKinetic energy from both the intermolecular solvation events

after resonant excitation of C102 from the measured difference, @nd transfer of excess C102 vibrational energy to the sol-
vent16.18.78-81 Temperature-dependent studies of neagCINl

3,y — pG3 . 3 indicate that an increase in thermal energy would result in an
ARV(wt) = R (i) — R dw) (22) opposite shift of the intermolecular spectr%ym than observed in

) ] 3 . 3 Figure 872 An increase in the temperature would shift the
requires knowledge of eithé®.(w;t) or R, {w) and the Jiprations to lower frequencies and the diffusive reorganization
absolute magnitude of the change. To illustrate the difference ¢q higher frequencies. The resulting change in the spectrum
in the response before and after excitation, we can approximateyoyld present an increase at intermediate intermolecular

3 odw) as the bulk solvent respons@y) . (). The magni-  frequencies and a decrease at the wings, the opposite of what
tude of the change is estimated as 1%tat 600 fs,7 = 150 we observe in Figure 6. Excitation at 400 nm is on the low

fs) based on the relative intensities of the signal and intrinsic energy side of the C102 absorption maximum at 380 nm, leaving
local oscillator, see section 3.3. Combining these estimates witha limited amount of excess energy for transfer to the solvent.
AR®(w:t) in Figure 6, the resultingR®),(w;t) is shown in In experiments with the analogous Coumarin dyes C152 and
Figure 8. We note that there is no expectation that the C153, where excitation at 400 nm is near the peak of the
intermolecular spectrum associated with the small fraction of absorption for C152 and 1800 cito the high energy side of

molecules that are affected by the excitation of C102 is identical the maximum in C153, we have observed a dramatic change in
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the RaPTORS response. In the case of C153 the response even
becomes slightly positive for intermediate intermolecular fre-
guencie$? A systematic study of the dependence of the
RaPTORS signal on resonant excitation frequency will be
required to quantitatively address the shift in the balance
between the density increase due to increased intermolecular
interactions and the decrease that accompanies increased solvent
kinetic energy following energy transfer from the solute. Our
results indicate that for excitation of C102 at 400 nm the increase
in the electrostatic interaction exerts a larger influence on the
local density than any heating due to intra- and intermolecular
energy transfer.

5.2. Evolution of the Intermolecular ResponseThe evolu-
tion of the intermolecular spectrum following excitation of C102
can generally be described by a very rap#,00 fs, initial
change followed by a biexponential approach to equilibrium
around the excited state of C102. However, each portion of the
response is changing on a different time scale. The fits of the
raw RaPTORS response alonipr different values ot, Table
2, illustrate how the time dependence varies depending on the
portion of the intermolecular response that is probed. All of
the r values in Table 2 are within the portion of the Raman
response that has experienced a negative change, as shown in
the bottom of Figure 6. At = 150 fs, near the peak of the
intermolecular response, the two time constants in the evolution, P :
to andtz in Table 2 and eq 14, are the smallest. Going to larger ot :
or smaller values of increases both of the decay times, with 10 10 10 10
t, andtz becoming progressive longer agcreases. This trend ) figpe . )
is the result of the complex shifting of the broad overlapping f'g“re 9. Thet dependence for the frequency indicated in the legend

. . L L rom the fits shown in the top of Figure 6 (top). The fits shown in the

components in the intermolecular spectrum with time. The initial top plot, with the value at = 300 ps subtracted to highlight the time-
response shifts the faster portions to earlier times and the slowergependent evolution (bottom). In both figures the circles are the nine
portions to later times. These responses then start to shift backtime points along taken from Figure 6, and the dashed lines simply
finally equilibrating around excited-state C102. Near the peak connect these points.
of the response, the result is an initial loss that fills in with
time; however, at points in the spectrum progressively closer
to the boundaries of the sign change the combined positive and
negative evolutions can lead to a near cancelation, and very

little change is exhibited as a function of time. This can be seen first frequency resolved time point at= 250 fs we are only

nearz = 50 fs andr = 1 ps in Figure 6. ) able to measure the effect of the tail of this portion of the
Decay of the RaPTORS response as a functlon\gbuld response. Schmuttenmaer and co-worker found a similar
also be expected to result from rotation of the excited C102 angient increase and shift of the high-frequency intermolecular
solute due to the anisotropy in the solvent’s polarizability and otions in the nondipolar solvation of TBN&28:86 Using
the tensorial nature of the measurgd response. Solute rOta“Orbolarizability response spectroscopy, Scherer and co-workers
would produce a decay of the entire RaPTORS response onfoyng that translational and collision-induced contributions are
the same, .rotatlonal, time sca!e with the IargesF amplitude preferentially driven by the excitation of C153 in @EN, in
corresponding to the maximum in the RaPTORS signalat  agreement with the viscoelastic solvation model of Bef 70
150 fs. Assuming the rotation time for excited C102 is similar op, the basis of these studies and our observed change in the
to the measured rotation time for the analogous dye C153 in jntermolecular spectrum, we conclude that the sudden increase
CH3CN, 21 ps33 neither of the time constants in the decay at  gpq rapid sub-picosecond recovery of the higher frequency
= 150 fs correspond to rotation. In the fits to the time evolution motions in the RaPTORS response may reflect transient
along t the minimum number of steps required to obtain a |iprations, but primarily is the result of translational motion that
reasonable fit were employed, eq 14. Although a 21 ps decay accompanies an impulsively driven local density fluctuation.
due to rotation could be added to each of the fits algripe All of the frequencies in Figure 6 show a large initial, 250
quality of our data was not sufficient to resolve this or any other g, change, and the subsequent evolution is strongly dependent
additional time scales. While solute rotation may contribute to gn, the frequency. While the higher frequencies demonstrate a
the decay, the different time scales measured at each value Ofrapid decay, intermediate frequencies show much smaller
7, and the lack of consistency with the C102 rotation time, changes during the first picosecond with the spectral evolution
indicate that time-dependent shifting of the intermolecular in this region appearing to get a later start. Figure 9 illustrates
spectrum plays a significant role in the observed response evemow various points in the intermolecular spectrum are changing
at longer delays. in time. In the bottom of Figure 9 the dynamic evolution of
Inspection of Figure 6 demonstrates a complex evolution of different frequencies is highlighted by subtracting the value at
the spectrum following excitation of C102. Looking at the higher 300 ps for each frequency, where we assume the solvent has
frequencies> 100 cntl, there is a large initial jump within  effectively reached equilibrium around the excited state of C102.
the time resolution of our experiment and then a rapid decay in Frequencies greater than 60 chinave a rapid decline between

the first 500 fs after excitation. The time scale is consistent with
the initial solvation response previously measured fosCH
and is the result of the motions that are driven by the sudden
increase in the C102 dipole momérit.85 However, with the
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t = 250 fs andt = 500 fs, with over half of the dynamic  attempting to use the statistical fluctuations about the ground-
response for frequencies above 100 émompleted within the state soluteCgy(t), to predictS(t).
first picosecond. In contrast, there is very little evolution at 30  Simulations have found that LR applied to predictionSo¥
cm~ ! during the first 5 ps, and the majority of the change takes does a good job for the fastest components of the solvent
place between 5 and 100 ps. response<100 fs. This has been explained by the fact that the
The last period of evolution in the intermolecular spectrum response is dominated by inertial motions, i.e., it is dictated by
takes place on a 48 ps to 100 ps time scale, see Table 2, and if"otion prior to the perturbatiotf.**Our current time resolution
accounts for a large fraction of the spectral evolution for IS not sufficient to address these earliest events in detail.
frequencies below 40 cr. This is much slower than the However, the slower response ${t) observed in the simula-
solvation time scales observed using a resonant probe of thelions, ca. 1 ps, was found to be poorly predicteddayt).*1°
solute, where the solvation was characterized by a biexponentialOUr results indicate that following a large100 fs change in
response involving 89 and 630 fs decdy&85 Given that in the speetrum, there is limited evolut|oq of the mest |nt'ense center
Figure 9 a significant portion of the fastest, 200 fs, response of the_lntermelecu_lar spectrum during the first plcosecqnd.
has been missed with the earliest resolvable point at a delay OfFoIIowmg the inertial motions, the solvent fluctuations during

t = 250 fs, the responses of the highest frequencies are sirnilarthls period reflect the new, pseudo-equilibrated intermolecular

to the resonant measurements with a significant sub-picoseconcfeSponse about the excited chromophore. The (_1|fference in the
o . . solvent spectrum between the ground and excited state solute
contribution. The sub-picosecond components that dominates

. at this point is actually larger than it is after subsequent
the response in the resonant measurements reflect the stron o . :
. . . quilibration takes place. The longest time scale of intermo-
influence of the closest solvent molecules, the first solvation

hell the electroni f1h e id lecular spectral evolution that we observe, 50 ps to 100 ps, is
shell, on the electronic energy of thé so ow consider most apparent for frequencies below 60¢rand actually shows

1 . ) % modest reduction of the difference. These time scales are not
fr.eqyency. At 30 cm the entire evolution ta"?s place on a ypserved in the resonant solvation experiments, and simulations
significantly longer time scale than observed in the resonant have not yet addressed these extended time scales. If, as we
measurements. The 'nolnresonant solvent prpbe lacks any inhererf ;e proposed, this evolution represents changes over larger
bias based on proximity to the solute. This suggests that the gistances from the chromophore as the result of thermal energy
slower changes that are dominant at lower frequencies reflectiransfer, then the effect on the solute’s electronic energy should

reorganization over larger distances than are probed in resonange small. Under these conditions deviations from LR would be
solute measurements. As a result, a qualitative connectioningicated by the difference in the local solvent fluctuations
between the frequency and the length scale of the motion beingestablished prior to the longer time scales associated with the
probed can be drawn. However, Figure 9 also shows that eventhermal energy transfer chain and therefore would suggest even
at higher frequencies there is a slow decay component, albeit as|ightly larger deviations from LR than would be predicted from

much smaller relative contribution than at lower frequencies. the differences in the fully equilibrated solvent response about
This is evidence of the complex relationship between the length the ground and excited states.

scale and the frequency and a more quantitative interpretation

of our results in terms of changes in the wavevector and 6. Conclusion

frequency dependent response will require molecular simula- o ]
tions8” One possible explanation for the slow response that e have demonstrated the application of a new technique to
appears over longer length scales would be the transfer of excesirectly measure the change in the entire intermolecular Raman
potential energy to thermal (kinetic) energy of the surrounding SPECtrum and its dynamic evolution, following excitation of a
solvent. Maroncelli has considered this in detail with MD chromophore in solution. This technique was applied to examine

simulations, demonstrating that following a very rapid jump in thetdlp_?l_?r i(;:vatlon_te\t/_ent tfhgtlcf)%llc&\:vs exu;[atlorzj of Clotz Itnd
the kinetic energy of the first solvation shell, the energy is acetonitriie. Aler excitation o , the spectrum demonstrate

transferred to ever greater distances from the solute on everzrgc;rggrl]e;n%fg;ﬁﬂﬁnr']:’rhiﬁrferethE:r']%he;:g?#eeTgngfr?epouneenngs
slower time scale¥® As discussed in Section 5.1, an increase ) q Y, 9 y

. . components shift to lower frequencies. This is attributed to the
in the effective thermal temperature of the solvent would . . ) -

. : increased local solvent density that accompanies the increased
increase the response at frequencies below 60'cm

; S L dipolar solvent-solute interaction. Following an initiak 100

5.3. Comparison with Linear ResponseThe application {5 change, evolution of the spectrum is strongly frequency
of linear response to solvation requires that the perturbation to dependent, with a large fraction of the equilibration around the
the solvent from excitation of the solute is small, and thus the excited state at high frequencies taking place in less than a
response of the solvent is equivalent to the statistical fluctuations picosecond. In contrast, lower frequency components equilibrate
in the absence of the perturbatishWhen applied to the  more slowly, with very little relaxation during the first
nonequilibrium dynamics of the solute electronic energy gap, picosecond after excitation. Comparison with resonant solvation
(), this means that LR requires that the equilibrium solvent experiments by others suggests a connection between the
fluctuations in the presence of the excited state of the chro- frequency and length scale of the response, with changes at
mophore are the same as the fluctuations in the presence of théower frequencies probing the change in the response at larger
ground state. Computational studies have shown that this is notdistances from the chromophore. The slowest changes at lower
the case for significant changes in solute charge distribution, frequencies is likely the result of intermolecular kinetic (thermal)
and the results presented here provide direct experimentalenergy transfer to subsequently greater distances from the solute
confirmation that this is not the case for excitation of C102 in and is not seen in the resonant solvation measurements.
acetonitrilel®111417 Figures 6 and 8 clearly demonstrate that  Unlike resonant probes of solvation dynamics, which probe
there is a significant change in the equilibrated spectrum of the nonequilibrium evolution of the electronic energy gap, the
intermolecular motions following excitation. On the basis of RaPTOR S experiment is a direct probe of thengein the
this experimental observation, failure of LR is expected when local solvent response relative to the ground electronic state of
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the chromophore. To our knowledge, these measurements (13) Aaqvist, J.; Hansson, T. Phys. Chenl996 100, 0 (22), 9512~

provide the first direct measurements of the difference betwee

the solvent fluctuations around the ground and excited electronic ;o
states of the chromophore for a dipolar solvation event. For the
large change in the C102 dipole moment, the difference is

significant. The large change in equilibrium solvent fluctuations
agrees with molecular dynamics simulatig#fi§¢and, along with

n9521.
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(18) Ladanyi, B. M.; Maroncelli, M.J. Chem. Phys1998 109 (8),

the time-dependent evolution of the solvent response, provides3204-3221.

experimental confirmation of a failure of linear response in
dipolar solvation. The results also indicate that after the inertial

(19) Day, T. J. F.; Patey, G. N. Chem. Phys1999 110(22), 10937
10944.
(20) Ladanyi, B. M.; Perng, B.-CJ. Phys. Chem. 2002 106 (30),

response the solvent fluctuations are well represented by theggs2 6934

equilibrium dynamics around the excited state of the chro-
mophore, as one might expect.

The experiments here have demonstrated that the spectrum,

of fluctuations in the local solvent environment undergo

(21) Beard, M. C.; Turner, G. M.; Schmuttenmaer, CJAPhys. Chem.
B 2002 106 (29), 7146-7159.
(22) Haran, G.; Sun, W. D.; Wynne, K.; Hochstrasser, R.Ghem.
ys. Lett1997 274 (4), 365-371.
(23) Haran, G.; Sun, W. D.; Wynne, K.; Hochstrasser, R.Ghem.

significant changes as charge is redistributed in a solute. ThePhys. Lett.1997, 277 (5-6), 579.

changing local intermolecular response has important implica-
dScherer, N. FJ. Chem. Phys2003 118 (9), 39173920.

tions for understanding solvation and the dynamics associate

(24) Park, S.; Flanders, B. N.; Shang, X.; Westervelt, R. A.; Kim, J.;

(25) Beard, M. C.; Turner, G. M.; Schmuttenmaer, CJAPhys. Chem.

with reactive events in solution as the local intermolecular a 2002 106 (6), 878-883.

environment evolves through the transition from reactant to
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product. This includes the complicated dynamics associated with Ser:2002 820 (Liquid Dynamics), 44-57.

(27) Schmuttenmaer, C. Aci. Prog. (Northwood, U.K2002 85 (2),

intermolecular thermal energy transfer. We have demonstrated;,5_jg7

a new technique capable of following these changes, and one (28) Schmuttenmaer, C. &hem. Re. (Washington, D. C.2004 104
of the strengths of this technique is the separation of the solvent(4), 1759-1779.

probe from spectroscopy of the solute. Future applications

should provide details of how dynamic changes in the local
environment participate in condensed phase reactive events.
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