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We present a combined molecular dynamics/quantum chemical perturbation method for calculating the refractive
index of liquid water at different temperatures. We compare results of this method with the refractive index
obtained from other solvent models. The best agreement with the experimental refractive index of liquid
water and its temperature dependence is obtained using correlated gas-phase polarizabilities in the classical
Lorentz-Lorenz expression. Also, the iterative self-consistent reaction field approach in the semicontinuum
implementation matches the experimental refractive index reasonably well.

I. Introduction

The frequency-dependent refractive index,n(ω), of a material
governs its potential applicability for various optical switching
techniques.1-6 From both a fundamental and an applied point
of view, it is therefore crucially important to understand the
refractive index and its microscopic, molecular origin. In this
study, we attempt to modeln(ω) for liquid water in the
temperature range of 0-100°C using various combinations of
classical and quantum chemical solvent models. The optical
properties of liquid water are of particular interest due to the
strongly associated and hydrogen-bonded nature of the liquid.
Water therefore poses a challenging benchmark system in the
development of solvent models.

Understanding how molecular properties and chemical rates
are affected by the surrounding medium has been the focus of
many publications.7-21 In particular, interpretation of measured
macroscopic optical properties of liquids and solutions requires
models for making a connection between the molecular property
and the measured signal. Traditionally, this has been achieved
using phenomenological models for the solute-solvent interac-
tions.22,23 In particular, the local field factors which assess the
effective electromagnetic (EM) field experienced by the solute
molecule have found widespread use. These classical approaches
do not, however, include thermal fluctuations of the EM fields
arising from the induced polarization in the solvent,24-30 and
temperature dependence enters only implicitly through the
dielectric constant. Moreover, the use of local field factors
implicitly assumes that the electro-optic properties of the solute
are those of the gas-phase molecule. Clearly, it is necessary to
describe how the electronic states of the solute are influenced
by the surrounding solvent.31-39 Attempts to do so includeab
initio methods characterized as either continuum, supermolecu-

lar, or semicontinuum approaches.31-39 In continuum models,
the molecular monomer is enclosed in a cavity (usually
spherical) of a linear, homogeneous, and isotropic dielectric and
solvation is modeled by the polarization of this medium. In the
supermolecular approach, solvation is modeled by the explicit
inclusion of the first (and possibly second, third, ...) solvation
shell in theab initio calculation. The semicontinuum approach
is the combination of the latter two and, thus, models solvation
by including solvent molecules explicitly, and subsequently
immersing the supermolecule in a dielectric medium.

It has been established that the continuum model for water
fails to give a satisfying description of solvent effects since local,
short-range interactions are not properly accounted for.40-46

Hence, in this study, we use the supermolecular and the
semicontinuum approaches to model the solvated water mol-
ecule. Note that the supermolecular model does not account for
long-range interactions unless a large number of solvent
molecules are included. Only the semicontinuum model includes
both types of interactions but on the downside then involves a
spherical cavity, the particular radius of which is not well
defined.47 With the nonequilibrium implementation of the
iterative self-consistent reaction field (ISCRF) model,48 this
arbitrariness is eliminated such that semicontinuum computations
may be performed with a unique cavity radius.

The models described above all consider solvation from a
static point of view except for the use of temperature-dependent
dielectric constants, and consequently fail to account for the
temperature dependence at the molecular level. Attempts have
been made to combine molecular dynamics (MD) (or statistical
mechanical simulations in general) with supermolecular meth-
ods. This is done by extracting representative subsystems from
MD simulations49 performed at a given temperature and
subsequently undertaking supermolecular (or semicontinuum)
computations for individual subsystems. Approaching temper-
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ature effects at the molecular level by this method is compu-
tationally demanding.

An alternative is to combine statistical mechanical simulations
with ab initio quantum chemical calculations through perturba-
tion theory. The merits of using intermolecular force fields
constructed by intermolecular perturbation theory (IPT)50-52 in
molecular simulations53,54 suggest that solvation for some
properties can be treated as a perturbation of the gas-phase solute
molecule. The gas-to-liquid shift of a molecular property can
be expanded as a perturbation series, which contains products
of property derivatives with respect to the perturbation and the
magnitude of the perturbation.55-59 The property derivatives can
be determined from quantum chemical calculations (preferably
by response theory) for the monomer, and statistical mechanical
ensemble averages of the magnitude of the perturbation.
Accordingly, concentration effects, which are very difficult (if
not impossible) to handle in semicontinuum and supermolecular
models, can also be determined, simply by performing the
simulations at the concentration of interest. On the basis of MD
simulations for pure bulk water, in this work we explore the
IPT approach as an alternative route to studying the solvation
of the water molecule.

This work is organized as follows. In section II, we present
the theoretical background of the various methods applied in
the calculation of the refractive index. In section III, we describe
the details of the performed computations, and we present our
results in section IV. We will discuss the results in section V.

Throughout, we conform to the CGS system of units.

II. Theoretical Background

A phenomenological approach to electric and magnetic effects
in optically transparent materials is offered by analyzing the
refractive index. The approach adopted here is based on classical
electrodynamics, and treats the propagation of an EM field in
a continuous medium. Solving the wave equation for a linear,
homogeneous, and isotropic medium without any free charges
gives for the frequency-dependent refractive index60

where øe and øm designate macroscopic linear electric and
magnetic susceptibilities, respectively. Assuming additivity in
terms ofeffectiVe, average polarizabilities and magnetizabilities
we have

whereReff ) 1/3(Rxx
eff + Ryy

eff + Rzz
eff) is the isotropic part of the

molecular polarizability,êeff the analogous magnetizability, and
N the number density of the constituent molecules. On the
microscopic level, these molecular properties can be derived
by a variety of quantum mechanical methods.

However, from a phenomenological point of view, it is not
entirely obvious how to establish a consistent link between
eq 2 and quantum theory. One approximation is to adopt the
framework of semiclassical radiation theory, where a spin-free
molecular quantum system interacts with a prescribed EM field.
The Hamiltonian for a molecule then is61

whereH 0 is the nonrelativisticN-electron Hamiltonian and the
summation is over electrons and whereE and B designate
electric and magnetic fields. The Hamiltonian in eq 3 is based
on truncating the expansion of the vector potential after the linear
term. Interactions linear in the EM field are due to the electric
dipole operator (µ̂ ) e∑ir i), the magnetic dipole operator
(m̂ ) 1/2mc∑il i), and the second moment operator (Q̂ )
e∑ir i‚r i), the latter interacting with the gradient of the electric
field. Quadratic interaction terms arise from the magnetic field
only, and are due to the dynamic, diamagnetic term. Accord-
ingly, time-dependent perturbation theory through second order
in the fields, using eq 3, is the appropriate level of theory,
consistent with a model forn(ω) in terms ofR andê.

A collective analysis of electric and magnetic effects in terms
of the refractive index is complex, however, due to the coupled
nature ofE andB in the EM field. The effects onn(ω) due to
the magnetic interactions are generally small (especially for
dielectric materials) but nonetheless require full account of
eq 3, and hence also the quadrupole interactions.

Here we focus on the predominant electric interactions,
neglecting magnetic effects altogether. A consistent level of
theory thus is thedipole approximation, which corresponds to
truncation of the vector potential before the linear term, leading
to the interaction Hamiltonian61

Apart from interaction with the radiation field as described by
eq 4, in this study we are particularly concerned with the
perturbation of the solute molecule due to its molecular
surroundings. The approximation throughout this work is that
these interactions are electrical in origin (except in the super-
molecular model), and are either of an optical (electronic origin)
or a static (all but electronic) nature. Therefore, the refractive
index will be described in terms of electric perturbations of the
water molecule, and analyzed correspondingly.

A. The Refractive Index. For materials subject to electrical
polarization only, eq 2 is reduced to

where Rsol(ω) is the average polarizability of the solvated
molecule defined with respect to the cavity field given asEC )
fCE and

wherefC is the cavity field factor. Here and throughout the text,
ε is taken to be the optical dielectric constantεop related to the
refractive index by the relationn2 ) εop.

From a methodological point of view, the solvent effects
contributing toReff may be accounted for either using classical
models (as discussed, for example, in the monographs by
Böttcher22,23) or by incorporating solvent effects directly in the
quantum mechanical derivation ofRsol.

In classical continuum models, the molecular environment
is introduced through the reaction field due to the polarization
of the surrounding dielectric as induced by the permanent and
induced electric moments of the solute molecule. In the simplest
case of a nonpolar solute, the reaction fieldER ) fRR(EC +
ER) is due to the induced dipole moment where

H ) H 0 - µ‚E(t) (4)

n(ω) ) x1 + 4πNReff(ω) ) x1 + 4πNfC(ω)Rsol(ω) (5)

fC ) 3ε

2ε + 1
(6)

fR ) 1

a3

2(ε - 1)
2ε + 1

(7)

n(ω) ) x[1 + 4πøe(ω)][1 + 4πøm(ω)] (1)

n(ω) ) x[1 + 4πNReff(ω)][1 + 4πNêeff(ω)] (2)

H ) H 0 - µ̂‚E(t) - m̂‚B(t) +

e2

8mc2
∑

i

(r ir i - r i‚r i):B(t)B(t) -
1

2
Q̂:∇[E(t)]0 (3)
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is the reaction field factor,a the cavity radius, andR the gas-
phase polarizability of the solute molecule. In this picture, the
effective solute polarizability is

and involves a product of the cavity field factor and a factor
pertaining to the reaction field. The refractive index becomes

which reduces to the familiar Lorentz-Lorenz expression24

if a is eliminated using the Onsager approximation 4πNa3 )
3.22 Equation 10 could also be the result of usingReff ) fLR
directly in eq 5 wherefL ()ε + 2/3) is the Lorentz field factor.62

However, if this is done, the interpretation that eq 10 involves
an optical reaction field contribution is not obvious, which may
lead to inconsistent use. Within the classical framework, the
average polarizability in eq 10 is the gas-phase polarizability.
Hence, eq 10 does not account for the inertial (static) part of
the solvent interactions to which the solute is subjected. The
quantum mechanical derivation ofRsol must account for these
interactions, and in this case, eq 5 should be employed to be
consistent. However, for those quantum chemical solvation
models in which the solvent interaction does not involve an
optical reaction field, for example, the perturbation-based
method presented below, eq 10 may still be used. In this case,
the optical reaction field implied by eq 10 can be considered a
supplementary and classical correction due to optical dielectric
polarization of the solvent. For this same reason,Rsol derived
using any of the SCRF-based quantum chemical methods should
not be employed in eq 10 but rather in eq 5. In the latter case,
the refractive index then becomes

whereê ) 1 + 12πNRsol.
Considering the approximate nature of eq 10, it has been

remarkably successful in the qualitative description ofn(ω) for
many nonpolar liquids based on gas-phase polarizabilities.22,23

For such systems, the polarizability used in eq 10 is mainly
due to electronic polarization, coupled to high-frequency
vibrational modes of the molecular framework. For polar
systems studied exclusively at optical frequencies, one may still
use eq 10 using gas-phase polarizabilities with moderate
success.22,23 This is due to the inertial nature of the, otherwise
quite substantial, contributions to the reorientational part of the
polarization. Here we investigate eq 10 using both gas-phaseR
andRsol based on static solvent perturbations, and eq 11 using
Rsol including both static and optical perturbations.

B. Molecular Linear Response Properties.Ab initio com-
putations of linear molecular response properties, within the
solvent models of this study, can be realized using a Hamiltonian
of the form63

where Wh sol is the solvent interaction term particular to the
model andV (t) describes the interaction between the solute
system and the externally applied (but screened) EM field. The

latter is time-dependent and conveniently represented as the
Fourier integral

over Fourier components,V ω, whereη is a positive infinitesimal
number which ensures that the perturbation is applied adiabati-
cally; V (tf-∞) ) 0. In the absence of the perturbing field,
the solute wave function is optimized according to the general-
ized Brillouin condition

to yield a reference state,|0〉, for the limit t f -∞. In eq 14,
λ represents either orbital or configurational variation param-
eters. Subject to the field, that is fort g 0, the wave function
of the solute molecule,|0̃〉, is propagated according to the
Ehrenfest equations of motion. As described elsewhere,64 the
linear response equations are obtained and solved by considering
the Ehrenfest equation to first order in the perturbing field. The
perturbation expansion of the time dependence of the expectation
value of a time-independent operator,A, is then

where〈〈A;V ω〉〉ω designates the linear response function given
as64

For an electric field,E0 cos(ωt), from eq 4 the corresponding
Fourier components are

such that perturbation expansion of〈µ〉 yields

Therefore, we extract the solute polarizability tensor from the
linear response function asr(-ω;ω) ) -〈〈r ;rω〉〉.

C. A Force Field Approach to Solvation.The fundamental
assumption of the IPT approach is that the effect of the solvent
for a molecular property,X, may be expressed as simply as

for example, as a perturbation of the gas-phase molecule. For
calculations of the refractive index, the interesting property is
rsol(ω), but to keep the notation simple, we will maintain the
general formulation.

The solvent effect may be partitioned into various terms
depending on the property under consideration. For polar liquids,
electrostatic and dispersion interactions give the most important
contributions to the solvation contribution of the linear molecular
response properties. Thus, within the framework of IPT, we seek
to compute components of the ensemble average ofX∆sol as57-59

where the terms in the brackets denote an ensemble average.
The electrostatic term, which is the most important term for
polar liquids such as water, is expanded adopting a perturbative

V (t) ) ∫-∞

∞
dωV ω exp[(-iω + η)t] (13)

〈0|[λ, H 0 + W sol]|0〉 ) 0 (14)

〈A〉(t) ) 〈0|A|0〉 + ∫-∞

∞
dω exp[(-iω + η)t]〈〈A;V ω〉〉ω (15)

〈〈A;V ω〉〉ω ) ∑
n*0

〈0|A|n〉〈n|V ω|0〉

ω - (En - E0)
-

〈0|V ω|n〉〈n|A|0〉

ω + (En - E0)
(16)

V ω ) - 1
2
E0‚r [δ(ω - ω0) + δ(ω + ω0)] (17)

〈µ〉(t) ) µ0 + r(-ω;ω)E0 cos(ωt) (18)

Xsol ) Xvac + X∆sol (19)

〈XRâ
∆sol〉 ) 〈XE,Râ〉 + 〈Xω,Râ〉 (20)

reff ) fC(1 - fRr)-1 r (8)

n(ω) ) x1 + 4πNfC(1 - fRR)-1 R (9)

n(ω) ) x3 + 8πNR(ω)

3 - 4πNR(ω)
(10)

n(ω) ) 1
16

xê + (ê + 8)1/2 (11)

H ) H 0 + Wh sol + V (t) (12)
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approach (as, for example, has been done for nuclear shield-
ings55,56)

whereEγ andEγδ are components of the electric field and the
electric field gradient, respectively, due to the solvent. In eq
21, X′γ and X′′γ,δ are first and second derivatives ofX,
respectively, with respect to the electric field, whereasX′γδ is
the first derivative with respect to the field gradient. Here and
throughout this section, the Einstein summation notation is used.
Previous investigations have shown that it is sufficient to include
the contributions related to the linear and quadratic electric fields
and the linear electric field gradient.65-67

To proceed, we impose the assumption of additivity forX in
terms of atomic contributionsX ) ∑kXk, which is an old concept
for polarizabilities.68 Thus, in this distributed model, eq 21 may
be applied to each component of the molecular property tensor,
concerted with the statistical mechanical ensemble averages of
the electric fields and field gradients. If the equation is truncated
after the three most important terms, eq 21 becomes

wherek is the atom label. This approach is equivalent to our
work presented in refs 69-71, where we have shown that using
these parameter sets enables us to determine linear and nonlinear
molecular optical properties.

The second contribution in eq 20 is the term originating from
the dispersion interactions

and is analogous to the terms used previously in the study of
the chemical shift of water.57 Here, the fluctuation potential
acting on atomk is taken from the NEMO potential51,57

whereRRâ
j is a component of the static polarizability tensor on

atom j, TRâ
kj a component of the dipole-dipole interaction

tensor [∇R∇â(1/Rij)], ωj A an averaged ionization potential of
molecule A, andC a factor of 1.89.

From eqs 22 and 23, we see that to arrive at the solvent shift
for X the following is needed: (i) statistical mechanical
ensemble averages of linear and quadratic electric fields, field
gradients, and fluctuation potentials at all nuclei and (ii)
derivatives ofX with respect to the linear and quadratic electric
field and its gradient, at all nuclei.

The ensemble averages of the field and field gradients, which
perturb the solute molecule, are calculated from MD simulations
of the liquid. These fields are static properties and are averaged
over all molecules in the simulation volume. The required
derivatives are obtained from quantum chemical calculations
on the water monomer. However, the derivatives in eq 22 are
not (to our knowledge) available in current electronic structure
programs, and we turn to calculating these derivatives using
thepoint charge method. Previously, this method has been used
to calculate the corresponding atom-distributed derivatives of
the molecular gradient and Hessian of water,59 and the quad-

rupole shielding polarizabilities.58 In the point charge method,
we seek to represent the entire electrostatic solute-solvent
interaction, in terms of configurations consisting of a solute
molecule perturbed by sets of point charges. Here, we specif-
ically employ mono- and dipole-perturbed solute configurations.
For each such configuration (labeledi), we undertake anab
initio computation to obtainiX. Hence,Wh sol in eq 12 simply
accounts for the added charges.

A component of the property tensor for configurationi,
according to eq 19, is the sum of the components of the vacuum
tensor,XRâ

vac, and a difference tensor,iXRâ
∆sol, representing the

solvent shift in this equation, that is

Subsequently, the solvent shift tensor is expanded according to
eq 21

where the atom index has been omitted for clarity. In eq 26
lies the assumption that the Coulombic interactions alone are
responsible for the change in the polarizability, and possible
penetration effects are not considered. Such effects are rarely
found for the point charge molecule distances adopted here,
however. Finally, the parametersX′Râ,γ, X′′Râ,γ,δ, andX′Râ,γδ must
be fitted to the set{iXRâ

∆sol,iEγ,iEγδ} using a least-squares
method. These fits are performed with a singular-value decom-
position (SVD) method,72 since the parameters are not inde-
pendent. This concerns a small percentage only of the total
number of parameters, and the dependence is rather small.

From eqs 22 and 23, it is clear that we have partitioned the
problem of calculatingX for the solute into two parts. One deals
with the determination of the required ensemble averages. Note
that the accounting of the many-body nature of the solvent is
restricted to the evaluation of these averages. The other part
deals with the calculation of the relevant derivatives. This latter
part concerns the solute molecule only.

D. Nonequilibrium ISCRF Method. The nonequilibrium
implementation of the ISCRF procedure48 enables a consistent
use of the self-consistent reaction Field (SCRF) solvation
model73 for pure liquids. By nature, the SCRF model relies on
the assumption of infinite dilution. Modeling a pure liquid as a
solute, solvated by identical molecules, this assumption naturally
breaks down. The remedy is to impose a self-consistent
procedure, coupling themicroscopicand quantum-based SCRF
model to amacroscopicand classical model for the optical
dielectric function, the latter taking molecular optical properties
as input. We investigate two macroscopic models for the optical
dielectric constantεop(ω) ) n2(ω), namely, the Lorentz-Lorenz
expression in eq 10 and the expression in eq 11 based solely
on the cavity field.

In the SCRF model, the solute, as represented by its wave
function and corresponding charge distribution, is situated inside
a spherical cavity of a homogeneous, isotropic, and linear
dielectric medium. The radius of this cavity isRcav, and the
dielectric extends to infinity and solely is characterized by its
optical,εop(ω,T), and static dielectric constant,εst(T). The solute
charge distribution, formally multipole-expanded to orderl,
induces a polarization state in the dielectric represented by the
polarization vector

XE ) X′γEγ + 1
2
X′′γ,δEδEγ + ... + X′γδEγδ + ... (21)

〈XE,Râ〉 ) ∑
k

(X′kRâ,γ〈Eγ
k〉 +

1

2
X′′kRâ,γ,δ〈Eδ

kEγ
k〉 + X′kRâ,γδ〈Eγδ

k 〉)
(22)

〈XD,Râ〉 ) 1
2
X′′kRâ,γ,δ〈E0

2 〉γδ
k (23)

〈E0
2 〉Râ

k ) xC
ωj Aωj B

ωA + ωj B
∑

j

Rγδ
j TRγ

kj Tâδ
kj (24)

iXRâ ) XRâ
vac + iXRâ

∆sol (25)

iXRâ
∆sol ) X′Râ,γ

iEγ + 1
2
X′′Râ,γ,δ

iEδ
iEγ + X′Râ,γδ

iEγδ (26)

P ) Pop + Pin (27)
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The decomposition into an optical and an inertial component
reflects the two extreme time scales approximating the non-
equilibrium solvent dynamics, namely, infinitely fast and
infinitely slow processes. The electronic solvent degrees of
freedom, represented byPop, may respond instantaneously to
changes in the solute molecular charge distribution. Therefore,
the electronic solvent modes are always in equilibrium with the
solute electronic subsystem.Pin, which responds infinitely slowly
to changes in the molecular charge distribution, accounts for
all other solvent degrees of freedom but the electronic. Prior to
the EM perturbation, the solute-solvent system is equilibrated
by demanding eq 14 be fulfilled for63

which in turn defines the reference state,|0〉, and the inertial
polarization state of the solvent. In eq 28,Tlm ) Tlm

n - Tlm
e and

Tlm
n andTlm

e designate the nuclear and electronic contributions
to the multipole charge moments, respectively. For a spherical
cavity, the polarization fields due to the induced polarization
charges in the dielectric medium are

and

The reaction field factors,gl(ε), are given as

with

If the EM perturbation is applied, the solute state is propagated
subject to the reaction field, as characterized by the constant
inertial polarization,Pin, the equilibrated optical polarization,
Pop, and the state-dependent solvent interaction operator63,73-75

The resulting nonequilibrum SCRF linear response properties
are parametrized with respect toεop, εst, andRcav.

The ISCRF procedure is initiated by computing
Rsol(ω)[εop,εst,Rcav] based onεop derived using either eq 10 or
11 and gas-phase polarizabilities.εst is taken to be the exper-
imental values andRcavchosen as in normal SCRF computations.
The resultingRsol is then used to updateεop according to eq 10
or 11, which then serves as input to the next SCRF step.
Continuing this iterative scheme until convergence yields a self-
consistent determination of corresponding microscopic (Rsol) and
macroscopic (εop) optical properties for the solute-solvent
system, parametrized now only with respect toεst(T) andRcav.
However,Rcav is quite arbitrary in the SCRF model. In the
ISCRF scheme, this arbitrariness is eliminated consideringRcav

as a free parameter, characteristic of the solute-solvent system,
the solvent model, and the level of theory. Elimination is done
by finding the particular value ofRcav which makes the ISCRF-
determinedRsol reproduce the experimental refractive index,

exn(ω), at a particular frequency. We refer to this as calibration
of the ISCRF procedure, performed at the particular calibration
frequency, yielding the calibration value ofRcav.48

III. Computational

A. Molecular Dynamics Simulations. When ensemble
averages of electric fields and field gradients are calculated as
required in eqs 22 and 23, it is crucial that the electrostatics of
the liquid are accurately modeled. This can be achieved
conveniently by constructing the force fields using perturbation
theory.50 The NEMO potential with its atomic dipole moments
and atomic anisotropic polarizability tensors76 is a force field
based on this idea. We used MOLSIM77 with this potential to
perform MD simulations to obtain the required ensemble
averages. The simulated system consists of 216 water molecules
enclosed in a cubic box. The forces were calculated using a
spherical cutoff of 9.3 Å, and the induced dipole moments were
calculated using a combined first-order predictor with a full self-
consistent solution.78 The NVT ensemble was achieved by
scaling the velocities,79 and the equations of motion of the rigid
molecules were integrated using quaternions80 and the velocity
version of the Verlet algorithm,81 with a time step of 2 fs. The
system was equilibrated for 10 ps at each temperature before
data was collected for 150 ps. Simulations were performed
between 0 and 100°C with 10 °C intervals employing
experimental densities.

B. Ab Initio Polarizabilities. All ab initio electronic structure
computations were undertaken with the DALTON program
package.82 Linear response computations of dynamic polariz-
abilities at the common laser frequencies of 1064, 800, 632.8,
589, 337, and 193 nm were performed for the following three
solvent models.

(i) Point Charge Method. SCF and MCSCF computations
for the water monomer surrounded by various configurations
of point charges.

(ii) Supermolecular Method. SCF computations for the water
monomer surrounded by its first solvation shell.

(iii) Semicontinuum Method. ISCRF computations for the
water monomer surrounded by its first solvation shell.

In the point charge method, the water monomer at the
experimentalC2V geometry (rOH ) 0.957541 Å, θHOH )
104.516°) was placed in thex-z plane with thez-axis as the
C2 axis and the hydrogen atoms at{(x,0,+z}. Point charge
configurations consisted of either a single negative point charge
or a negative and a positive charge, arranged to form a dipole
with direction toward the oxygen atom. To avoid charge transfer
effects, the negative point charges were placed closest to the
water molecule. All charges were given a magnitude of 1 au.
Monopole configurations withrOQ equal to 4.5, 5.0, and 5.5 au
and dipole configurations withrOQ- equal to 4.0 au andrOQ+

equal to 4.5 and 5.0 au were used. For each of these five
possibilities, a number of configurations were generated for
which the angle,φ, betweenrOQ andrHH was either 0°, 45°, or
90°. For each choice ofφ, the angle betweenrOQ and the
molecular dipole axis was allowed to vary between 0° and 180°.
This procedure generated configurations with eitherC2V, Cs, or
no symmetry. For each non-C2V configuration, the configurations
also generated by applying theC2V reflection symmetry opera-
tions on the charge position vectors were included. Hartree-
Fock (HF) computations for every configuration generated in
this way were performed with a modest and a large size ANO
basis set, as given by Widmark et al.83,84 The smaller basis set
(ANO-S) consists of a [10s6p3d/4s3p1d] contraction on O and
[6s4p/3s2p] on H, and gives anEHF

vac of -76.056110 au. The

W sol )∑
lm

gl(εst)(Tlm
n )2 - 2∑

lm

gl(εst)〈0|Tlm|0〉Tlm (28)

Rlm(εop) ) gl(εop)〈0̃|Tlm|0̃〉 (29)

Rlm(εst,εop) ) gl(εst,εop)〈0|Tlm|0〉 (30)

gl(ε) ) - 1
2
Rcav

-(2l+1)(l + 1)(ε - 1)

l + ε(l + 1)
(31)

gl(εst,εop) ) gl(εst) - gl(εop) (32)

W̃ sol ) ∑
lm

gl(εop)(Tlm
n )2 + ∑

lm

gl(εop,εst)(Tlm
n )2 -

2∑
lm

gl(εop)〈0̃|Tlm|0̃〉Tlm
e - 2∑

lm

gl(εop,εst)〈0|Tlm|0〉Tlm
e (33)
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larger set (ANO-L) has contractions, [14s9p4d3f/5s4p3d2f] for
O and [8s4p3d/4s3p2d] for H, for whichEHF

vac ) -76.066866
au. The HF procedure was converged to 10-6 au and integrals
evaluated in a spherical harmonic basis and with a threshold of
10-15 au.

Complete active space (CAS) computations were undertaken
with the well-established 6a1, 3b1, 3b2, 1a2 active space with
1s on O held inactive, and initiated from MP2 natural occupation
numbers. CAS computations were performed for the ANO-L
basis set only, and the wave functions converged to 10-9 au,
with respect to the energy gradient.

Computations involving point charges were more susceptible
to convergence problems than the corresponding vacuum
computations. Therefore, for representative configurations sub-
ject to large perturbations on the water molecule, convergence
tests were carried out. For such configurations, finite field-
derived static polarizabilities were compared with the corre-
sponding polarizabilities obtained from linear response com-
putations. The thresholds as given above were chosen according
to these tests.

Supermolecular computations were performed for the water
molecule surrounded by its first solvation shell (a water
pentamer) and the empty solvation shell (a water tetramer).40

The individual monomers have identical geometry (rOH )
0.958019 Å,θHOH ) 104.500°), and the symmetry of both the
pentamer and tetramer isC2V, referring to the same frame that
was used for the point charge method. Computations were
undertaken only for the ANO-L set, which for the pentamer
gave anEHF

vac of -380.355238 au and anEHF
vac of -304.268662

au for the tetramer. Linear response properties for the central
(solvated) water molecule were obtained using the differential
shell method; i.e.,Rsol ) Rpentamer- Rtetramer.40

Semicontinuum computations were carried out within the
ISCRF framework by undertaking nonequilibrium SCRF com-
putations for the water penta- and tetramer using identical cavity
radii. ISCRF procedures were established by computing polar-
izabilities at 589 nm (the Na D-line) using static dielectric
constants for 293.15 and 373.15 K, and extractingRsol by the
differential shell approach.40 The ISCRF procedure was con-
sidered to be converged when polarizabilities in consecutive
SCRF steps differed by less than 0.001 au. Each SCRF
computation employed a formal multipole expansion to order
l ) 9, and the linear response equations were solved to within
a threshold of 10-5 au. At each temperature, two ISCRF
procedures were adopted, the first based on eq 10, termed
ISCRF(L), and the second based on eq 11, termed ISCRF(C).
For each of the four cases, multiple ISCRF computations were
conducted for a range of cavity radii to findRcav which makes
the particular ISCRF scheme reproduce the refractive index of
water85 at 589 nm, at the relevant temperature. The cavity radii
thus found, and which calibrate each of the ISCRF procedures,
are listed in Table 1 along with the input used for these

computations. Using input from Table 1, subsequent nonequi-
librium ISCRF computations ofRsol were carried out at the other
frequencies. Clearly, the time-consuming step is the optimization
of Rcav for each ISCRF scheme, and to limit computational costs,
the SCRF computations were performed with the smaller ANO-
[432/32] basis set. Problems concerning basis set superposition
errors have been addressed previously40 and were found not to
pose a significant problem.

IV. Results

A. IPT Polarizabilities. In the IPT approach, the dynamic
polarizability tensor is calculated from eqs 22 and 23. In Table
2, we present values for the various contributions to the isotropic
part of the polarizability tensor at 589 nm, for the HF/ANO-S,
HF/ANO-L, and CAS/ANO-L levels of theory. LF, QF, LFG,
and D designate the linear field, quadratic field, linear field
gradient, and dispersion contributions, respectively. These are
presented at three representative temperatures. We note that all
contributions (LF, QF, LFG, and D) decrease in magnitude with
an increase in temperature. This is a consequence of the fact
that the electric fields, field gradients, and the fluctuation
potential all decrease with an increase in temperature. For both
the HF and CAS calculations, we note that the LF and QF terms
are of opposite sign and similar magnitude, and the CAS QF
terms are larger than the HF QF terms. At all levels of theory,
the LFG terms are an order of magnitude smaller than the LF
and QF terms, with an altered sign relative to the LF terms.
The importance of higher-order terms related to the electric field,
going beyond the contributions to the quadratic electric field,
has previously been determined to be insignificant.65-67 The
dispersion contributions have the same sign as the QF terms
and are larger by a factor of 2, and thus dominateRsol because
of the opposite signs of the LF and QF terms. The D and QF
terms increase by∼50% as we move from the ANO-S to the
ANO-L basis set, reflecting the increasing diffusiveness of the
molecular electron distribution as the one-electron space is
expanded. From Table 2, another∼50% increase in the D and
QF terms can be attributed to electron correlation. For reference,
the corresponding gas-phase polarizabilities for 589 nm are
7.654, 8.627, and 9.473 au at the HF/ANO-S, HF/ANO-L, and
CAS/ANO-L levels of theory, respectively. Hence, the IPT
method leads to positive solvent shifts as such.

TABLE 1: The ISCRF Procedure Requires Only the
Density and Static Dielectric ConstantEst as Input at a
Given Temperature Ta

T ) 20 °C T ) 100°C
nD 1.33335 1.31819
density (g/cm3) 0.99823 0.95840
εst 80.37 55.51
Rcav

L (au) 7.56242 7.5533

Rcav
C (au) 7.51150 7.50570

a Also given are the cavity radii which reproduceexn(589 nm) using
the ISCRF(L) and ISCRF(C) models at 20 and 100°C.

TABLE 2: Polarizability in Atomic Units at 589 nm
Calculated Using the IPT Model

〈R∆sol〉a

T (°C) LFc QFd LFGe Df 〈Rsol〉b Rvac

HF/ANO-S 7.654
20 -0.602 0.353 0.0512 0.880 8.336
60 -0.541 0.298 0.0427 0.804 8.258

100 -0.486 0.253 0.0358 0.736 8.191

HF/ANO-L 8.627
20 -0.509 0.580 0.0296 1.334 10.062
60 -0.458 0.489 0.0250 1.226 9.910

100 -0.412 0.414 0.0210 1.127 9.777

CAS/ANO-L 9.473
20 -0.659 0.825 0.0489 1.927 11.615
60 -0.592 0.696 0.0414 1.772 11.389

100 -0.533 0.590 0.0348 1.628 11.192

a Equal to 1/3(〈Rxx
∆sol〉 + 〈Ryy

∆sol〉 + 〈Rzz
∆sol〉). b Rvac + 1/3(〈Rxx

∆sol〉 +
〈Ryy

∆sol〉 + 〈Rzz
∆sol〉). c The linear field contribution.d The quadratic field

contribution.e The linear field gradient contribution.f The dispersion
contribution.
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B. Refractive Index. We calculated the dispersion forn(ω)
in the optical transparent region (from 1064 to 193 nm)
employing polarizabilities from the different solvent models.
In Figure 1, we display the performance of the IPT model at
20 (a) and 100°C (b), based on eq 10 along with the
experimental refractive index,exn(ω). At the HF level, using
the ANO-S basis set,exn(ω) is underestimated, but the dispersion
is reproduced reasonably well. With the larger ANO-L set,
results forn(ω) are quite close to those from the experiment, in
particular for 20°C. However, the dispersion then is exaggerated
at high frequencies. Using the CAS/ANO-L polarizabilities for
calculatingn(ω) overshootsexn(ω) and makes the dispersion
description even worse as seen from Figure 1. Closer investiga-
tion of the CAS results revealed difficulties in converging the
linear response equations for some water point charge configu-
rations at the highest frequency. For these configurations,
unphysically large polarizabilities were obtained, leading to the
extreme dispersion seen in Figure 1. We refer to this problem
asabsorptionand return to the issue below.

Comparing panels a and b of Figure 1, we see that the effect
of an increased temperature is a downward shift inn(ω). Most
affected are results based on CAS/ANO-L polarizabilities, and
the least affected are those based on HF/ANO-S polarizabilities.

In Figure 2, we comparen(ω) at 20 (a) and 100°C (b),
derived using the different solvent models investigated in this
study. In all but the ISCRF cases,n(ω) was obtained using eq
10, and for the IPT approach, only the HF/ANO-L results are
displayed as these reproduced the values from experiment quite
well.

Using HF/ANO-L polarizabilities obtained with the super-
molecular differential shell approach, the computed refractive
index (]) clearly underestimates the experimental data at both
temperatures. Also, as seen from Figure 2, only in the super-
molecular approach is the dispersion underestimated. In this
approach, only the short-range solvent interactions (the first
solvation shell) are included in the computations ofRsol. Long-
range optical solvent interactions are included, but only in an
implicit fashion by virtue of using eq 10 to deriven(ω). Without
doubt, accounting for electron correlation (using, for example,
coupled cluster methods) in the supermolecular approach would
improve its performance.86-88

With the ISCRF(L) and ISCRF(C) procedures, the refractive
index at 589 nm (nD) is trivially reproduced as this was chosen
as the calibration frequency. The performance of the ISCRF
procedure, therefore, should be judged on its ability to give the
correct dispersion. From Figure 2, we see that at low frequencies
both the ISCRF(L) and ISCRF(C) procedures are quite satisfac-
tory in this respect, whereas at the highest frequency, the
dispersion is exaggerated to an extent similar to the IPT results.
In fact, at 100°C the ISCRF(C) procedure performs worse than
the IPT model in terms of dispersion. We stress that only the
ISCRF(C) procedure represents a consistent coupling of micro-
and macroscopic solvent models. With the ISCRF(L) model,
the reaction field is included both in the SCRF derivation of
Rsol and in the reaction field factor leading to eq 10. This is

Figure 1. Dispersion of the refractive index, calculated from eq 10
with IPT polarizabilities, and compared withexn(ω).85 (a) Dispersion
at 20°C and the missing data point atn(6.42 eV)) 2.28. (b) Dispersion
at 100°C and the missing data point atn(6.42 eV)) 1.95.

Figure 2. Dispersion of the refractive index calculated from eq 10
and the (]) supermolecule in the differential shell approach at the HF/
ANO-L level, (+) the gas-phase monomer at the CAS/ANO-L level,
(×) the ISCRF(L)/differential shell approach at the HF/ANO[432/32]
level, and (.) the IPT method at the HF/ANO-L level. For the
ISCRF(C)/differential shell approach at the HF/ANO[432/32] level (4),
the refractive index was obtained from eq 11. In panel a, the dispersion
is displayed for 20°C, and in panel b, it is displayed for 100°C.
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inconsistent. The double counting of the reaction field, and thus
the exaggerated solvent polarization response for the ISCRF(L)
model, leads to larger values of the cavity radii required to
calibrate the ISCRF(L) procedure than in the ISCRF(C)
procedure, as confirmed in Table 1. The smaller cavity radii
implied by the ISCRF(C) model, however, make subsequent
SCRF response computations ofRsol at the highest frequency
more susceptible to the absorption problem, as clearly evidenced
in Figure 2. Hence, although inconsistent, the ISCRF(L) model
seems to give the better performance in terms of reproducing
the value from experiment.

To inquire about the necessity of including the solvent
interaction in the quantum chemical derivation ofRsol, in Figure
2 we displayn(ω) derived from eq 10 and gas-phase CAS/
ANO-L polarizabilities for the water monomer. Using the
Lorentz internal field correction to entirely represent the solvent
interactions works surprisingly well in terms of reproducing the
values from experiment. At both temperatures, this method
consistently underestimates the experimental data by∼0.2, but
of the models that have been investigated, it gives the best
dispersion description.

Generally, the effect of increasing the temperature from 20
to 100°C is a downward shift ofn(ω), as seen in panels a and
b of Figure 2.

In the IPT model for the solvent environment, the temperature
dependence ofn(ω) enters through bothN(T) andRsol. In Figure
3, we display the temperature dependence ofnD, relative to the
corresponding experimental value. We refer to this quantity as
∆nD(T), and give results obtained using IPT and gas-phase
polarizabilities in eq 10. The extent to which our results show
the correct temperature dependence is thus a matter of the slope
and displacement from zero of the∆nD(T) curves in Figure 3.
The gas-phase results depend on temperature only throughN(T),
which gives rise to a decreasing∆nD(T) with T in Figure 3.
Among the gas-phase results, we obtain an almost perfect
temperature description using CAS/ANO-L polarizabilities in
eq 10 over the entire temperature interval. With temperature-
dependent IPT polarizabilities in eq 10, from Figure 3 we
observe decreasing slopes of∆nD(T) for the CAS/ANO-L and
HF/ANO-L cases, whereas for the HF/ANO-S case,∆nD(T) is
nearly independent ofT. Judging from the vertical displacement
of ∆nD(T) in Figure 3, it is again clear how well the IPT-HF/
ANO-L polarizabilities reproduce the experimental value for

nD. The temperature dependence, however, is described better
in the HF/ANO-S case. The general observation from Figure 3
is that introducing temperature effects intoRsol via the IPT
approach leads to excessive temperature sensitivity of the
computed refractive index, and that introducing temperature
dependence only throughN(T) in eq 10 reproduces the
experimental temperature dependence quite well.

V. Discussion

With the IPT approach, to a large extent we are able to
reproduceexn(ω) up to∼4 eV using HF/ANO-L polarizabilities.
The fact that including electron correlation leads to a general
overestimation of the experiment indicates, however, that IPT
as used here exaggerates the solvent shift. Most likely, this is
due to the dominating dispersion term in the expansion of the
solvent shift, which should be balanced by a negative exchange
repulsion term not included in the current approach. Despite
that, higher-order terms are less significant,65-67 the magnitude
of the LF and QF terms still imply a slow convergence of the
power series expansion of the solvent shift, and thus we are
not accounting for the entire electrostatic interaction. Also, it
should be pointed out that eq 24 is a rather crude approximation
for the fluctuation potential, and eq 23 in fact should include
an integration over the frequency space. Thus, we include a
static solvation term that in principle is frequency-dependent.

Another reason for overestimating the refractive index could
be the approximate nature of eq 10. Using eq 5 whereReff )
Rsol, on the other hand, leads to dispersion curves for the
refractive index (not shown here) much below theexn(ω).
Qualitatively, the difference between eqs 5 and 10 is that the
Lorentz-Lorenz model includes the screening of the Maxwell
field (i.e., the cavity field) and a dipolar optical reaction field.
The first contribution must be included irrespective of the
microscopic solvent model used. Including the second contribu-
tion is consistent only ifRsol includes entirely static solvent
perturbations, as is the case for the IPT approach. However,
the magnitude of the optical reaction field implied by eq 10
may well lead to an exaggerated polarization response and thus
refractive index.

The temperature dependence of the refractive index calculated
in the IPT model is reflected in the interplay of the temperature-
dependent contributions in Table 2. Hence, the improved
temperature description seen in Figure 3 moving from CAS/
ANO-L to HF/ANO-L to HF/ANO-S is mainly attributed to a
corresponding decrease in the temperature dependence of the
dispersion terms in Table 2. However, comparing the temper-
ature description resulting alone from eq 10, as used with
temperature-independentRvac, clearly illustrates the importance
of balancing the expansion terms correctly. In this respect, the
IPT approach adopted here calls for further improvements, but
nonetheless illustrates its applicability in terms of deriving
temperature-dependent solute polarizabilities. Access to analytic
derivatives, as required by the perturbation expansion, would
also strengthen the IPT method, as we would avoid the
absorption problem seen at high frequencies, being mainly an
artifact of the point charge method.

Computing the refractive index based on supermolecular
polarizabilities, for which only interactions with the first
solvation are accounted (apart from the optical reaction field
due to eq 10), gives results that do not reproduceexn(ω).
Considering that the corresponding monomer computations at
the HF level (not shown here) perform even worse, together
with the fact that the monomer CAS/ANO-L results are within
0.2 of exn(ω), points to electron correlation as the important

Figure 3. Shift in the refractive index relative to experiment at
589 nm vs temperature. Shifts have been obtained using IPT and gas-
phase polarizabilities in eq 10: (.) IPT-CAS/ANO-L, (4) IPT-HF/
ANO-L, (0) IPT-HF/ANO-S, and for the gas-phase numbers, (+) CAS/
ANO-L, (3) HF/ANO-L, and (/) HF/ANO-S.
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issue. Hence, the supermolecular approach would most likely
describe the magnitude of the refractive index much better using
a correlated method. Vibrational contributions are known to
increaseR.89-91 Their contribution, however, can hardly justify
an increase of 0.2 in the refractive index needed to bring the
monomer CAS/ANO-L results up toexn(ω), and does by no
means explain the poor result obtained with the supermolecular
model. The CAS/ANO-L gas-phase polarizabilities are of such
quality that the polarization contribution lacking to reproduce
exn(ω) most likely is due to the absence of the solvent
perturbation. This contribution is surprisingly small which again
might indicate that the Lorentz-Lorenz model compensates for
a lacking solvent perturbation at the microscopic level.

Within the ISCRF models, both optical and static solvent
perturbations are identified by virtue of the nonequilibrium
SCRF computations ofRsol. As the SCRF procedure includes
an optical reaction field, we should use eq 11 to consistently
establish the ISCRF procedure.92 The dispersion description
below∼4 eV for the ISCRF(C) model is comparable to that of
the IPT-HF/ANO-L model, at both temperatures that were
investigated. At the highest frequency, the method is also
subjected to the absorption problem, in this case, however, due
to a small cavity radius as required by the calibration tonD.
Double counting of the optical reaction field and using eq 10
instead, although inconsistent, improves the dispersion descrip-
tion; i.e., the exaggerated optical polarization response allows
for a larger cavity radius for the calibration of the ISCRF(L)
procedure. Although not evident from the magnitude of the
refractive index, the ISCRF procedure would also improve upon
introduction of electron correlation. The reason is that ifRsol is
increased at the calibration frequency due to correlation, then
the calibration could be obtained for a larger cavity radius.
Consequently, the perturbation stress on the solute system is
reduced and the absorption problem less pronounced at high
frequencies.

In summary, we have demonstrated that the solvent shift at
different temperatures can be described using the IPT approach,
but that caution should be exercised when truncating the
perturbation expansion of the solvent shift of the polarizability.
Using the supermolecular model at the HF level does not
account for the refractive index in a satisfactory way. The ISCRF
model in both a consistent and inconsistent implementation
accounts well for the refractive index below∼4 eV at the HF
level. At higher frequencies, the ISCRF procedures exaggerate
the dispersion probably due to a lack of electron correlation.
Finally, using high-quality gas-phase polarizabilities computed
for the water monomer reproduces the experimental refractive
index and its temperature dependence surprisingly well when
the Lorentz-Lorenz expression is employed.
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