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We present a combined molecular dynamics/quantum chemical perturbation method for calculating the refractive
index of liquid water at different temperatures. We compare results of this method with the refractive index
obtained from other solvent models. The best agreement with the experimental refractive index of liquid

water and its temperature dependence is obtained using correlated gas-phase polarizabilities in the classical

Lorentz-Lorenz expression. Also, the iterative self-consistent reaction field approach in the semicontinuum
implementation matches the experimental refractive index reasonably well.

|. Introduction lar, or semicontinuum approach®&s3? In continuum models,

The frequency-dependent refractive indefy), of a material theh moltlacuflarll monorzner is enclosed g n-a C?V('jt,yl (usually §
governs its potential applicability for various optical switching SPherical) of a linear, homogeneous, and isotropic dielectric an

techniqued:-® From both a fundamental and an applied point solvation is modeled by the polari_zati.on of this medium. In thg
of view, it is therefore crucially important to understand the SUPermolecular approach, solvation is modeled by the explicit
refractive index and its microscopic, molecular origin. In this inclusion of the first (and possibly second, third, ...) solvation
study, we attempt to modeh(w) for liquid water in the ;hell in theqb |r!|t|o calculation. The semicontinuum approaqh
temperature range of-0L00°C using various combinations of 1S the corr_lblnatlon of the latter two an_d,_ thus, models solvation
classical and quantum chemical solvent models. The optical Py including solvent molecules explicitly, and subsequently
properties of liquid water are of particular interest due to the immersing the supermolecule in a dielectric medium.
strongly associated and hydrogen-bonded nature of the liquid. It has been established that the continuum model for water
Water therefore poses a challenging benchmark system in thefails to give a satisfying description of solvent effects since local,
development of solvent models. short-range interactions are not properly accountedfge.
Understanding how molecular properties and chemical ratesHence, in this study, we use the supermolecular and the
are affected by the surrounding medium has been the focus ofsemicontinuum approaches to model the solvated water mol-
many publications=2! In particular, interpretation of measured ecule. Note that the supermolecular model does not account for
macroscopic optical properties of liquids and solutions requires long-range interactions unless a large number of solvent
models for making a connection between the molecular property molecules are included. Only the semicontinuum model includes
and the measured signal. Traditionally, this has been achievedboth types of interactions but on the downside then involves a
using phenomenological models for the soltgelvent interac-  spherical cavity, the particular radius of which is not well
tions?223In particular, the local field factors which assess the defined4” With the nonequilibrium implementation of the
effective electromagnetic (EM) field experienced by the solute jterative self-consistent reaction field (ISCRF) motfethis

molecule have found widespread use. These classical approachegrhitrariness is eliminated such that semicontinuum computations
do not, however, include thermal fluctuations of the EM fields may be performed with a unique Ca\/ity radius.

arising from the induced polarization in the solvéht® and

o The models described above all consider solvation from a
temperature dependence enters only implicitly through the

dielectri ant. M th f local field fact static point of view except for the use of temperature-dependent
die Tic.trl'c constan ih totLeOV?r’t e utse 0 oct._a |ef th ac ?rf dielectric constants, and consequently fail to account for the
ImpliCitly assumes that the electro-optic properties ot the solute temperature dependence at the molecular level. Attempts have

Goscribe how the electiontc states of the sojite are influencedP e Made to combine moleciar dynamics (MD) or satstica
mechanical simulations in general) with supermolecular meth-

by the surrounding solveit 3% Attempts to do so includab s . !
N - : . ods. This is done by extracting representative subsystems from
initio methods characterized as either continuum, supermolecu- , 49 _

MD simulationg® performed at a given temperature and

*To whom correspondence should be addressed. E-mail: ksh@ Subsequently undertaking supermolecular (or semicontinuum)
theory.ki.ku.dk. computations for individual subsystems. Approaching temper-
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ature effects at the molecular level by this method is compu- where% is the nonrelativistiN-electron Hamiltonian and the
tationally demanding. summation is over electrons and whefeand B designate

An alternative is to combine statistical mechanical simulations electric and magnetic fields. The Hamiltonian in eq 3 is based
with ab initio quantum chemical calculations through perturba- on truncating the expansion of the vector potential after the linear
tion theory. The merits of using intermolecular force fields term. Interactions linear in the EM field are due to the electric
constructed by intermolecular perturbation theory (FBT% in dipole operator j{ e>iri), the magnetic dipole operator
molecular simulatiorf$:5* suggest that solvation for some (m = Y,mcyil;), and the second moment operat® &
properties can be treated as a perturbation of the gas-phase solutey iri-ri), the latter interacting with the gradient of the electric
molecule. The gas-to-liquid shift of a molecular property can field. Quadratic interaction terms arise from the magnetic field
be expanded as a perturbation series, which contains product®nly, and are due to the dynamic, diamagnetic term. Accord-
of property derivatives with respect to the perturbation and the ingly, time-dependent perturbation theory through second order
magnitude of the perturbati®f.5° The property derivatives can  in the fields, using eq 3, is the appropriate level of theory,
be determined from quantum chemical calculations (preferably consistent with a model fan(w) in terms ofa andé.
by response theory) for the monomer, and statistical mechanical A collective analysis of electric and magnetic effects in terms
ensemble averages of the magnitude of the perturbation.of the refractive index is complex, however, due to the coupled
Accordingly, concentration effects, which are very difficult (if nature ofE andB in the EM field. The effects on(w) due to
not impossible) to handle in semicontinuum and supermolecularthe magnetic interactions are generally small (especially for
models, can also be determined, simply by performing the dielectric materials) but nonetheless require full account of
simulations at the concentration of interest. On the basis of MD

simulations for pure bulk water, in this work we explore the

eq 3, and hence also the quadrupole interactions.
Here we focus on the predominant electric interactions,

IPT approach as an alternative route to studying the solvation neglecting magnetic effects altogether. A consistent level of

of the water molecule.
This work is organized as follows. In section I, we present

theory thus is thelipole approximationwhich corresponds to
truncation of the vector potential before the linear term, leading

the theoretical background of the various methods applied in to the interaction Hamiltonigh

the calculation of the refractive index. In section Ill, we describe

the details of the performed computations, and we present our

results in section IV. We will discuss the results in section V.
Throughout, we conform to the CGS system of units.

Il. Theoretical Background

A phenomenological approach to electric and magnetic effects

in optically transparent materials is offered by analyzing the

refractive index. The approach adopted here is based on classical

electrodynamics, and treats the propagation of an EM field in
a continuous medium. Solving the wave equation for a linear,

homogeneous, and isotropic medium without any free charges

gives for the frequency-dependent refractive irfex

n(@) = V[1 + 4ay o)L + 4z ()] D)
where y. and yn designate macroscopic linear electric and
magnetic susceptibilities, respectively. Assuming additivity in
terms ofeffectve, average polarizabilities and magnetizabilities
we have

n(w) = V[1 + 4tNe"(@)][1 + 47N (w)]  (2)
wherea® = Ys(agy + o) + oSh) is the isotropic part of the
molecular polarizability£¢ the analogous magnetizability, and
N the number density of the constituent molecules. On the

K=K y— wE() 4)
Apart from interaction with the radiation field as described by
eq 4, in this study we are particularly concerned with the
perturbation of the solute molecule due to its molecular
surroundings. The approximation throughout this work is that
these interactions are electrical in origin (except in the super-
molecular model), and are either of an optical (electronic origin)
or a static (all but electronic) nature. Therefore, the refractive
index will be described in terms of electric perturbations of the
water molecule, and analyzed correspondingly.

A. The Refractive Index. For materials subject to electrical
polarization only, eq 2 is reduced to

() = v/1 + 47N () = /1 + 47NF(w)a(w) (5)

where a%%(w) is the average polarizability of the solvated
molecule defined with respect to the cavity field givert&s=
f°E and

f(;: 3e
2¢+1

(6)

wherefC is the cavity field factor. Here and throughout the text,
€ is taken to be the optical dielectric constaggrelated to the
refractive index by the relation? = ¢,

From a methodological point of view, the solvent effects

microscopic level, these molecular properties can be derived contributing toas may be accounted for either using classical

by a variety of quantum mechanical methods.
However, from a phenomenological point of view, it is not
entirely obvious how to establish a consistent link between

eq 2 and quantum theory. One approximation is to adopt the

framework of semiclassical radiation theory, where a spin-free
molecular quantum system interacts with a prescribed EM field.
The Hamiltonian for a molecule therfis

=9 o— HE®R) —mB({)+

&S = 1 YBOB — SOVIEQT, @)
8mc2|z i = ) s 0

models (as discussed, for example, in the monographs by
Bottchef223 or by incorporating solvent effects directly in the
quantum mechanical derivation of?.

In classical continuum models, the molecular environment
is introduced through the reaction field due to the polarization
of the surrounding dielectric as induced by the permanent and
induced electric moments of the solute molecule. In the simplest
case of a nonpolar solute, the reaction fi&@d = fRa(EC +
ER) is due to the induced dipole moment where

R_126—1)
f _a3 2<+1 (7)
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is the reaction field factora the cavity radius, and. the gas- latter is time-dependent and conveniently represented as the
phase polarizability of the solute molecule. In this picture, the Fourier integral

effective solute polarizability is .

() = dw 777 exp[(—iw + n)t 13

o = €1 — oy Lo © =/ pl(—iw + )] (13)

over Fourier components;?, wherey is a positive infinitesimal
number which ensures that the perturbation is applied adiabati-
cally; 7(t——) = 0. In the absence of the perturbing field,
the solute wave function is optimized according to the general-

and involves a product of the cavity field factor and a factor
pertaining to the reaction field. The refractive index becomes

nw) = V1 + 47NFQ — fo) Lo (9) ized Brillouin condition

which reduces to the familiar Lorentt.orenz expressioti [O|[4, Ao+ 7/4,)100=0 (14)

3+ 8zNa(w) to yield a reference stat@)r) for the limitt — —o. In eq 14,

n(w) = m (10) A represents either orbital or configurational variation param-
eters. Subject to the field, that is foe= 0, the wave function

if ais eliminated using the Onsager approximatiorNg® = of the solute molecule|OL] is propagated according to the
322 Equation 10 could also be the result of usiagfl = f-a Ehrenfest equations of motion. As described elsewffetlee
directly in eq 5 wherd- (=¢ + %/3) is the Lorentz field factof? linear response equations are obtained and solved by considering

However, if this is done, the interpretation that eq 10 involves the Ehrenfest equation to first order in the perturbing field. The
an optical reaction field contribution is not obvious, which may Perturbation expansion of the time dependence of the expectation
lead to inconsistent use. Within the classical framework, the Value of a time-independent operatéx, is then

average polarizability in eq 10 is the gas-phase polarizability. "

Hence, eq 10 does not account for the inertial (static) part of [ALt) = [O|A]OCH f_mdw expl(—iw + n)t]A; 7], (15)

the solvent interactions to which the solute is subjected. The

quantum mechanical derivation af® must account for these  wherellA; 7[I}, designates the linear response function given
interactions, and in this case, eq 5 should be employed to bea$4

consistent. However, for those quantum chemical solvation

models in which the solvent interaction does not involve an [O|A|ndm| 7|00  [O] 7 |ndh|A|00
optical reaction field, for example, the perturbation-based [A; 7“[) = P P
method presented below, eq 10 may still be used. In this case, =0 w = (& = &)  + (& = &

the optical reaction field implied by eq 10 can be considered a o )
supplementary and classical correction due to optical dielectric FOr an electric fieldEq cos(t), from eq 4 the corresponding

polarization of the solvent. For this same reasai! derived Fourier components are
using any of the SCRF-based quantum chemical methods should 1
not be employed in eq 10 but rather in eq 5. In the latter case, PP = — EEO-r[é(w — wg) T (o + wy)] a7

the refractive index then becomes

() = 1/ + (6 +8)" (11)

such that perturbation expansion [@flyields

[At) = po + o(—wiw)E, cospt) (18)
Where§_= 1 + 127Noce! . ) Therefore, we extract the solute polarizability tensor from the
Considering the approximate nature of eq 10, it has been | a5r response function ag—w:w) = —If:r [
remarkably successful in the qualitative descriptiom(@f) for C. A Force Field Approach to Solvation. The fundamental

many nonpolar liquids based on gas-phase polarizabifti€s.  assumption of the IPT approach is that the effect of the solvent

For such systems, the polarizability used in eq 10 is mainly 5 2 molecular propertyX, may be expressed as simply as
due to electronic polarization, coupled to high-frequency

vibrational modes of the molecular framework. For polar XS0 = yvac_ yAsol (19)
systems studied exclusively at optical frequencies, one may still
use eq 10 using gas-phase polarizabilities with moderate for example, as a perturbation of the gas-phase molecule. For
succes$223This is due to the inertial nature of the, otherwise calculations of the refractive index, the interesting property is
quite substantial, contributions to the reorientational part of the as°(w), but to keep the notation simple, we will maintain the
polarization. Here we investigate eq 10 using both gas-pthase general formulation.
andos° based on static solvent perturbations, and eq 11 using The solvent effect may be partitioned into various terms
o9 including both static and optical perturbations. depending on the property under consideration. For polar liquids,
B. Molecular Linear Response PropertiesAb initio com- electrostatic and dispersion interactions give the most important
putations of linear molecular response properties, within the contributions to the solvation contribution of the linear molecular
solvent models of this study, can be realized using a Hamiltonian response properties. Thus, within the framework of IPT, we seek
of the fornf3 to compute components of the ensemble averagetsf a$’ 59

H=A o+ Wyt 7(1) (12) [xg;O'D: Xe opTH Ky o0 (20)

where 7/, is the solvent interaction term particular to the where the terms in the brackets denote an ensemble average.
model and7/(t) describes the interaction between the solute The electrostatic term, which is the most important term for
system and the externally applied (but screened) EM field. The polar liquids such as water, is expanded adopting a perturbative
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approach (as, for example, has been done for nuclear shieldrupole shielding polarizabilitie® In the point charge method,
ings*®59 we seek to represent the entire electrostatic selsoévent
interaction, in terms of configurations consisting of a solute
Xg=X/E, + %X'y',aEaEy F o XE (21) molecule perturbed by sets of point charges. Here,_we specif-
ically employ mono- and dipole-perturbed solute configurations.
For each such configuration (label@d we undertake amb
initio computation to obtaifiX. Hence, 77}, in eq 12 simply
accounts for the added charges.

whereE, andE,s are components of the electric field and the
electric field gradient, respectively, due to the solvent. In eq

21, X, and X, are first and second derivatives of, A component of the property tensor for configuratign

respectively, with respect to the electric field, wherégg is . :
) A ) . . according to eq 19, is the sum of the components of the vacuum
the first derivative with respect to the field gradient. Here and 9ac g ASOP

throughout this section, the Einstein summation notation is used.tensor’x‘*ﬁ.’ a_lnd a dlffere_nce tens_ob,(aﬂ , representing the
. . oo o - . solvent shift in this equation, that is
Previous investigations have shown that it is sufficient to include
the contributions related to the linear and quadratic electric fields i vae © iASOl
and the linear electric field gradiefft:67 Xap = Xog T Xup (25)
To proceed, we impose the assumption of additivityXan
terms of atomic contributions = 5, Xk, which is an old concept ~ Subsequently, the solvent shift tensor is expanded according to
for polarizabilities®® Thus, in this distributed model, eq 21 may eq 21
be applied to each component of the molecular property tensor,
concerted with the statistical mechanical ensemble averages of iyAsOl _ v 1., i v
the electric fields and field gradients. If the equation is truncated Xap = Xopr & T 2X°‘/34"é BB, Ko Bro  (26)
after the three most important terms, eq 21 becomes
1 where the atom index has been omitted for clarity. In eq 26
K K 1k k =k K K lies the assumption that the Coulombic interactions alone are
Xe = Z(X oy I F EX apyo HESE L X “ﬂ’Vf‘[EVfSE) responsible for the change in the polarizability, and possible
22) penetration effects are not considered. Such effects are rarely
found for the point charge molecule distances adopted here,
wherek is the atom label. This approach is equivalent to our however. Finally, the parametexX§, ., Xis,, 5, andX,s , must
work presented in refs 6971, where we have shown that using be fitted to the set{'Xﬁ;(",‘Ey,iEya} using a least-squares
these parameter sets enables us to determine linear and nonlineamethod. These fits are performed with a singular-value decom-

molecular optical properties. position (SVD) method? since the parameters are not inde-
The second contribution in eq 20 is the term originating from pendent. This concerns a small percentage only of the total

the dispersion interactions number of parameters, and the dependence is rather small.
From eqgs 22 and 23, it is clear that we have partitioned the

Xp o= %X”kaﬂ,y,afﬂfg [gé (23) problem of calculatin for the solute into two parts. One deals
with the determination of the required ensemble averages. Note

that the accounting of the many-body nature of the solvent is
restricted to the evaluation of these averages. The other part
deals with the calculation of the relevant derivatives. This latter
part concerns the solute molecule only.
_A_B D. Nonequilibrium ISCRF Method. The nonequilibrium
EES [ﬁﬁ — \/E ww Bzaj Tt(;jy T (24) implementation of the ISCRF procedtffenables a consistent
+ o]

and is analogous to the terms used previously in the study of
the chemical shift of wat€¥. Here, the fluctuation potential
acting on atonk is taken from the NEMO potentidt>”

vo Ao use of the self-consistent reaction Field (SCRF) solvation

model? for pure liquids. By nature, the SCRF model relies on

whereol, ; is a component of the static polarizability tensor on  the assumption of infinite dilution. Modeling a pure liquid as a
atom |, T:;j/; a component of the dipotedipole interaction solute, solvated by identical mo_IecuIe_s, this assumption nat_urally
tensor M, Vs(1/R;)], @ an averaged ionization potential of Dreaks down. The remedy is to impose a self-consistent

molecule A, andC a factor of 1.89. procedure, coupling thaicroscopicand quantum-based SCRF

From egs 22 and 23, we see that to arrive at the solvent shiftmodel to amacroscopicand classical model for the optical
for X the following is needed: (i) statistical mechanical dielectric function, the latter taking molecular optical properties
ensemble averages of linear and quadratic electric fields, field & input. We investigate two macroscopic models for the optical
gradients, and fluctuation potentials at all nuclei and (i) dielectric constantow) = n’(w), namely, the LorentzLorenz
derivatives ofX with respect to the linear and quadratic electric €Xpression in eq 10 and the expression in eq 11 based solely
field and its gradient, at all nuclei. on the cavity field. .

The ensemble averages of the field and field gradients, which  In the SCRF model, the solute, as represented by its wave
perturb the solute molecule, are calculated from MD simulations function and corresponding charge distribution, is situated inside
of the liquid. These fields are static properties and are averaged® Spherical cavity of a homogeneous, isotropic, and linear
over all molecules in the simulation volume. The required dielectric medium. The radius of this cavity Ray and the
derivatives are obtained from quantum chemical calculations dielectric extends to infinity and solely is characterized by its
on the water monomer. However, the derivatives in eq 22 are optical,éqw,T), and static dielectric constamt{(T). The solute
not (to our knowledge) available in current electronic structure charge distribution, formally multipole-expanded to order
programs, and we turn to calculating these derivatives using induces a polarization state in the dielectric represented by the
the point charge methadPreviously, this method has been used Polarization vector
to calculate the corresponding atom-distributed derivatives of
the molecular gradient and Hessian of wafeand the quad- P=P,t+P, (27)
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The decomposition into an optical and an inertial component ®*n(w), at a particular frequency. We refer to this as calibration
reflects the two extreme time scales approximating the non- of the ISCRF procedure, performed at the particular calibration

equilibrium solvent dynamics, namely, infinitely fast and
infinitely slow processes. The electronic solvent degrees of
freedom, represented B, may respond instantaneously to

changes in the solute molecular charge distribution. Therefore,

the electronic solvent modes are always in equilibrium with the
solute electronic subsysteR,, which responds infinitely slowly

to changes in the molecular charge distribution, accounts for
all other solvent degrees of freedom but the electronic. Prior to
the EM perturbation, the solutesolvent system is equilibrated
by demanding eq 14 be fulfilled &

C///sol :Zgl(esr)(Tlnm)2 - 2Zgl(esr)l:q)rrlmlOD—lm (28)

which in turn defines the reference staf@l,] and the inertial
polarization state of the solvent. In eq 28, = T, — T, and

m and T; designate the nuclear and electronic contributions

cavity, the polarization fields due to the induced polarization
charges in the dielectric medium are

Rin(€op) = Gi(€6p) I Ty, O (29)
and
Rin(€sp€op) = Gi(€5p€0p) 101 Ty |00 (30)
The reaction field factors(c), are given as
9o = - %Rééi'“)—(ll : 2,(6 +_1§) (31)
with
Y(€sv€op) = Gi(€s) — Gi(€qp) (32)

If the EM perturbation is applied, the solute state is propagated

subject to the reaction field, as characterized by the constant

inertial polarization,Pj,, the equilibrated optical polarization,
Pop and the state-dependent solvent interaction opéfetor®

(7/}sol = Zgl(eop)(-rlnm)2 + Zgl(eop'est)(Tlr:n)2 -
ZZgl(eop)@|Tlm|6D-Fm - Zzgl(eop'esr)m)rrlmwglem (33)

frequency, yielding the calibration value Bfs.*®

[ll. Computational

A. Molecular Dynamics Simulations. When ensemble
averages of electric fields and field gradients are calculated as
required in eqs 22 and 23, it is crucial that the electrostatics of
the liquid are accurately modeled. This can be achieved
conveniently by constructing the force fields using perturbation
theory®° The NEMO potential with its atomic dipole moments
and atomic anisotropic polarizability tenst6rss a force field
based on this idea. We used MOLSIMwvith this potential to
perform MD simulations to obtain the required ensemble
averages. The simulated system consists of 216 water molecules
enclosed in a cubic box. The forces were calculated using a
spherical cutoff of 9.3 A, and the induced dipole moments were
calculated using a combined first-order predictor with a full self-

to the multipole charge moments, respectively. For a spherical consistent solutio? The NVT ensemble was achieved by

scaling the velocitie&® and the equations of motion of the rigid
molecules were integrated using quaterni®asd the velocity
version of the Verlet algorithr#, with a time step of 2 fs. The
system was equilibrated for 10 ps at each temperature before
data was collected for 150 ps. Simulations were performed
between 0 and 100C with 10 °C intervals employing
experimental densities.

B. Ab Initio Polarizabilities. All ab initio electronic structure
computations were undertaken with the DALTON program
packagé®? Linear response computations of dynamic polariz-
abilities at the common laser frequencies of 1064, 800, 632.8,
589, 337, and 193 nm were performed for the following three
solvent models.

(i) Point Charge MethodSCF and MCSCF computations
for the water monomer surrounded by various configurations
of point charges.

(i) Supermolecular MethadSCF computations for the water
monomer surrounded by its first solvation shell.

(i) Semicontinuum MethodlISCRF computations for the
water monomer surrounded by its first solvation shell.

In the point charge method, the water monomer at the
experimentalC,, geometry oy = 0.957541 A, 6uon =
104.516) was placed in the—z plane with thez-axis as the
C, axis and the hydrogen atoms f@t-x,0,+2z}. Point charge
configurations consisted of either a single negative point charge
or a negative and a positive charge, arranged to form a dipole
with direction toward the oxygen atom. To avoid charge transfer

The resulting nonequiliborum SCRF linear response properties effects, the negative point charges were placed closest to the

are parametrized with respectdg, es, andRcav

The |ISCRF procedure is initiated by computing
> (w)[€opestRead based oneqp derived using either eq 10 or
11 and gas-phase polarizabilities; is taken to be the exper-
imental values anB.,, chosen as in normal SCRF computations.
The resultingos° is then used to updatg, according to eq 10
or 11, which then serves as input to the next SCRF step.
Continuing this iterative scheme until convergence yields a self-
consistent determination of corresponding microscapie)(and
macroscopic ) optical properties for the solutesolvent
system, parametrized now only with respectdgrl) and R,y
However, Re,y is quite arbitrary in the SCRF model. In the
ISCRF scheme, this arbitrariness is eliminated considéring
as a free parameter, characteristic of the setatdvent system,
the solvent model, and the level of theory. Elimination is done
by finding the particular value d®.a, which makes the ISCRF-
determinedas® reproduce the experimental refractive index,

water molecule. All charges were given a magnitude of 1 au.
Monopole configurations withog equal to 4.5, 5.0, and 5.5 au
and dipole configurations withog_ equal to 4.0 au antdoo,
equal to 4.5 and 5.0 au were used. For each of these five
possibilities, a number of configurations were generated for
which the angleg, betweerr og andryy was either 0, 45°, or

90°. For each choice of, the angle betweengg and the
molecular dipole axis was allowed to vary betweémod 180.

This procedure generated configurations with eitbgy Cs, or

no symmetry. For each ndBy, configuration, the configurations
also generated by applying ti@&, reflection symmetry opera-
tions on the charge position vectors were included. Hatrtree
Fock (HF) computations for every configuration generated in
this way were performed with a modest and a large size ANO
basis set, as given by Widmark et’&B* The smaller basis set
(ANO-S) consists of a [10s6p3d/4s3pld] contraction on O and
[6s4p/3s2p] on H, and gives &y of —76.056110 au. The
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TABLE 1: The ISCRF Procedure Requires Only the TABLE 2: Polarizability in Atomic Units at 589 nm
Density and Static Dielectric Constanteg; as Input at a Calculated Using the IPT Model
Given Temperature T2 Aol
[0Asod
=207 T=100"c TEC) LFF QM LFGC D' el e
Nnp 1.33335 1.31819
. HF/ANO-S 7.654
density (glcrf) 953823 40 20 0602 0353 00512 0.880 8.336
i 7 56242 7 5'533 60 —0.541 0.298 0.0427 0.804 8.258
Reav (@U) : : 100 -0.486 0253 00358 0736 8.191
RS, (au) 7.51150 7.50570
a HF/ANO-L 8.627
a Also given are the cavity radii which reprodu®a(589 nm) using 20 —0.509 0.580 0.0296 1.334 10.062
the ISCRF(L) and ISCRF(C) models at 20 and 2@ 60 —0.458 0.489 0.0250 1.226 9.910
100 —0.412 0.414 0.0210 1.127 9.777
larger set (ANO-L) has contractions, [14s9p4d3f/5s4p3d2f] for CAS/ANO-L 9.473
O and [8s4p3d/4s3p2d] for H, for whidRF = —76.066866 20 —0.659 0.825 0.0489 1.927 11.615
au. The HF procedure was converged to®8u and integrals 60 —-0592 0696 00414 1.772 11.389
evaluated in a spherical harmonic basis and with a threshold of 100 -0533 0590 00348 1628 11.192
10-%5 au. aEqual to Ya([au® T+ [aye?T+ [0 P avee + V(oo 0+

Complete active space (CAS) computations were undertakenlzixWAyS"'DvL @250, © The linear field contributiond The quadratic field
with the well-establisheddg, 3b;, 3b,, 1a, active space with contr!but!on.eThe linear field gradient contributiohThe dispersion
1s on O held inactive, and initiated from MP2 natural occupation contribution.
numbers. CAS computations were performed for the ANO-L ) o )
basis set only, and the wave functions converged t&® &, computations. Using input from Table 1, subsequent nonequi-
with respect to the energy gradient. librium ISCRF computations afs°! were carried out at the other
Computations involving point charges were more susceptible frequencies. Clearly, the tlme-consumlqg §tep is the thlmlzatlon
to convergence problems than the corresponding vacuum©f Reavfor each ISCR_F scheme, and to limit _computat|onal costs,
computations. Therefore, for representative configurations sub-the SCRF computations were performed with the smaller ANO-
ject to large perturbations on the water molecule, convergence[432/32] basis set. Problems concerning basis set superposition
tests were carried out. For such configurations, finite field- €T0rs have been addressed previotisiyd were found not to
derived static polarizabilities were compared with the corre- P0se a significant problem.
sponding polarizabilities obtained from linear response com-
putations. The thresholds as given above were chosen accordingV. Results
to these tests. o ]
Supermolecular computations were performed for the water A |PT Polarizabilities. In the IPT approach, the dynamic
molecule surrounded by its first solvation shell (a water polarizability tensor is calculated from egs 22 and 23. I.n Tablg
pentamer) and the empty solvation shell (a water tetraffier). 2, we present va_Iues_f_or the various contributions to the isotropic
The individual monomers have identical geometrgy(= part of the polarizability tensor at 589 nm, for the HF/ANO-S,
0.958019 A gron = 104.500), and the symmetry of both the ~ HF/ANO-L, and CAS/ANO-L levels of theory. LF, QF, LFG,
pentamer and tetramer @, referring to the same frame that and D designate the linear field, quadratic field, linear field
was used for the point charge method. Computations were 9radient, and dispersion contributions, respectively. These are
undertaken only for the ANO-L set, which for the pentamer Presented at three representative temperatures. We note that all
gave anE'% of —380.355238 au and df of —304.268662 con.trlbutlons.(LF, QF, LFG, and .D).decrease in magnitude with
au for the tetramer. Linear response properties for the central@n increase in temperature. This is a consequence of the fact

(solvated) water molecule were obtained using the differential that the electric fields, field gradients, and the fluctuation
shell method; i.e.¢5°' = Opentamer— Ctetramer™® potential all decrease with an increase in temperature. For both

Semicontinuum computations were carried out within the the HF and CAS calculations, we note that the LF and QF terms

ISCRF framework by undertaking nonequilibrium SCRF com- &ré of opposite sign and similar magnitude, and the CAS QF
putations for the water penta- and tetramer using identical cavity [erms are larger than the HF QF terms. At all levels of theory,
radii. ISCRF procedures were established by computing polar- the LFG terms are an order of magnitude smalier than the LF
izabilities at 589 nm (the Na D-line) using static dielectric and QF terms, with an altered sign relative to the LF terms.
constants for 293.15 and 373.15 K, and extractifig) by the Th_e importance ofhlghe_r-orc_zler terms related to Fhe elect_nc fleld,
differential shell approactf. The ISCRF procedure was con- 90ing beyond the contributions to the quadratic electric field,
sidered to be converged when polarizabilities in consecutive has previously been determined to be insignificant’ The
SCRF steps differed by less than 0.001 au. Each SCRFdispersion contributions have the same sign as the QF terms
computation employed a formal multipole expansion to order and are larger by a factor of 2, and thus domirei®because

| =9, and the linear response equations were solved to within Of the opposite signs of the LF and QF terms. The D and QF
a threshold of 105 au. At each temperature, two ISCRF terms increase by-50% as we move from the ANO-S to the
procedures were adopted, the first based on eq 10, termedANO-L basis set, reflecting the increasing diffusiveness of the
ISCRF(L), and the second based on eq 11, termed ISCRF(C).molecular electron distribution as the one-electron space is
For each of the four cases, multiple ISCRF computations were expanded. From Table 2, anothe0% increase in the D and
conducted for a range of cavity radii to fiflRl,, which makes QF terms can be attributed to electron correlation. For reference,
the particular ISCRF scheme reproduce the refractive index of the corresponding gas-phase polarizabilities for 589 nm are
watef® at 589 nm, at the relevant temperature. The cavity radii 7.654, 8.627, and 9.473 au at the HF/ANO-S, HF/ANO-L, and
thus found, and which calibrate each of the ISCRF procedures, CAS/ANO-L levels of theory, respectively. Hence, the IPT
are listed in Table 1 along with the input used for these method leads to positive solvent shifts as such.
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Figure 1. Dispersion of the refractive index, calculated from eq 10

with IPT polarizabilities, and compared wittnh(w).8® (a) Dispersion

at 20°C and the missing data pointi(6.42 eV)= 2.28. (b) Dispersion

at 100°C and the missing data point a6.42 eV)= 1.95.

B. Refractive Index. We calculated the dispersion fofw)

in the optical transparent region (from 1064 to 193 nm)
employing polarizabilities from the different solvent models.
In Figure 1, we display the performance of the IPT model at
20 (a) and 100°C (b), based on eq 10 along with the
experimental refractive inde¥n(w). At the HF level, using
the ANO-S basis se¥n(w) is underestimated, but the dispersion
is reproduced reasonably well. With the larger ANO-L set,
results fom(w) are quite close to those from the experiment, in
particular for 20°C. However, the dispersion then is exaggerated
at high frequencies. Using the CAS/ANO-L polarizabilities for
calculatingn(w) overshoots®n(w) and makes the dispersion

description even worse as seen from Figure 1. Closer investiga-

tion of the CAS results revealed difficulties in converging the

linear response equations for some water point charge configu-
rations at the highest frequency. For these configurations,
unphysically large polarizabilities were obtained, leading to the

extreme dispersion seen in Figure 1. We refer to this problem

asabsorptionand return to the issue below.
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Figure 2. Dispersion of the refractive index calculated from eq 10
and the ) supermolecule in the differential shell approach at the HF/
ANO-L level, (+) the gas-phase monomer at the CAS/ANO-L level,
(x) the ISCRF(L)/differential shell approach at the HF/ANO[432/32]
level, and ©) the IPT method at the HF/ANO-L level. For the
ISCRF(C)/differential shell approach at the HF/ANO[432/32] lex€l

the refractive index was obtained from eq 11. In panel a, the dispersion
is displayed for 20°C, and in panel b, it is displayed for 10C.

Using HF/ANO-L polarizabilities obtained with the super-
molecular differential shell approach, the computed refractive
index ) clearly underestimates the experimental data at both
temperatures. Also, as seen from Figure 2, only in the super-
molecular approach is the dispersion underestimated. In this
approach, only the short-range solvent interactions (the first
solvation shell) are included in the computations&f. Long-
range optical solvent interactions are included, but only in an
implicit fashion by virtue of using eq 10 to deriviéw). Without
doubt, accounting for electron correlation (using, for example,
coupled cluster methods) in the supermolecular approach would
improve its performanc# 88

With the ISCRF(L) and ISCRF(C) procedures, the refractive
index at 589 nmrfp) is trivially reproduced as this was chosen
as the calibration frequency. The performance of the ISCRF
procedure, therefore, should be judged on its ability to give the

Comparing panels a and b of Figure 1, we see that the effectcorrect dispersion. From Figure 2, we see that at low frequencies

of an increased temperature is a downward shifi(in). Most

both the ISCRF(L) and ISCRF(C) procedures are quite satisfac-

affected are results based on CAS/ANO-L polarizabilities, and tory in this respect, whereas at the highest frequency, the
the least affected are those based on HF/ANO-S polarizabilities. dispersion is exaggerated to an extent similar to the IPT results.
In Figure 2, we compar@(w) at 20 (a) and 100C (b), In fact, at 100°C the ISCRF(C) procedure performs worse than
derived using the different solvent models investigated in this the IPT model in terms of dispersion. We stress that only the
study. In all but the ISCRF casa¥w) was obtained using eq ISCRF(C) procedure represents a consistent coupling of micro-
10, and for the IPT approach, only the HF/ANO-L results are and macroscopic solvent models. With the ISCRF(L) model,
displayed as these reproduced the values from experiment quitehe reaction field is included both in the SCRF derivation of
well. o and in the reaction field factor leading to eq 10. This is



912 J. Phys. Chem. A, Vol. 109, No. 5, 2005 Sylvester-Hvid et al.

o1 _ L0fe'mZ-L0fenZ Mlodel . np. The temperature dependence, however, is described better
‘ in the HF/ANO-S case. The general observation from Figure 3
is that introducing temperature effects ints® via the IPT
SARCEE SN approach leads to excessive temperature sensitivity of the
0.05 B computed refractive index, and that introducing temperature

dependence only througiN(T) in eq 10 reproduces the
experimental temperature dependence quite well.

! | " } | : " | : V. Discussion

np(calc.) - np(exp.)

With the IPT approach, to a large extent we are able to

005 s I - WY = Y - W2 W - WO - WO - W | reproducé™n(w) up to~4 eV using HF/ANO-L polarizabilities.
________________________ ek The fact that including electron correlation leads to a general
Koo R R e KoK overestimation of the experiment indicates, however, that IPT
0.1 0 2'0 4'0 elo 8'0 100 as used here exaggerates the solvent shift. Most likely, this is

Temperature /° G due to the dominating dispersion term in the expansion of the
solvent shift, which should be balanced by a negative exchange

Figure 3. Shift in the refractive index relative to experiment at . : . .
589 nm vs temperature. Shifts have been obtained using IPT and gas_repulsmn term not included in the current approach. Despite

phase polarizabilities in eq 10:0f IPT-CAS/ANO-L, (&) IPT-HF/ that, higher-order terms are I?SS significéint’ the magnitude
ANO-L, (O) IPT-HF/ANO-S, and for the gas-phase numbets, CAS/ of the LF and QF terms still imply a slow convergence of the
ANO-L, (V) HF/ANO-L, and &) HF/ANO-S. power series expansion of the solvent shift, and thus we are
not accounting for the entire electrostatic interaction. Also, it
inconsistent. The double counting of the reaction field, and thus should be pointed out that eq 24 is a rather crude approximation
the exaggerated solvent polarization response for the ISCRF(L)for the fluctuation potential, and eq 23 in fact should include
model, leads to larger values of the cavity radii required to an integration over the frequency space. Thus, we include a
calibrate the ISCRF(L) procedure than in the ISCRF(C) static solvation term that in principle is frequency-dependent.
procedure, as confirmed in Table 1. The smaller cavity radii ~ Another reason for overestimating the refractive index could
implied by the ISCRF(C) model, however, make subsequent be the approximate nature of eq 10. Using eq 5 whefe=
SCRF response computationsa@®' at the highest frequency o5, on the other hand, leads to dispersion curves for the
more susceptible to the absorption problem, as clearly evidencedrefractive index (not shown here) much below tfia(w).
in Figure 2. Hence, although inconsistent, the ISCRF(L) model Qualitatively, the difference between eqs 5 and 10 is that the
seems to give the better performance in terms of reproducing Lorentz—Lorenz model includes the screening of the Maxwell

the value from experiment. field (i.e., the cavity field) and a dipolar optical reaction field.
To inquire about the necessity of including the solvent The first contribution must be included irrespective of the
interaction in the quantum chemical derivatiorosf, in Figure microscopic solvent model used. Including the second contribu-

2 we displayn(w) derived from eq 10 and gas-phase CAS/ tion is consistent only iftxs includes entirely static solvent
ANO-L polarizabilities for the water monomer. Using the perturbations, as is the case for the IPT approach. However,
Lorentz internal field correction to entirely represent the solvent the magnitude of the optical reaction field implied by eq 10
interactions works surprisingly well in terms of reproducing the may well lead to an exaggerated polarization response and thus
values from experiment. At both temperatures, this method refractive index.

consistently underestimates the experimental data®y, but The temperature dependence of the refractive index calculated
of the models that have been investigated, it gives the bestin the IPT model is reflected in the interplay of the temperature-
dispersion description. dependent contributions in Table 2. Hence, the improved

Generally, the effect of increasing the temperature from 20 temperature description seen in Figure 3 moving from CAS/
to 100°C is a downward shift of(w), as seen in panels aand ANO-L to HF/ANO-L to HF/ANO-S is mainly attributed to a

b of Figure 2. corresponding decrease in the temperature dependence of the
In the IPT model for the solvent environment, the temperature dispersion terms in Table 2. However, comparing the temper-
dependence of(w) enters through botN(T) andas®. In Figure ature description resulting alone from eq 10, as used with

3, we display the temperature dependenceppfelative to the temperature-independemt?, clearly illustrates the importance
corresponding experimental value. We refer to this quantity as of balancing the expansion terms correctly. In this respect, the
Anp(T), and give results obtained using IPT and gas-phase IPT approach adopted here calls for further improvements, but
polarizabilities in eq 10. The extent to which our results show nonetheless illustrates its applicability in terms of deriving
the correct temperature dependence is thus a matter of the slopéemperature-dependent solute polarizabilities. Access to analytic

and displacement from zero of tiep(T) curves in Figure 3. derivatives, as required by the perturbation expansion, would
The gas-phase results depend on temperature only thid@gh also strengthen the IPT method, as we would avoid the
which gives rise to a decreasinynp(T) with T in Figure 3. absorption problem seen at high frequencies, being mainly an

Among the gas-phase results, we obtain an almost perfectartifact of the point charge method.

temperature description using CAS/ANO-L polarizabilities in Computing the refractive index based on supermolecular
eq 10 over the entire temperature interval. With temperature- polarizabilities, for which only interactions with the first
dependent IPT polarizabilities in eq 10, from Figure 3 we solvation are accounted (apart from the optical reaction field
observe decreasing slopesip(T) for the CAS/ANO-L and due to eq 10), gives results that do not reprod&ggw).
HF/ANO-L cases, whereas for the HF/ANO-S cadep(T) is Considering that the corresponding monomer computations at
nearly independent df. Judging from the vertical displacement the HF level (not shown here) perform even worse, together
of Anp(T) in Figure 3, it is again clear how well the IPPHF/ with the fact that the monomer CAS/ANO-L results are within
ANO-L polarizabilities reproduce the experimental value for 0.2 of ®n(w), points to electron correlation as the important
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issue. Hence, the supermolecular approach would most likely  (3) Killer, H. B. Fiber Optic Communicationgrentice Hall: Engle-
describe the magnitude of the refractive index much better usingWeed Cliffs, NJ, 1991.

- . o 4) Senior, J. M.Optical Fiber CommunicationsPrentice Hall:
a correlated method. Vibrational contributions are known to Engge\),\,ood Cliffs, NJ, 1583_ P

increasen..89-°1 Their contribution, however, can hardly justify (5) Agrawal, G. P.Nonlinear Fiber Optics Academic Press: New
an increase of 0.2 in the refractive index needed to bring the Y0f|26)198857- L Webb. D. 1 G . e Phvsi §
_ olymar, L.; epn, D. J.; Grunnet-Jepsen, e YSICS an

monomer CAS/ANO L results up .tﬁ‘n(w)., and does by no Application of Photorefractie Materials Oxford University Press: Oxford,
means explain the poor result obtained with the supermolecularyx_ 1996.
model. The CAS/ANO-L gas-phase polarizabilities are of such (7) Lienau, C.; Zewail, A. HJ. Phys. Chem1996 100, 18629.
quality that the polarization contribution lacking to reproduce (8) Wan, C.; Gupta, M.; Baskin, J. S.; Kim, Z. H.; Zewail, A. Bl.
on(w) most likely is due to the absence of the solvent CMeM: Phys1997 106 4353. :

. ) y P o . . (9) Jimenez, R.; Fleming, P. V. K. G. R.; Maroncelli, Mature1994
perturbation. This contribution is surprisingly small which again 369, 471.
might indicate that the Lorentd.orenz model compensates for (10) Horng, M. L.; Gardecki, J. A.; Papazan, A.; Maroncelli, MPhys.

a lacking solvent perturbation at the microscopic level. Chem.1995 99, 17311. _
9 P P (11) Chudoba, C.; Lutgen, S.; Jentsch, T.; Riedle, E.; Woerner, M.;

Within the ISCRF models, both optical and static solvent Ejsaesser, TJ. Phys. Chem1995 99, 17311.
perturbations are identified by virtue of the nonequilibrium (12) Fonseca, T.; Kim, H. J.; Hynes, J.J..Mol. Lig. 1994 60, 17311.

SCRF computations afs?. As the SCRF procedure includes 8‘31; E.taib' ﬁ';l B}grgé? %EHY”SE'- ﬂﬂ%g%hfga '1’%317995 102 2487.
. : . : isenthal, K. . yS. e .
an optical reaction field, we should use eq 11 to consistently (15) Hayashi, S.. Ando, K. Kato, S. Phys. Cheml995 99, 955.

establish the ISCRF proced#&The dispersion description (16) Kahlow, M. A.; Kang, T. Barbara, P. B. Chem. Phys1988 88,
below~4 eV for the ISCRF(C) model is comparable to that of 2372.

the IPT-HF/ANO-L model, at both temperatures that were Ph§/lsqg§3hé%wizls\ﬂ1' A.; Jarzeba, W.; Kang, T.; Barbara, P.JF.Chem.
investigated. At the highest frequency, the method is also 18) Tomasi, J.: Persico, MChem. Re. 1994 94, 2027.

subjected to the absorption problem, in this case, however, due (19) Mikkelsen, K. V.; Kmit, M. Theor. Chim. Actal995 90, 307.
to a small cavity radius as required by the calibratiomgo (20) Reichardt, CSobents and Sekent Effects in Organic Chemistry

; ; ; : ; VCH: Weinheim, Germany, 1988.
Double counting of the optical reaction field and using eq 10 =51, 0 1 0 5”5 ¥ fin “Nannu. Re. Phys. Chemi1984 35, 437.
instead, although inconsistent, improves the dispersion descrip- (22) Bittcher, C. J. FThe Theory of Electric PolarizatigrElsevier:

tion; i.e., the exaggerated optical polarization response allows Amsterdam, 1984; Vol. 1.
for a larger cavity radius for the calibration of the ISCRF(L) (23) Badtcher, C. J. F.; Bordewijk, Fthe Theory of Electric Polarization

; ; Elsevier: Amsterdam, 1984; Vol. Il.
procedure. Although not evident from the magnitude of the (24) Lorentz, H. AThe Theory of Electron@nd ed.: Dover: New York,

refractive index, the ISCRF procedure would also improve upon 1g52.
introduction of electron correlation. The reason is thatsif is (25) Onsager, LJ. Am. Chem. Sod.936 58, 1486.
increased at the calibration frequency due to correlation, then (26) Wortman, R.; Bishop, D. MJ. Chem. Phys199§ 108 1001.

; ; ; ; ; (27) Luo, Y.; Agren, H.; Jargensen, P.; Mikkelsen, Kdv. Quantum
the calibration could be obtained for a larger cavity radius. Chem.1995 26, 168.

Consequently, the perturbation stress on the solute system is (2g) Levine, B. F.; Bethea, C. G. Chem. Phys1975 63, 2666.
reduced and the absorption problem less pronounced at high (29) Teng, C. C.; Garito, A. FPhys. Re. B 1983 28, 6766.
frequencies. (30) Stéelin, M.; Moylan, C. R.; Burland, D. M.; Willetts, A.; Rice, J.
. E.; Shelton, D. P.; Donley, E. Al. Chem. Phys1993 98, 5595.
In summary, we have demonstrated that the solvent shift at "(31) willetts, A.; Rice, J. EJ. Chem. Phys1993 99, 426.
different temperatures can be described using the IPT approach, (32) Yu, J.; Zerner, M. CJ. Chem. Phys1994 100, 7487.
but that caution should be exercised when truncating the (33) Cammi, R.; Cossi, M.; Tomasi, J. Chem. Physl996 104, 4611.

perturbation expansion of the solvent shift of the polarizability. 19524)10231”0?26R'; Cossi, M.; Mennucci, B.; Tomasi,JJ.Chem. Phys.

Using the supermolecular model at the HF level does not (35) mikkelsen, K. V. Luo, Y.: Agren, H.; Jargensen, B.Chem. Phys.
account for the refractive index in a satisfactory way. The ISCRF 1995 102, 9362.

model in both a consistent and inconsistent implementation 1953;6)10'\3”2%65‘3& K. V.; Jergensen, P.; Jensen, H. JJAChem. Phys.
accounts well for the refractive index belowa eV at the HF (37) Mikkelsen, K. V.; Luo, Y.; Agren, H.; Jargensen, B.Chem. Phys.

level. At higher frequencies, the ISCRF procedures exaggerate1994 100, 8240. )
the dispersion probably due to a lack of electron correlation.  (38) Luo, Y.; Cesar, A.; gren, H.Chem. Phys. Lettl996 252 389.

Finally, using high-quality gas-phase polarizabilities computed 25é33113Mikke'Se”' K. V., Ruud, K.; Helgaker, TThem. Phys. Let199§
for the water monomer reproduces the experimental refractive ™~ 40y “mikkelsen, K. V.; Luo, Y.; Agren, H.; Jargensen,PChem. Phys.
index and its temperature dependence surprisingly well when 1995 102, 9362.
the Lorentz-Lorenz expression is employed. (41) Keszthelyi, T.; Poulsen, T. D.; Ogilby, P. R.; Mikkelsen, K.J.
Phys. Chem. 2000 104, 10550.
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