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Origin of Activation Barriers in the Dimerization of Neutral Radicals: A “Nonperfect
Synchronization” Effect?
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Dimerizations of delocalized neutral radicals may be endowed with quite significant activation barriers. The
origin of these barriers is discussed in terms of a model that emphasizes the role of localization of the unpaired
radical upon bond formation. Several examples are given in which the model is compared with the results of
quantum chemical calculations including the coupling of allyl radicals and of benzyl radicals at various possible
carbon sites. The dimerization behavior of radicals in the NADH family is also examined. The connection
between the reasons that underlay the existence of the activation barrier and the principle of “nonperfect
synchronization” is discussed. The dimerization of conjugated radicals indeed offers a precious example that
can be used to decipher the reasons behind these behaviors, being devoid of the ambiguities arising from the
simultaneous involvement of ionic and covalent states, significant solvent reorganization, and the contribution
of extensive proton tunneling, in the mostly discussed case of proton transfer at carbon.

Introduction notion of the “nonperfect synchronization” of events in the
Neutral carbon-centered radicals are classically Categorizedcoursle.Icl)f a che(rjnl;cal reaction o/ndthe other._Thls notlgn ha%been

according to their “persistency” and their “stabilization”. _T;Stg.' us_trattg yfprototna}lon d.eplrot.onatlontflt c?r ona m?'
Stabilization is defined on the basis of H-atom exchange, takingf € éme“ifa lon ohne(tjj_ra rac |ca§ IS an a r"li_ﬁ Ve examp e/
alkanes as references. It may be alternatively gauged after or undertaking such a discussion, because unlike protonation
deprotonation reactions the problem is not obscured by com-

rotation decoupling of electron delocalization. Persistency licating factor h iron ntum effects (leading t
appears to be essentially related to steric hindrance and typicallyp cating factors such as strong quantum effects (leading to

concerns dimerization reactions. In the absence of steric extensive prqton_tunneling), mixing O.f h(_)molytic and ionic
hindrance, dimerization is reputed not to involve an activation states, and significant solvent re_organlzat|on. .
barrier, the potential energy profiles being described by Morse In other wprd_s, we are not looking for an accurate calculation
curves with a good approximation. This behavior, or assumed of small activation barr!ers but rather W'Sh. to uncover the kgy
behavior, forms the basis of determinations of bond dissociation reasons _behl_nd t_he eX|stenc_e of s_ubstant|al a_ctlvatlon barriers
energies by kinetic techniquéss, for example, flash pyrolysts. for the dlmerlzayor_l .Of certain c_onjugat_ed radicals as V\.'e” as
In the course of an investigation of the factors that govern the the absence of significant activation barriers for the dimerization
enthalpic and entropic characteristics of ion radical dimeriza- of others.
tions? we were led to compare them with their protonated
analogues. We then found many examples where the coupling
reaction of these neutral radicals is endowed with a significant
activation barrier in the case where the unpaired electron is Figure 1 shows the potential energy profiles for the dimer-
delocalized over the whole molecule rather than confined on ization of a series of delocalized radicals exhibiting a significant
the dimerizing carbon center. The description of such cases inactivation barrier. At this first stage, calculations were restricted
the literature is very scar®®, even if the effect of the  to the semiempirical level to multiply the examples. More
reversibility of certain dimerization reactions on the overall €laborate calculations will be carried out further on when
kinetics has been mentionéd. guantitative relationships will be sought. The formation of ethane
In the following discussion, after a general presentation of from methyl radicals, also represented in Figure 1, serves as a
several examples, where quantum chemical calculations reveafeference system where there is no barrier and where the
the existence of significant activation barriers, their origin will potential energy profile may be closely approximated by a Morse
be discussed in the framework of a two-state model based oncurve. Dimerization at the nonconjugated carbon of the butenyl
the combination of a bonding state and a nonbonding state. Waydadical shows, as expected, the same absence of activation
of approximating the potential energy profiles of these states barrier as in the methyl case. Activation barriers appear with
and the resonance energy for their mixing will then be delineated conjugated radicals. As a general trend, they are larger when
and applied to several examples. The next and last questionthe unpaired electron density on the dimerizing carbon is
that we will address is the possible relationship between the smaller. In parallel, the dimerization activation energy increases
reasons, thus uncovered, that underlay the existence and®s the thermodynamic driving force for forming the dimer

magnitude of the activation barrier on the one hand and the decreases, the largest values being found for uphill dimeriza-
tions. However, substantial activation energies may be found

* Corresponding author. E-mail: saveant@paris7.jussieu.fr. even if dimerization is downhill. For example, the barrier, if
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Figure 2. (Top) allyl radical. (Bottom) dimerization of allyl radicals;

Figure 1. Potential energy profiles for a series of neutral carbon- bonding, nonbonding, and dual states.
centered radicals derived from AM1 calculations.

When two allyl radicals, described by formds B andC, D,

respectively, get close to each other, four interactions have to
any, is very small, and the driving force is large for allyl, be considered. Among them, only one may be called a bonding
cyclopentadienyl, and benzyl. Dimerization in the para position interaction because it involves mesomeric forrasafdC) in
of benzyl is both slightly uphill and endowed with a very large which an unpaired electron is localized at the end of each radical
activation barrier. The same is true, albeit to a lesser extent forin a configuration where the two orbitals containing the unpaired
the anthracenyl analogue. The presence of an imino groupelectrons can mixed so as to form the dimrelbond when the
increases delocalization, giving rise to several examples of distance between the ending carbons decreases. All other
significant activation energies even in cases where dimerizationinteractions are repulsive. They may be classified as nonbonding
is downhill. when it involves a two-bond repulsion through two mesomeric
forms approaching each other from the side opposite the carbon
bearing the unpaired electroB &ndD) or dual when it involves
) . L a three-electron repulsion between an unpaired electron and a
.Fro.m. the dimer to the radicals, the hybridization of the 4 (i.e.,A andD or B and C). In valence bond terms, this
dimerizing carbon passes from’sp sf¥ as the bond stretches  eans that four valence bond states have to be considered to
and breaks. However, this may not cause the existence of theyggcripg the adiabatic ground state. The corresponding valence
activation barrier because the changes in angles and length argy, 4 \yave functions may be described by a covalent valence
concomitant, participating both for the normal mode that leads .4 structurebl= N(AC| + |CA|) (N is a normalization
to bond cleavage. A perusal of the examples given in Figure 1 ¢5.1or) 4 nonbonding valence bond structpme = N(|BD| +
strongly suggests that the origin of the activation barrier derives, IDBJ), and two dual stateglJ= N(JAD| + |DA|) and |d'0=
when starting from the radicals, from a compromise between aN(IBC| + |CB|) (bottom of Figure 2). The adiabatic ground-

Eamdm egergly arising from the fqrm(?ttl)on ﬁf ttlrebolr.ld on 0”? h state wave functionp is thus a linear combination of these four
and and a loss in energy required by the localization of the | 51ance bond states:

unpaired electron on the dimerizing carbon on the other hand.
The latter factor gets larger and larger as the unpaired electron
is more and more delocalized over other sites of the molecule.
The goal of the model described below is twofold: (i) to )
understand the origin of the activation barrier, if any and (ii) to Because statesll]|d'[J and|nblcorrespond to repulsive states,
predict the height of the barrier using only information relative % May be viewed as a combination of two states

to reactants and products.

Consider, for example, what happens in a simple case such
as the dimerization of two allyl radicals. The allyl radical may
be described by two mesomeric forms of equal weight in which where @y, is the covalent valence bond structure (notbd
the unpaired electron is localized at one end of the molecular above) and®e, a repulsive state that is not a pure diabatic
framework. The actual radical is obtained by mixing these two valence bond state. This two-state description of radical dimer-
forms labeledA and B (whose wave functions are Rumer ization thus requires the following steps: building the repulsive
functions as detailed in the Supporting Information) as shown state, specifying the way in which the respective energy of each
at the top of Figure 2, with a gain in energy equal to the state varies with distance, and mixing of the bonding and
resonance energy. repulsive states to finally obtain the adiabatic ground-state profile

Design of a Two-State Model

Y = ¢y|bH cyldH- cy|d'TH ¢ yinbD

Y = P, + Ce @

rep = rep
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Figure 3. Dimerization of allyl radicals. Mixing of the mesomeric
forms of an allyl radical at short and long dimerization distances.
Example of mixing of a dual state with the nonbonding state.

strong mixing

N\

from which the location of the transition state and the activation
energy derive.

Building of the repulsive states is as follows. The combination
of the three valence bond statel§] |d'[] and|nblleads to three
repulsive state®,, (i = 1, 2, or 3).®rep is a combination of

the three stateﬁ)irep Because we are interested only in the

adiabatic ground state, we assume thahay be considered to
be a mixture of the more stable repulsive state, Iab@@g
with the bonding state:

+ct @l

rep = rep

+c. P

1/) = qu)b rep rep% Cb(I)b
We are thus lead to the determination of energy prdfigr)
corresponding to the more stable repulsive stb,tg) through
the following secular determinant within a ekel-like ap-

proximation (Supporting Information):

Ed - Ecp 0 H
0 Es—Es H =0
H H Enb - Etb
i.e.,
(Eg — Ep)[(Eg — Eg)(Epp — Eg) — 2H] =0
leading to
Ey(1) + ) — VIE() — Eg0)? + 8B[H(I?
Eo(r) = 5

@)

Then, the energy profile of the adiabatic ground state is obtained
through the mixing with the bonding state as it appears in the

following secular determinant:

E,—E, H
H' Ep —E,

=0
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Figure 4. Dimerization of allyl radicals. (a) Variation of the resonance
energyH with the carbor-carbon distance. (b) Potential energy profiles
of repulsive states. (Orange) nonbonding state and dual states. (Blue)
repulsive state after mixing. (c) Variation of the resonance enklfgy
with the carbor-carbon distance. (d) Potential energy profiles for (blue)
repulsive state, (green) bonding state, and (red) adiabatic states ground
state.
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where E[)ad is the energy of the radical in the bonding state,

Eqim is the energy of the dimerr is the equilibrium CG-C
distance in the dimer, an@l is a shape factor defined as

f
Z(ZELad - Edim)

B

(4)

wheref is the bond force constant.

In the case of allyl radicals, B3LYP/6-31G* geometry
optimization allowed the determination af (1.5 A), of Egim=
—2.43 eV, of the force constant and thgig2 A~1, according

whereH' is the resonance energy between the repulsive stateto eq 4, using the value di{,ad determined below). The later

and the bonding state. This leads to

B+ Ey(r) — VIEL) — Eo(n)]2 + 4[H' (1]
Elp(r) - 2
2

We now have to speciffE(r), Eq(r), Ens(r), H(r), and H'(r).
The bonding-state diabatic profilegy(r), is given by the
following Morse curve (Figure 4d)

Ey(r) = (2B — Egind{ 1 — exp[=B(r — 1)}’ + Eyy  (3)

value is referred to the energy of the diabatic potential energy
curve at infinite distance, taken as the origin (i.e., twice the
actual energy of the allyl radical), which was derived from a
UB3LYP/6-31G* caIcuIation.E[f‘d, which is defined as the
difference between the energies of the localized allyl radical
and the actual allyl radical (see top of Figure 2), can be
approximated by Benson’s stabilization enéffydrawn from
the difference between the strength of the-KC bonds in
propane and propene (Scheme 1).

Simple valence bond theory predicts that the repulsion
between the two bonds is approximatively equal to one-half of
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the bonding energl? The profile, En(r), may therefore be 1
represented by the following function of the-C distance H ., = «/ 2EY2ER — V2H, ) = 2,/1- TELad (11)
(Figure 4b): 2

E. The values of all parameters are summarized in Table 1.
E.,= (E[)ad — ﬂ){ exp[—A(r — rol}> + ZEL%" (5) The H profile is shown in Figure 4a; the nonbonding, dual
2 energy profiles are displayed in Figure 4b; the adiabatic ground-
state energy profile and the bonding and repulsive energy
profiles are displayed in Figure 4d; and the mixing resonance
energyH' is displayed in Figure 4c. We see that the adiabatic
ground-state potential energy profile does not exhibit any
) ) significant maximum. This result, which will be validated below
because only two mesomeric forms of equal energy are mvolved.by means of a full quantum chemical calculation, implies the

Simple valence bond theory also predicts that both dual statesgpsence of activation barrier for the coupling of two allyl
are exactly as much repulsive as the nonbonding state thanksggicals, just as with simple methy! radicals.

to the fact that in the dual-state case there is a three-electron Tq check the reliability of this two-state description, we
repulsion between an unpaired electron and a bond whereas intarried out the full four-state description. The mixing of the
the nonbonding state there is a repulsion between two bdnds. foyr valence bond statebl) |dj |d'[) and [nbis obtained

Assuming that the dual states are purely repulsive leads tothrough the following secular determinant (Supporting Informa-

In the particular case of the dimerization of two allyl radicals,

rad __ —rad
Enb - Eb

(Figure 4b) tion):

E,; E,— E

_ |prad _ —dim - _ 2 rad rad b » H H 0
=) (Eb > ){exp[ Bl = rol}* + B+ B (6) H'E-E o0 _O
- _ . N H 0 Es—E, H B
As seen in Figure 3 vanishes at short distance, becoming nil 0 H H E —E
for r = ro and becoming maximal far — o, paralleling the nb v
cleavage of the bond between these two extremes. In other words,
We thus propose to model the variation léfby a Morse
curve having the same shape as the Morse curve representing
the energy of the bonding state: (Es— Ew) (B — Ey;)(Ed - Ezp)(Enb - Ew) -
E,+E
Hio — HO) _ Eyyo— E0) (™05 g )| =0 2
Hw (2B} Egw)
1—{1— exp[- A(r — rO)]}z The adiabatic ground-state energy is the more negative

solution of eq 12. The specification &(r), Eq(r), Ens(r), and
H(r) is the same as previously developed (egs 3, 5, 6, and 7).

€., Numerical resolution of eq 12 has been performed and leads to
. 2 an adiabatic ground-state energy profile very close to the one
H(r) = H—.{1 — exp[= f(r = rol} @) obtained from the two-state model (Figure 5).
ith A further validation of the two-state model will be presented
wi

in the next section through comparison with DFT calculations.

cad The advantage of the simplified two-state model over a more
H-o=E (8) complete valence bond model clearly appears here. Even for a
very simple system, the valence bond model requires taking
in the particular case of the dimerization of two allyl radicals. into account at least four valence bond states and leads to a

For the same reasons, the variation-fis nonanalytical solution for the ground-state energy, whereas the
two-state model leads to an approximation of the adiabatic
H'(r) = H' _.{1 — exp[- B(r — ry)l}* 9) ground-state energy with analytical expressions (egs1) !
thus allowing the prediction of the height of the barrier, if any,
The value ofH' at infinite distanceH';=, is given by using only information relative to reactants and products.
Although interesting, thanks to its simplicity in explaining
H o= /Efj E2 (10) the model, the case of allyl radicals is not the best choice to

demonstrate the formation of an activation barrier and thus to
analyze its origin. This is the reason that we apply now the
model to the case of benzyl radicals. The main change from
Ew(r =) =0 the preceding case is the fact that four mesomeric forms (Scheme
2) are now involved instead of two. A valence bond description
would thus require us to take into account 16 states with 1

which results from the resolution of eq 2 with the condition

Because - . - . . -
bonding state and 15 repulsive states involving either a ratlical
bond repulsion or a borebond repulsion. Building the repulsive

rad rad rad rac 2 2
£ — B, + 3By, — «/ [E5 — E)” + 8[H,_,] more stable statée, was performed in two steps. We first
® 2 consider all mesomeric forms with the unpaired electron not

localized on the dimerizing carbon as a single nonbonding

andEy = 2E[, in the particular case of the dimerization of radical form with an energg2%. The 15 repulsive interactions

two allyl radicals, wher&s’ = E* and H,— = E are thus replaced by 3 interactions described by a nonbonding
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TABLE 1: Parameters for the Construction of the Potential

Energy Profiles in Figures 4 and 7 7,7" dimerization
benzyl dimerization repulsion
radical allyl 7.7 44 bonding state non-bonding state
ro ()" 15 16 16 <> >
f(eVIA-2a 315 21.6 23.3 @ @
B (AP 2.00 1.67 1.84
Egim(eV)? —2.43 —2.70 0.113
E[Jad (E‘V)C 0.757 0.584 1.77 dual states @
¢ 0.50 0.50 0.18 . O O .
E (eV) 0.757 0.584 0.388 =
Hi=. (eV) 0.757 0.584 0.807
H''— (eV) 0.819 0.632 0.618
aFrom B3LYP/6-31G* geometry optimization of the diméf=rom 4.4' dimerization
eq 4.°See Schemes 1 and BFrom UB3LYP/6-31G* geometry o )
optimization of the radical From eq 15 From eq 8.9 From eq 13. dimerization repulsion

bonding state non-bonding state

"From eq 11! From eq 14.

05 " /@

1 Potential energy (eV) _/@Z @
= H :

. L4

0.5
1 o dual states
| - <

2] e
a? C-C(A)

Si A Figure 6. 7,7 and 4,4 dimerization of benzyl radicals. Bonding,

. L . . nonbonding, and dual states.
Figure 5. Dimerization of allyl radicals. Comparison of the two-state

model predicted (light blue) and the four valence bond states model SCHEME 3
(dark blue) adiabatic potential energy profiles.

SCHEME 2
O = ==

state and 2 dual states as depicted in Figure 6 for tHeaRd

4,4 dimerization together with the bonding state. The second
step consists of mixing the three repulsive states as explained
for the allyl model (eq 1) to obtain the repulsive state of interest
®ep This state is then mixed with the bonding state in the

framework of the two-state model (eqs-2, 9, and 10).  Profile of the bonding state is obtained from eq 3, whiie,
Equation 8 is replaced by andg (Table 1) are obtained from a B3LYP/6-31G* geometry

optimization of the dimer as in the allyl case. Geometry

_ [rad crad optimization of the actual benzyl radical also provided the spin

Hi—o = VB Enp (13) densities,s,, at each carbon from which the energy of the
nonbonding state could be derived according to eq 15:

Because
Erad + 3Erad _ \/ Erad _ ErachZ 4 8Erad Erad Erad — rad S 15
w __ b nb [ b nb b nb nb — b _ ( )
Ep= 5 1-5

The carbon spin densities of interest are derived from the

00 __ rad : H
andg, = 28,", equation 11 is replaced by Mulliken population analysis by taking into account only the

spin densities on carbon atoms having an excess of spin up.
H = \/ ERYER + 3627 — «/ [ERY — 392 + 8E[EY) The values of all parameters are summarized in Table 1,
(14) leading to the potential energy profiles shown in Figure 7 for

the 7,7 and 4,4 dimerization. The characteristics of dimerization
The determination of the various ingredients of the model is as at the 7 position (i.e., at the extra-ring carbon) are very similar
follows. (They are listed in Table 15[3" was again obtained to those of the allyl radicals, showing no significant activation
from the stabilization energy corresponding to the two reactions barrier. On the contrary, dimerization at the 4 position shows a
depicted in Scheme 3 for the 7,and 4,4 dimerization, quite sizable activation barrier. The existence of the barrier is
successively. The energy of the actual benzyl radical, which related to the relatively poor unpaired electron density at the 4
serves as the origin for the energy scale, is derived from a carbon. A substantial amount of energy is thus required to bring

UB3LYP/6-31G* calculation as before. The diabatic energy the unpaired electron to the position appropriate for dimerization
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distance. (b) Potential energy profiles of repulsive states. (Purple)
nonbonding state and (orange) dual states. (Blue) repulsive state after
mixing. (c) Variation of the resonance enerbly with the carbor-
carbon distance. (d) Potential energy profiles of the (blue) repulsive
state, (green) bonding state, and (red) adiabatic ground state.
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to take place. Localization of the unpaired electron means that
the relative weight of the bonding stad®, with respect to the
repulsive statebe, in the wave functionp increases. Because
the bonding state has a higher energy than the repulsive state
at large bond distances, increasing its weight in the adiabatic >3~ A

(=]

&

e
o e

ground states generates an increase of the corresponding energy, 15 2 25 3 35 15 2 25 3 35
thus leading to an activation barrier. For the same reasons, the R

driving force for dimerization is much smaller (practically zero) T

than in the 7,7case. This example clearly shows that the two- He, e

state model is helpful in deciphering the origin of the activation B

barrier with only the help of information relative to reactants

and products. This is particularly interesting for systems where ¥ T Porential entry (V)
full quantum chemical calculations are time-consuming. 2573
Validation and Applications of the Model 1::

Figure 8 compares the adiabatic potential energy profiles 4
derived from the model to the curves obtained directly by -
UB3LYP/6-31G* computation for the three dimerization reac- e
tions dealt with in the previous sectiéfiThe agreement between ﬁ_é
the two curves is quite satisfactory, especially in view of the - A/

'l IKIIIIII'IIII‘IIIII

approximate character of several assumptions. We also checked i B os & Hs
that, in the C,as,e of 4’,4?enzyl dlmerlzatlon, the transition Sté_ltg Figure 9. Dimerization of protonated nitrile anion radicals and of an
and the intrinsic reaction coordinate pathways from transition anajogue of NAD: (green), bonding state; (red), repulsive states; (dark
state to reactants and products agree with the potential energylue, light blue) model predicted and UB3LYP/6-31G* calculated
profile just calculated (Figure 8). adiabatic profiles, respectively.

Concerning benzyl radicals, the above analysis, leading to
the results represented in Figure 8, shows thatdir@erization 7,7 reaction whereas the 4,doupling is hampered by a large
is much more favorable than 4dimerization, not only because  activation barrier.
the driving force is much higher in the first case than in the  Other examples are displayed in Figure 9. The first are related
second but also because there is no activation barrier for theto the investigation of anion radicals of conjugated nitriles,
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TABLE 2: Parameters for the Construction of the Potential
Energy Profiles in Figure 9

H H H H
: -/C=C\ -/C=C\
radical HCTH=CEN |nC c=c=Nn |G N—CH,

C=C C=C

H H H

ro(A) 2 1.5 1.6 1.6
f(eV/A?) 2 25.7 23.4 23.15
BAH® 2.33 1.84 2275
Ejim (€V) 2 -1.627 -0.088 -0.908
Efad (ev) 0.37 1.687 0.664
sp © 0.625 0.235 0.335
Erd evye 0.617 0.518 0.334
Hy—oo (eV) 0478 F 0.935 8 0.471¢8
Hj—oo (eV) 0.560 " 0.769 0.441"

2 From B3LYP/6-31G* geometry optimization of the dimé&From
eq 4.¢ From UB3LYP/6-31G* geometry optimization of the radical.
¢From eq 15/ From eq 8.9 From eq 13" From eq 11! From eq 14.

SCHEME 4

reactants transition state products
£ — —
_53 _5Y 5C §y
- | | \
B + H—(IZ—Y e B—H—(lle — BH +/C:Y

where comparison with their protonated counterpart is a precious
clue in the discussiorf. The values of the parameters used to
construct the diagrams of Figure 9 are summarized in Table 2.
The radical derived from acrylonitrile shows practically no
activation barrier, whereas the radical derived from benzonitrile
exhibits a significant barrier and practically no driving force
for dimerization. The last example shown in Figure 9 is a
synthetic analogue of the NAD radical. Its dimerization is
endowed with a small but distinct activation barrier, in line with
the observation that the dimerization of similar radicals is below
the diffusion limit13

We note, for these three radicals too, the good agreement
between the application of the model and the direct UB3LYP/
6-31G* computation of the adiabatic potential energy profile.

Nonperfect Synchronization of Bond Cleavage and
Electron Delocalization?

The deprotonation of carbon acids bearing groups on which

J. Phys. Chem. A, Vol. 109, No. 18, 2005131

SCHEME 5
reactants transition state products
= % o0 oo oo oo
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delocalized over the Y group in the transition state than it is in
the product state). The reasons that the transition states of these
deprotonation reactions are imbalanced have been the object
of many investigations and debafg$:16 The resolution of this
problem, and more generally the understanding of the dynamics
of proton exchange at carbon atoms, is complicated by the
necessity of taking into account both homolytic and ionic
statest” In addition, proton tunneling is likely to play a
prominent role in these reactiots.

In contrast, the dimerization of conjugated radicals, as
discussed above, appears to be a particularly simple case where
the PNS could be tested. The adiabatic ground-state wave
function is written agp = ¢y®p + CrepPrep, Wheredy, represents
a bonding state with an unpaired electron fully localized on the
dimerizing carbons, whereaB, represents all other valence
bond structures where at least one unpaired electron is not
localized on a dimerizing carbon. Thuss (Cy/Crep)? is an index
to the degree of delocalization (Scheme 5): the more delocalized
the structure, the smaller!®

0
c
—=c

Y

Imbalance is then expressed by

€, < e
(i.e., the unpaired electron is less delocalized over the Y group
in the transition state than it is in the product state). Starting
from the dimer, Figure 10 shows that for the allyl and #gnhzyl
dimers (taken as example of dimerization without and with
activation barrier) the cleavage of the bond, designated as the
main process, is accompanied by resonance delocalization of
each electron of the-bond over the rest of each moiety as the
bond stretches. It is clear that the degree of delocalization
increases from reactant to products (i.e., there is a decrease of
€). Itis much less in the transition state, when there is a transition
state, than in each of the two radicals. In this sense, delocal-

the developing charge may be delocalized (usually electron- jzation lags behind bond breaking, thus apparently providing
withdrawing groups connected to the reacting carbon either another example of the application of the PNS. But there is, in

directly or through an unsaturated hydrocarbon structure) hasfact, no way that the degree of delocalization should be the same
provided the main experimental basis for the principle of

nonperfect synchronization (PN%)#1%In such reactions, two
molecular processes, here deprotonation and delocalization of
charges, are deemed to have made unequal progress at the
transition state, which therefore possesses an imbalanced
character.

The imbalanced character of the transition state for this family
of reactions is defined according to the distribution of charge
over the reaction carbon and the adjacent group, Y, as shown

25
Ing

20

in Scheme 4. 0 !
Imbalance is expressed by
51 |
8° 6 1.5 2 2.5 3 3.5
¢ S _¢ C-C(A)
6Y¢ 5Y Figure 10. Variation of Ine with the carbor-carbon distance in the

dimerization of the allyl radical (green line) and the benzyl radical at
with 6. + d, = 1 (i.e., the negative charge is less resonance position 4 (red line).
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over the whole reaction profile, taking at once the value that it the determination of the repulsive state. Establishment of the
will have when radical formation reaches completeness. This secular determinant for the four valence bond state treatment.
remark applies whether dimerization is endowed with an Methodology for quantum chemical calculations. This material
activation barrier. It follows that the simple invocation of the is available free of charge via the Internet at http://pubs.acs.org.
PNS is not sufficient to explain whether an activation barrier
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