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Dimerizations of delocalized neutral radicals may be endowed with quite significant activation barriers. The
origin of these barriers is discussed in terms of a model that emphasizes the role of localization of the unpaired
radical upon bond formation. Several examples are given in which the model is compared with the results of
quantum chemical calculations including the coupling of allyl radicals and of benzyl radicals at various possible
carbon sites. The dimerization behavior of radicals in the NADH family is also examined. The connection
between the reasons that underlay the existence of the activation barrier and the principle of “nonperfect
synchronization” is discussed. The dimerization of conjugated radicals indeed offers a precious example that
can be used to decipher the reasons behind these behaviors, being devoid of the ambiguities arising from the
simultaneous involvement of ionic and covalent states, significant solvent reorganization, and the contribution
of extensive proton tunneling, in the mostly discussed case of proton transfer at carbon.

Introduction

Neutral carbon-centered radicals are classically categorized
according to their “persistency” and their “stabilization”.1

Stabilization is defined on the basis of H-atom exchange, taking
alkanes as references. It may be alternatively gauged after
rotation decoupling of electron delocalization. Persistency
appears to be essentially related to steric hindrance and typically
concerns dimerization reactions. In the absence of steric
hindrance, dimerization is reputed not to involve an activation
barrier, the potential energy profiles being described by Morse
curves with a good approximation. This behavior, or assumed
behavior, forms the basis of determinations of bond dissociation
energies by kinetic techniques,2 as, for example, flash pyrolysis.3

In the course of an investigation of the factors that govern the
enthalpic and entropic characteristics of ion radical dimeriza-
tions,4 we were led to compare them with their protonated
analogues. We then found many examples where the coupling
reaction of these neutral radicals is endowed with a significant
activation barrier in the case where the unpaired electron is
delocalized over the whole molecule rather than confined on
the dimerizing carbon center. The description of such cases in
the literature is very scarce,5,6 even if the effect of the
reversibility of certain dimerization reactions on the overall
kinetics has been mentioned.7

In the following discussion, after a general presentation of
several examples, where quantum chemical calculations reveal
the existence of significant activation barriers, their origin will
be discussed in the framework of a two-state model based on
the combination of a bonding state and a nonbonding state. Ways
of approximating the potential energy profiles of these states
and the resonance energy for their mixing will then be delineated
and applied to several examples. The next and last question
that we will address is the possible relationship between the
reasons, thus uncovered, that underlay the existence and
magnitude of the activation barrier on the one hand and the

notion of the “nonperfect synchronization” of events in the
course of a chemical reaction on the other. This notion has been
mostly illustrated by protonation/deprotonation at carbon atoms.8

The dimerization of neutral radicals is an attractive example
for undertaking such a discussion, because unlike protonation/
deprotonation reactions the problem is not obscured by com-
plicating factors such as strong quantum effects (leading to
extensive proton tunneling), mixing of homolytic and ionic
states, and significant solvent reorganization.

In other words, we are not looking for an accurate calculation
of small activation barriers but rather wish to uncover the key
reasons behind the existence of substantial activation barriers
for the dimerization of certain conjugated radicals as well as
the absence of significant activation barriers for the dimerization
of others.

Activation Barriers in the Coupling of Carbon-Centered
Neutral Radicals

Figure 1 shows the potential energy profiles for the dimer-
ization of a series of delocalized radicals exhibiting a significant
activation barrier. At this first stage, calculations were restricted
to the semiempirical level to multiply the examples. More
elaborate calculations will be carried out further on when
quantitative relationships will be sought. The formation of ethane
from methyl radicals, also represented in Figure 1, serves as a
reference system where there is no barrier and where the
potential energy profile may be closely approximated by a Morse
curve. Dimerization at the nonconjugated carbon of the butenyl
radical shows, as expected, the same absence of activation
barrier as in the methyl case. Activation barriers appear with
conjugated radicals. As a general trend, they are larger when
the unpaired electron density on the dimerizing carbon is
smaller. In parallel, the dimerization activation energy increases
as the thermodynamic driving force for forming the dimer
decreases, the largest values being found for uphill dimeriza-
tions. However, substantial activation energies may be found
even if dimerization is downhill. For example, the barrier, if* Corresponding author. E-mail: saveant@paris7.jussieu.fr.
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any, is very small, and the driving force is large for allyl,
cyclopentadienyl, and benzyl. Dimerization in the para position
of benzyl is both slightly uphill and endowed with a very large
activation barrier. The same is true, albeit to a lesser extent for
the anthracenyl analogue. The presence of an imino group
increases delocalization, giving rise to several examples of
significant activation energies even in cases where dimerization
is downhill.

Design of a Two-State Model

From the dimer to the radicals, the hybridization of the
dimerizing carbon passes from sp3 to sp2 as the bond stretches
and breaks. However, this may not cause the existence of the
activation barrier because the changes in angles and length are
concomitant, participating both for the normal mode that leads
to bond cleavage. A perusal of the examples given in Figure 1
strongly suggests that the origin of the activation barrier derives,
when starting from the radicals, from a compromise between a
gain in energy arising from the formation of theσ-bond on one
hand and a loss in energy required by the localization of the
unpaired electron on the dimerizing carbon on the other hand.
The latter factor gets larger and larger as the unpaired electron
is more and more delocalized over other sites of the molecule.
The goal of the model described below is twofold: (i) to
understand the origin of the activation barrier, if any and (ii) to
predict the height of the barrier using only information relative
to reactants and products.

Consider, for example, what happens in a simple case such
as the dimerization of two allyl radicals. The allyl radical may
be described by two mesomeric forms of equal weight in which
the unpaired electron is localized at one end of the molecular
framework. The actual radical is obtained by mixing these two
forms labeledA and B (whose wave functions are Rumer
functions as detailed in the Supporting Information) as shown
at the top of Figure 2, with a gain in energy equal to the
resonance energy,H.

When two allyl radicals, described by formsA, B andC, D,
respectively, get close to each other, four interactions have to
be considered. Among them, only one may be called a bonding
interaction because it involves mesomeric forms (A andC) in
which an unpaired electron is localized at the end of each radical
in a configuration where the two orbitals containing the unpaired
electrons can mixed so as to form the dimerσ-bond when the
distance between the ending carbons decreases. All other
interactions are repulsive. They may be classified as nonbonding
when it involves a two-bond repulsion through two mesomeric
forms approaching each other from the side opposite the carbon
bearing the unpaired electron (B andD) or dual when it involves
a three-electron repulsion between an unpaired electron and a
bond (i.e.,A and D or B and C). In valence bond terms, this
means that four valence bond states have to be considered to
describe the adiabatic ground state. The corresponding valence
bond wave functions may be described by a covalent valence
bond structure|b〉 ) N(|ACh | + |CAh|) (N is a normalization
factor), a nonbonding valence bond structure|nb〉 ) N(|BDh | +
|DBh|), and two dual states|d〉 ) N(|ADh | + |DAh|) and |d′〉 )
N(|BCh | + |CBh|) (bottom of Figure 2). The adiabatic ground-
state wave functionψ is thus a linear combination of these four
valence bond states:

Because states|d〉, |d′〉, and|nb〉 correspond to repulsive states,
ψ may be viewed as a combination of two states

where Φb is the covalent valence bond structure (noted|b〉
above) andΦrep a repulsive state that is not a pure diabatic
valence bond state. This two-state description of radical dimer-
ization thus requires the following steps: building the repulsive
state, specifying the way in which the respective energy of each
state varies with distance, and mixing of the bonding and
repulsive states to finally obtain the adiabatic ground-state profile

Figure 1. Potential energy profiles for a series of neutral carbon-
centered radicals derived from AM1 calculations.

Figure 2. (Top) allyl radical. (Bottom) dimerization of allyl radicals;
bonding, nonbonding, and dual states.

ψ ) cb|b〉 + cd|d〉 + cd′|d′〉 + cnb|nb〉

ψ ) cbΦb + crepΦrep
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from which the location of the transition state and the activation
energy derive.

Building of the repulsive states is as follows. The combination
of the three valence bond states|d〉, |d′〉, and|nb〉 leads to three
repulsive statesΦrep

i (i ) 1, 2, or 3).Φrep is a combination of

the three statesΦrep
i . Because we are interested only in the

adiabatic ground state, we assume thatψ may be considered to
be a mixture of the more stable repulsive state, labeledΦrep

1 ,
with the bonding state:

We are thus lead to the determination of energy profileEΦ(r)
corresponding to the more stable repulsive stateΦrep

1 through
the following secular determinant within a Hu¨ckel-like ap-
proximation (Supporting Information):

i.e.,

leading to

Then, the energy profile of the adiabatic ground state is obtained
through the mixing with the bonding state as it appears in the
following secular determinant:

whereH′ is the resonance energy between the repulsive state
and the bonding state. This leads to

We now have to specifyEb(r), Ed(r), Enb(r), H(r), andH′(r).
The bonding-state diabatic profile,Eb(r), is given by the
following Morse curve (Figure 4d)

whereEb
rad is the energy of the radical in the bonding state,

Edim is the energy of the dimer,r0 is the equilibrium C-C
distance in the dimer, andâ is a shape factor defined as

wheref is the bond force constant.
In the case of allyl radicals, B3LYP/6-31G* geometry

optimization allowed the determination ofr0 (1.5 Å), of Edim)
-2.43 eV, of the force constant and thusâ (2 Å-1, according
to eq 4, using the value ofEb

rad determined below). The later
value is referred to the energy of the diabatic potential energy
curve at infinite distance, taken as the origin (i.e., twice the
actual energy of the allyl radical), which was derived from a
UB3LYP/6-31G* calculation.Eb

rad, which is defined as the
difference between the energies of the localized allyl radical
and the actual allyl radical (see top of Figure 2), can be
approximated by Benson’s stabilization energy2b,9 drawn from
the difference between the strength of the C-H bonds in
propane and propene (Scheme 1).

Simple valence bond theory predicts that the repulsion
between the two bonds is approximatively equal to one-half of

Figure 3. Dimerization of allyl radicals. Mixing of the mesomeric
forms of an allyl radical at short and long dimerization distances.
Example of mixing of a dual state with the nonbonding state.

ψ ) cbΦb + crepΦrep ≈ cbΦb + crep
1 Φrep

1

|Ed - EΦ 0 H
0 Ed - EΦ H
H H Enb - EΦ

| ) 0

(Ed - EΦ)[(Ed - EΦ)(Enb - EΦ) - 2H2] ) 0

EΦ(r) )
Ed(r) + Enb(r) - x[Ed(r) - Enb(r)]

2 + 8[H(r)]2

2
(1)

|Eb - Eψ H′
H′ EΦ - Eψ | ) 0

Eψ(r) )
Eb(r) + EΦ(r) - x[Eb(r) - EΦ(r)]2 + 4[H′(r)]2

2
(2)

Eb(r) ) (2Eb
rad - Edim){1 - exp[-â(r - r0)]}

2 + Edim (3)

Figure 4. Dimerization of allyl radicals. (a) Variation of the resonance
energyH with the carbon-carbon distance. (b) Potential energy profiles
of repulsive states. (Orange) nonbonding state and dual states. (Blue)
repulsive state after mixing. (c) Variation of the resonance energyH′
with the carbon-carbon distance. (d) Potential energy profiles for (blue)
repulsive state, (green) bonding state, and (red) adiabatic states ground
state.

SCHEME 1

â ) x f

2(2Eb
rad - Edim)

(4)
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the bonding energy.10 The profile, Enb(r), may therefore be
represented by the following function of the C-C distance
(Figure 4b):

In the particular case of the dimerization of two allyl radicals,

because only two mesomeric forms of equal energy are involved.
Simple valence bond theory also predicts that both dual states
are exactly as much repulsive as the nonbonding state thanks
to the fact that in the dual-state case there is a three-electron
repulsion between an unpaired electron and a bond whereas in
the nonbonding state there is a repulsion between two bonds.10

Assuming that the dual states are purely repulsive leads to
(Figure 4b)

As seen in Figure 3,H vanishes at short distance, becoming nil
for r ) r0 and becoming maximal forr f ∞, paralleling the
cleavage of the bond between these two extremes.

We thus propose to model the variation ofH by a Morse
curve having the same shape as the Morse curve representing
the energy of the bonding state:

i.e.,

with

in the particular case of the dimerization of two allyl radicals.
For the same reasons, the variation ofH′ is

The value ofH′ at infinite distance,H′r)∞, is given by

which results from the resolution of eq 2 with the condition

Because

and Eb
∞ ) 2Eb

rad, in the particular case of the dimerization of
two allyl radicals, whereEnb

rad ) Eb
rad andHr)∞ ) Eb

rad,

The values of all parameters are summarized in Table 1.
The H profile is shown in Figure 4a; the nonbonding, dual

energy profiles are displayed in Figure 4b; the adiabatic ground-
state energy profile and the bonding and repulsive energy
profiles are displayed in Figure 4d; and the mixing resonance
energyH′ is displayed in Figure 4c. We see that the adiabatic
ground-state potential energy profile does not exhibit any
significant maximum. This result, which will be validated below
by means of a full quantum chemical calculation, implies the
absence of activation barrier for the coupling of two allyl
radicals, just as with simple methyl radicals.

To check the reliability of this two-state description, we
carried out the full four-state description. The mixing of the
four valence bond states|b〉, |d〉, |d′〉, and |nb〉 is obtained
through the following secular determinant (Supporting Informa-
tion):

In other words,

The adiabatic ground-state energyEψ is the more negative
solution of eq 12. The specification ofEb(r), Ed(r), Enb(r), and
H(r) is the same as previously developed (eqs 3, 5, 6, and 7).
Numerical resolution of eq 12 has been performed and leads to
an adiabatic ground-state energy profile very close to the one
obtained from the two-state model (Figure 5).

A further validation of the two-state model will be presented
in the next section through comparison with DFT calculations.
The advantage of the simplified two-state model over a more
complete valence bond model clearly appears here. Even for a
very simple system, the valence bond model requires taking
into account at least four valence bond states and leads to a
nonanalytical solution for the ground-state energy, whereas the
two-state model leads to an approximation of the adiabatic
ground-state energy with analytical expressions (eqs 1-11),11

thus allowing the prediction of the height of the barrier, if any,
using only information relative to reactants and products.

Although interesting, thanks to its simplicity in explaining
the model, the case of allyl radicals is not the best choice to
demonstrate the formation of an activation barrier and thus to
analyze its origin. This is the reason that we apply now the
model to the case of benzyl radicals. The main change from
the preceding case is the fact that four mesomeric forms (Scheme
2) are now involved instead of two. A valence bond description
would thus require us to take into account 16 states with 1
bonding state and 15 repulsive states involving either a radical-
bond repulsion or a bond-bond repulsion. Building the repulsive
more stable stateΦrep was performed in two steps. We first
consider all mesomeric forms with the unpaired electron not
localized on the dimerizing carbon as a single nonbonding
radical form with an energyEnb

rad. The 15 repulsive interactions
are thus replaced by 3 interactions described by a nonbonding

Enb ) (Eb
rad -

Edim

2 ){exp[-â(r - r0)]}
2 + 2Enb

rad (5)

Enb
rad ) Eb

rad

Ed(r) ) (Eb
rad -

Edim

2 ){exp[-â(r - r0)]}
2 + Eb

rad + Enb
rad (6)

Hr)∞ - H(r)

Hr)∞
)

Eb,r)∞ - Eb(r)

(2Eb
rad - Edim)

)

1 - {1 - exp[- â(r - r0)]}
2

H(r) ) Hr)∞{1 - exp[- â(r - r0)]}
2 (7)

Hr)∞ ) Eb
rad (8)

H′(r) ) H′r)∞{1 - exp[- â(r - r0)]}
2 (9)

H′r)∞ ) xEb
∞ EΦ

∞ (10)

Eψ(r ) ∞) ) 0

Eφ
∞ )

Eb
rad + 3Enb

rad - x[Eb
rad - Enb

rad]2 + 8[Hr)∞]2

2

H′r)∞ ) x2Eb
rad(2Eb

rad - x2Hr)∞) ) 2x1 - 1

x2
Eb

rad (11)

|Eb - Eψ H H 0
H Ed - Eψ 0 H
H 0 Ed - Eψ H
0 H H Enb - Eψ

| ) 0

(Ed - Eψ)[(Eb - Eψ)(Ed - Eψ)(Enb - Eψ) -

4H2(Eb + Enb

2
- Eψ)] ) 0 (12)
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state and 2 dual states as depicted in Figure 6 for the 7,7′ and
4,4′ dimerization together with the bonding state. The second
step consists of mixing the three repulsive states as explained
for the allyl model (eq 1) to obtain the repulsive state of interest
Φrep. This state is then mixed with the bonding state in the
framework of the two-state model (eqs 2-7, 9, and 10).
Equation 8 is replaced by

Because

andEb
∞ ) 2Eb

rad, equation 11 is replaced by

The determination of the various ingredients of the model is as
follows. (They are listed in Table 1.)Eb

rad was again obtained
from the stabilization energy corresponding to the two reactions
depicted in Scheme 3 for the 7,7′ and 4,4′ dimerization,
successively. The energy of the actual benzyl radical, which
serves as the origin for the energy scale, is derived from a
UB3LYP/6-31G* calculation as before. The diabatic energy

profile of the bonding state is obtained from eq 3, whereEdim

andâ (Table 1) are obtained from a B3LYP/6-31G* geometry
optimization of the dimer as in the allyl case. Geometry
optimization of the actual benzyl radical also provided the spin
densities,sb, at each carbon from which the energy of the
nonbonding state could be derived according to eq 15:

The carbon spin densities of interest are derived from the
Mulliken population analysis by taking into account only the
spin densities on carbon atoms having an excess of spin up.

The values of all parameters are summarized in Table 1,
leading to the potential energy profiles shown in Figure 7 for
the 7,7′ and 4,4′ dimerization. The characteristics of dimerization
at the 7 position (i.e., at the extra-ring carbon) are very similar
to those of the allyl radicals, showing no significant activation
barrier. On the contrary, dimerization at the 4 position shows a
quite sizable activation barrier. The existence of the barrier is
related to the relatively poor unpaired electron density at the 4
carbon. A substantial amount of energy is thus required to bring
the unpaired electron to the position appropriate for dimerization

TABLE 1: Parameters for the Construction of the Potential
Energy Profiles in Figures 4 and 7

benzyl

radical allyl 7,7′ 4,4′
r0 (Å)a 1.5 1.6 1.6
f (eV/Å-2)a 31.5 21.6 23.3
â (Å-1)b 2.00 1.67 1.84
Edim(eV)a -2.43 -2.70 0.113

Eb
rad (eV)c 0.757 0.584 1.77

sb
d 0.50 0.50 0.18

Enb
rad (eV)e 0.757 0.584 0.388

Hr)∞ (eV) 0.757f 0.584g 0.807g

H ′r)∞ (eV) 0.819h 0.632i 0.615i

a From B3LYP/6-31G* geometry optimization of the dimer.b From
eq 4.c See Schemes 1 and 3.d From UB3LYP/6-31G* geometry
optimization of the radical.e From eq 15.f From eq 8.g From eq 13.
h From eq 11.i From eq 14.

Figure 5. Dimerization of allyl radicals. Comparison of the two-state
model predicted (light blue) and the four valence bond states model
(dark blue) adiabatic potential energy profiles.

SCHEME 2

Hr)∞ ) xEb
rad Enb

rad (13)

EΦ
∞ )

Eb
rad + 3Enb

rad - x[Eb
rad - Enb

rad]2 + 8Eb
rad Enb

rad

2

H′r)∞ ) xEb
rad(Eb

rad + 3Enb
rad - x[Eb

rad - Enb
rad]2 + 8Eb

rad Enb
rad)
(14)

Figure 6. 7,7′ and 4,4′ dimerization of benzyl radicals. Bonding,
nonbonding, and dual states.

SCHEME 3

Enb
rad ) Eb

rad
sb

1 - sb
(15)
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to take place. Localization of the unpaired electron means that
the relative weight of the bonding stateΦb with respect to the
repulsive stateΦrep in the wave functionψ increases. Because
the bonding state has a higher energy than the repulsive state
at large bond distances, increasing its weight in the adiabatic
ground states generates an increase of the corresponding energy,
thus leading to an activation barrier. For the same reasons, the
driving force for dimerization is much smaller (practically zero)
than in the 7,7′ case. This example clearly shows that the two-
state model is helpful in deciphering the origin of the activation
barrier with only the help of information relative to reactants
and products. This is particularly interesting for systems where
full quantum chemical calculations are time-consuming.

Validation and Applications of the Model
Figure 8 compares the adiabatic potential energy profiles

derived from the model to the curves obtained directly by
UB3LYP/6-31G* computation for the three dimerization reac-
tions dealt with in the previous section.12 The agreement between
the two curves is quite satisfactory, especially in view of the
approximate character of several assumptions. We also checked
that, in the case of 4,4′ benzyl dimerization, the transition state
and the intrinsic reaction coordinate pathways from transition
state to reactants and products agree with the potential energy
profile just calculated (Figure 8).

Concerning benzyl radicals, the above analysis, leading to
the results represented in Figure 8, shows that 7,7′ dimerization
is much more favorable than 4,4′ dimerization, not only because
the driving force is much higher in the first case than in the
second but also because there is no activation barrier for the

7,7′ reaction whereas the 4,4′ coupling is hampered by a large
activation barrier.

Other examples are displayed in Figure 9. The first are related
to the investigation of anion radicals of conjugated nitriles,

Figure 7. 7,7′ (left) and 4,4′ (right) dimerization of benzyl radicals.
(a) Variation of the resonance energyH with the carbon-carbon
distance. (b) Potential energy profiles of repulsive states. (Purple)
nonbonding state and (orange) dual states. (Blue) repulsive state after
mixing. (c) Variation of the resonance energyH′ with the carbon-
carbon distance. (d) Potential energy profiles of the (blue) repulsive
state, (green) bonding state, and (red) adiabatic ground state.

Figure 8. Validation of the model by comparing the model predicted
(dark blue) and the UB3LYP/6-31G* calculated (light blue) adiabatic
potential energy profiles for the three indicated dimerizations. (Green
O): transition state and intrinsic reaction coordinate pathway.

Figure 9. Dimerization of protonated nitrile anion radicals and of an
analogue of NAD: (green), bonding state; (red), repulsive states; (dark
blue, light blue) model predicted and UB3LYP/6-31G* calculated
adiabatic profiles, respectively.
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where comparison with their protonated counterpart is a precious
clue in the discussion.4 The values of the parameters used to
construct the diagrams of Figure 9 are summarized in Table 2.
The radical derived from acrylonitrile shows practically no
activation barrier, whereas the radical derived from benzonitrile
exhibits a significant barrier and practically no driving force
for dimerization. The last example shown in Figure 9 is a
synthetic analogue of the NAD radical. Its dimerization is
endowed with a small but distinct activation barrier, in line with
the observation that the dimerization of similar radicals is below
the diffusion limit.13

We note, for these three radicals too, the good agreement
between the application of the model and the direct UB3LYP/
6-31G* computation of the adiabatic potential energy profile.

Nonperfect Synchronization of Bond Cleavage and
Electron Delocalization?

The deprotonation of carbon acids bearing groups on which
the developing charge may be delocalized (usually electron-
withdrawing groups connected to the reacting carbon either
directly or through an unsaturated hydrocarbon structure) has
provided the main experimental basis for the principle of
nonperfect synchronization (PNS).8,14,15In such reactions, two
molecular processes, here deprotonation and delocalization of
charges, are deemed to have made unequal progress at the
transition state, which therefore possesses an imbalanced
character.

The imbalanced character of the transition state for this family
of reactions is defined according to the distribution of charge
over the reaction carbon and the adjacent group, Y, as shown
in Scheme 4.

Imbalance is expressed by

with δC + δY ) 1 (i.e., the negative charge is less resonance

delocalized over the Y group in the transition state than it is in
the product state). The reasons that the transition states of these
deprotonation reactions are imbalanced have been the object
of many investigations and debates.8,14-16 The resolution of this
problem, and more generally the understanding of the dynamics
of proton exchange at carbon atoms, is complicated by the
necessity of taking into account both homolytic and ionic
states.17 In addition, proton tunneling is likely to play a
prominent role in these reactions.18

In contrast, the dimerization of conjugated radicals, as
discussed above, appears to be a particularly simple case where
the PNS could be tested. The adiabatic ground-state wave
function is written asψ ) cbΦb + crepΦrep, whereΦb represents
a bonding state with an unpaired electron fully localized on the
dimerizing carbons, whereasΦrep represents all other valence
bond structures where at least one unpaired electron is not
localized on a dimerizing carbon. Thus,ε ) (cb/crep)2 is an index
to the degree of delocalization (Scheme 5): the more delocalized
the structure, the smallerε.19

Imbalance is then expressed by

(i.e., the unpaired electron is less delocalized over the Y group
in the transition state than it is in the product state). Starting
from the dimer, Figure 10 shows that for the allyl and 4,4′ benzyl
dimers (taken as example of dimerization without and with
activation barrier) the cleavage of the bond, designated as the
main process, is accompanied by resonance delocalization of
each electron of theσ-bond over the rest of each moiety as the
bond stretches. It is clear that the degree of delocalization
increases from reactant to products (i.e., there is a decrease of
ε). It is much less in the transition state, when there is a transition
state, than in each of the two radicals. In this sense, delocal-
ization lags behind bond breaking, thus apparently providing
another example of the application of the PNS. But there is, in
fact, no way that the degree of delocalization should be the same

TABLE 2: Parameters for the Construction of the Potential
Energy Profiles in Figure 9

a From B3LYP/6-31G* geometry optimization of the dimer.b From
eq 4.c From UB3LYP/6-31G* geometry optimization of the radical.
e From eq 15.f From eq 8.g From eq 13.h From eq 11.i From eq 14.

SCHEME 4

δ
C

*

δY
* >

δ
C

δ
Y

SCHEME 5

δ
C

δ
Y

) ε

ε∞ < ε
q

Figure 10. Variation of ln ε with the carbon-carbon distance in the
dimerization of the allyl radical (green line) and the benzyl radical at
position 4 (red line).
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over the whole reaction profile, taking at once the value that it
will have when radical formation reaches completeness. This
remark applies whether dimerization is endowed with an
activation barrier. It follows that the simple invocation of the
PNS is not sufficient to explain whether an activation barrier
exists or does not exist. It is actually necessary to specify how
the degree of delocalization varies with the degree of bond
cleavage. The present model assumes that resonance, as
measured by the exchange energyH′, increases regularly at the
same pace as bond cleavage, allowing delocalization to take
place progressively. A comparison with quantum chemical
calculation validates the model and therefore validates the
assumption. In this sense, delocalization is synchronous with
bond breaking.

Concluding Remarks

1. Localization of the unpaired electron on the dimerizing
carbon upon bond formation is an essential factor of both the
thermodynamics and kinetics of unsaturated radical dimeriza-
tions.

2. From this starting point, a model of the dimerization/
cleavage reaction may be built on the basis of the resonance
combination of two states, one in which each electron of the
forming bond is localized on the dimerizing carbon atom and
another that is purely repulsive, built up from valence bond
structures in which there are only repulsive interactions between
mesomeric forms of each radical. The ground-state potential
energy profiles thus predicted are in satisfactory agreement with
the profiles generated by quantum chemical calculations.
According to the nature of the radicals, the reactions profiles
may or may not exhibit an activation barrier to dimerization

3. The two-state model thus helps us to understand the origin
of the activation barrier. The crucial factor in this connection
is the magnitude of the localization energy (i.e., the resonance
energyH). A large value of this parameter results in a decrease
of both the driving force and the appearance and an increase of
the activation barrier.

4. The model allows the prediction of the existence and
approximate height of the activation barrier from data pertaining
only to the reactant and product systems. This is particularly
interesting for systems where full quantum chemical calculations
are time-consuming.

5. The dimerization of unsaturated radicals appears to be a
particularly illuminating example where an accompanying
process, namely, resonance stabilization of the forming radical,
lags behind the main process (i.e., bond formation). From an
alternative viewpoint, the observation that the validation of the
assumption that the resonance integral increases at the same
pace as bond cleavage leads to the conclusion that delocalization
synchronously accompanies bond breaking.

Supporting Information Available: Rumer functions for
the allyl radical. Establishment of the secular determinant for

the determination of the repulsive state. Establishment of the
secular determinant for the four valence bond state treatment.
Methodology for quantum chemical calculations. This material
is available free of charge via the Internet at http://pubs.acs.org.
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