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Procedures for accurately predicting the kinetics of hydrogen atom associations with hydrocarbon radicals
are described and applied to a series of reactions. The approach is based on CASPT2/cc-pvdz evaluations of
the orientation-dependent interaction energies within variable reaction coordinate transition state theory. One-
dimensional corrections to the interaction energies are estimated from CAS+1+2/aug-cc-pvtz evaluations
for the H+ CH3 reaction, and a dynamical correction factor of 0.9 is applied. This corrected CASPT2 approach
yields results that are within 10% of those obtained with the full CAS+1+2/aug-cc-pvtz potential for the H
+ CH3, H + C2H5, H + C2H3, and H+ C2H reactions. New predictions are made for the H+ iso-C3H7, H
+ tert-C4H9, H + C6H5, and H+ C10H7 reactions. For the H+ CH3 and H + C2H3 reactions, where the
experimental values appear to be the most well-determined, theory and experiment essentially agree to within
their error bars. For the other reactions, the agreement is reasonably satisfactory given the often large dispersion
in the experimental results. For the reactions with saturated alkyl radicals, the theory predicts that each additional
CH3 group increases the steric factor by approximately a factor of 2. In contrast, for the unsaturated radicals,
the H+ C6H5 and H+ C10H7 high-pressure association rate coefficients are nearly identical to that for H+
C2H3.

1. Introduction

The simplest of the hydrogen atom-hydrocarbon radical
association reactions

has been an important benchmark for the study of radical-
radical association reactions. It is known to be of impor-
tance in the chemistry of both hydrocarbon combustion1

and planetary atmospheres.2 Its rate has been measured in
both the forward1,3-5 and the reverse directions.6-11 Studies
of isotopically substituted reactions1,4,5 have provided defini-
tive data for the high-pressure limit. There have also been
numerous theoretical studies of this reaction, including ab initio
studies of the potential surface12-21 together with statisti-
cal adiabatic channel model,22-27 Gorin model,28 transition
state theory,14,19,21,29-36 quasiclassical trajectory,21,33,37-39 and
quantum dynamics40 studies of the kinetics. As a con-
sequence, the temperature dependence of the high-pres-
sure association rate coefficient for this reaction is fairly well-
understood.

The number of reported studies of hydrogen atom reactions
with larger hydrocarbon radicals (both experimental and theo-

retical) drops precipitously as the size of the radicals increases.
Consider, for example, the prototypical series of hydrogen atom
associations with primary, secondary, and tertiary alkyl radicals
in reactions 2-4

Ten measurements have been reported41-50 on the rate of
reaction 2. All are at relatively low temperatures, and there is
large scatter in the data (the two most recent of these measure-
ments differ by approximately a factor of 3 at room tempera-
ture). Only one measurement for reaction 3 has been reported,51

and no measurements have been reported for reaction 4.
Reaction 2 is thought to be the most important loss process for
C2H5 in the atmospheres of Jupiter and Saturn. Models of the
chemistry of these atmospheres require low-temperature rate
data; however, only one low-temperature measurement has been
reported50 for reaction 2.

There have also been numerous experimental studies of the
related dissociations, which are directly related to the association
rate coefficients through the equilibrium constant. However, in
this overview article, we shall consider only the direct associa-
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H + CH3 f CH4 (1)
H + C2H5 f C2H6 (2)

H + iso-C3H7 f n-C3H8 (3)

H + tert-C4H9 f iso-C4H10 (4)
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tion rate coefficient measurements, to avoid any ambiguities
related to the properties of the equilibrium constant. Consider-
ation of the dissociation measurements is more appropriate in
the context of a complete analysis of the pressure dependence
of the kinetics.

Aside from the importance of these reactions in combustion
chemistry and planetary atmospheres, reactions 1-4 are of more
fundamental interest. Early attempts to rationalize the rates of
radical-radical associations involved comparing the observed
rate coefficients to calculated collision frequencies and attribut-
ing the difference to steric factors.52 Attempts were then made
to analyze these steric factors in terms of overlap (or lack
thereof) between the two radical orbitals for particular orienta-
tions and in terms of excluded volumes caused by Pauli principle
repulsions involving bond pairs adjacent to the radical sites.
These efforts were hampered by the lack of accurate rate data.
Although more of this rate data is now available, the lack of
data for the largest radical in the series of reactions 1-4 and
uncertainties in the rates for reactions 2 and 3 continue to make
this kind of empirical analysis problematic. For these reasons,
our understanding of steric factors in these association reactions
is still incomplete.

Association reactions involving unsaturated hydrocarbon radi-
cals are also of potential importance in combustion and planetary
atmospheres. The simplest of these are reactions 5 and 6.

Measurements on reaction 5 have only been reported for the re-
verse reaction53-55 although there have been previous theoretical
studies in both directions.56,57A number of measurements have
been reported58-62 for reaction 6 in the forward direction (see
also the recent review by Laufer and Fahr63). It has been noted64

that reaction 6 is an important chain-terminating step in the
pyrolysis of ethane. For association reactions involving unsatur-
ated radicals, there has been some discussion as to the possible
participation of triplet surfaces60 although theoretical studies65

have shown that this is not likely, at least for reaction 6.
In a previous series of papers, we presented theoretical

analyses of the reactions H+ CH3,21 H + C2H3,65 and H +
C2H5.66 These studies employed large basis set, ab initio,
multireference, configuration interaction (CAS+1+2) calcula-
tions to characterize the potential surfaces together with variable
reaction coordinate transition state theory (VRC-TST)67,68,69to
calculate the high-pressure-limit rate coefficients. Although this
approach yields reliable predictions, it cannot be readily applied
to larger systems due to the poor scaling properties of
CAS+1+2 calculations. In this paper, we demonstrate that the
combination of small basis set, second-order, multireference
perturbation theory (CASPT2) calculations together with a
simple one-dimensional (1D) correction yields potential surfaces
of comparable accuracy to those from the large basis set
CAS+1+2 calculations in the kinetically significant regions for
these reactions. The key advantage of the CASPT2-based
approach is that the superior scaling properties of CASPT2
versus CAS+1+2 allow calculations on much larger systems.

The outline of this paper is as follows; in the next section,
we describe the details of the electronic structure and VRC-
TST methods used. In section 3.1 we report calculations on four
association reactions 1, 2, 5, and 6, each of which involve only
two heavy atoms. Here, we compare potential surfaces and
kinetics obtained using both large basis set CAS+1+2 and the
new, corrected, small basis set CASPT2 approach. These

comparisons demonstrate that the corrected CASPT2 potential
surfaces are sufficiently accurate for the calculation of the high-
pressure association rate coefficients. In section 3.2, we then
report new predictions for some sample larger systems, specif-
ically reactions 3, 4, and 7-9

for which large basis set multireference configuration interaction
calculations are not readily feasible.

2. Methods

2.1. Electronic Structure Methods. As described in the
Introduction, we report two levels of electronic structure
calculations, large basis set CAS+1+2 and small basis set
CASPT2. The CAS reference spaces for both calculations are
identical. Specifically, we use the smallest complete active space
(CAS) reference space that yields a qualitatively correct
description (no spurious ionic character and no spin contamina-
tion) of the reactant asymptote. For all of the reactions studied
here, a two-electron, two-orbital CAS reference space satisfies
this criterion.

The CAS+1+2 calculations employ the Dunning70 aug-cc-
pvtz basis set and the internal contraction formalism of Werner
and Knowles.71,72A multireference, Davidson correction is used
to correct for the neglect of higher-order excitations. The
CASPT2 calculations employ the Dunning73 cc-pvdz basis sets
and the formalism of Celani and Werner.74 The MOLPRO
program package75,76was used for both the CAS+1+2 and the
CASPT2 calculations.

As discussed in the next section, the transition state theory
method used here neglects changes in the internal degrees of
freedom of the reactants, i.e., the geometries of the hydrocarbon
radicals are kept fixed at their asymptotic, equilibrium geom-
etries. With this approximation all of the hydrogen+ hydro-
carbon radical association reactions can be treated using three-
dimensional potential surfaces where the three dimensions
correspond to motions of the hydrogen atom relative to the rigid,
fixed hydrocarbon radical. The kinetic predictions are only
weakly dependent on the equilibrium geometries of these
radicals and so they were simply determined from B3LYP/6-
31G* calculations using the GAUSSIAN98 program.77

In Figure 1, we compare one-dimensional potential curves
for H + CH3 calculated using the CAS+1+2/aug-cc-pvtz and
CASPT2/cc-pvdz methods. Both curves are calculated assuming
the H atom approaches along theC3 axis of the CH3 radical. In
Figure 2, we plot the difference between these two potential
curves. From these plots, it can be seen that the CAS+1+2/
aug-cc-pvtz potential curve is approximately 20% more attrac-
tive than the CASPT2/cc-pvdz curve in this kinetically sensitive,
long-range region. It should be noted that this difference is
almost entirely due to the difference in basis sets, cc-pvdz vs
aug-cc-pvtz, not to the difference in methods, CASPT2 vs
CAS+1+2. This∼20% difference in the attractiveness of these
two potentials will translate into an∼20% difference in the
room-temperature association rate coefficients calculated using
these two potentials (see below).

To correct the cc-pvdz calculations for this basis set defi-
ciency, we will make two key approximations. First, we assume
that the difference potential shown in Figure 2, although
calculated for approach along theC3 axis of CH3, is, to a

H + CCH f HCCH (5)

H + C2H3 f C2H4 (6)

H + C6H5 f C6H6 (7)

H + 1-C10H7 f C10H8 (8)

H + 2-C10H7 f C10H8 (9)
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reasonable approximation, independent of orientation. The
second approximation is that the same difference potential,
evaluated for H+ CH3, can be used to correct any CASPT2/
cc-pvdz, hydrogen atom+ hydrocarbon radical, association
potential. With these two approximations we then define the
potential,V, for a hydrogen atom interacting with an arbitrary,
rigid, hydrocarbon radical as follows

whereVCASPT2/cc-pvdz(R,θ,φ) is the three-dimensional CASPT2/
cc-pvdz potential for a hydrogen atom interacting with the
hydrocarbon radical,R is the distance between the hydrogen
atom and the closest radical carbon atom,θ andφ are the two
orientational degrees of freedom of the three-dimensional
potential, and∆H+Me is the difference between the CAS+1+2/

aug-cc-pvtz and CASPT2/cc-pvdz potentials for H+ CH3

calculated for approach along theC3 axis of the rigid CH3 radical
(Figure 2). The justification for this definition will be given in
sections 3.1.1-3.1.4 where we will compare high-pressure-limit,
TST association rate coefficients for four reactions calculated
using both potentials defined by eq 10 and potentials derived
directly from CAS+1+2/aug-cc-pvtz calculations.

2.2. Transition State Theory Methods. For barrierless
reactions, the transition state varies greatly with energy and with
angular momentum, with these variations making it relatively
difficult to obtain accurate a priori predictions for the association
rate coefficients.78 In the following qualitative discussion, for
simplicity, we will focus on the temperature dependence of the
properties of the transition state. However, it is important to
recognize that an accurate accounting of the energy and angular-
momentum dependence of the transition state properties is a
prerequisite to making accurate TST predictions. Thus, the
present analyses are all performed at the energy and angular-
momentum-resolved level.

There are two key aspects to the variations in the transition
state. Typically, one focuses on the variation in the separation
between the two reacting fragments, which generally varies from
tens of angstroms at low temperatures to about 2-4 Å at higher
temperatures. However, the variation in the shape or form of
the transition state dividing surface is in reality just as important.
At low temperature, where the fragment-fragment separation
in the transition state is large, the distance between the centers
of mass of the two fragments provides a good representation
of the reaction coordinate and thus the shape of the dividing
surface. At shorter separations, as chemical bonding begins to
develop, a fixed separation between the centers of the radical
orbitals on each of the fragments provides a better first
approximation to the transition state dividing surface.

With the variable reaction coordinate approach, the dividing
surfaces are defined in terms of a fixed distance between pivot
points on each of the fragments.67,68,79-81 These pivot points
define the origins of the fragment rotations within the transition
state dividing surface. Both the location of the pivot points and
the separation between them are varied in determining a
variational minimum for the TST rate coefficient. When the
pivot points are placed at the centers of mass of the fragments,
one obtains an approach that is appropriate at large separations.
When the pivot points are placed near the center of the radical
orbitals, one obtains an approach that is appropriate at short
separations. Thus, the variable reaction coordinate approach
provides a unified treatment of the two quite distinct transition
state regions and thus for the full range of temperatures.

For each of the reactions considered here, the pivot point for
the hydrogen atom is simply taken to be its center of mass.
The situation for the polyatomic hydrocarbon radicals is
considerably more complex. The hydrogen atom can often add
to these radicals from two different sides. For radicals in which
the radical center is nonplanar, the two sides of the radical are
not equivalent, and we refer to the convex side as the “front”
and the concave side as the “back” It can then be important to
have an independent optimization of the shape of the dividing
surface for the different sides of attack. A recent generalization
of the variable reaction coordinate approach accomplishes this
independent optimization by placing multiple pivot points on
each of the fragments.69,80 A multifaceted dividing surface is
then generated from the consideration of a set of fixed distances
between each pair of pivot points (with one part of the pair on
each of the fragments). An alternative approach, which is
conceptually less satisfactory since it can violate the variational

Figure 1. Potential curves for H+ CH3. The solid line corresponds
to CAS+1+2/aug-cc-pvtz and the dashed line to CASPT2/cc-pvdz.

Figure 2. Difference potential curve for H+ CH3, ∆H-Me )
VCAS+1+2/aug-cc-pvtz- VCASPT2/cc-pvdz.

V(R,θ,φ) ) VCASPT2/cc-pvdz(R,θ,φ) + ∆H+Me(R) (10)
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principle, is based on the assumption of infinite potentials
separating the different binding sites.65,68,69,82The addition rate
to the different binding sites can then be evaluated separately,
with the total rate simply given by the sum of those for the
individual sites.

An H atom can add to either of the two identical faces of the
CH3 radical. Thus, the multifaceted dividing surface approach
considers two separate pivot points for the CH3 radical, one for
each face. Meanwhile, for the H atom, the pivot point is simply
taken to lie at its nucleus. The equivalence of the two faces of
the methyl radical implies that the two pivot points are
symmetrically related for anyE, J combination. This symmetry
also implies that, for the CH3 + H reaction, the infinite potential
and multifaceted dividing surface results are identical. For either
approach, the variational optimization involves the minimization
of the rate coefficient with respect to two coordinates, the
distanced specifying the location of the CH3 pivot points relative
to the C atom along itsC3 axis and the distancer specifying
the separation between the two pivot points.

For the vinyl radical and most of the other radicals, the
hydrogen atom can again add from either the front or the back.
In addition, there is a barrierless pathway leading to the
abstraction of a hydrogen atom. Thus, three pivot points are
considered for the C2H3 radical. Symmetry implies that these
three pivot points can be taken to lie in the plane of the C2H3

radical. However, in this case, the sides are not equivalent, and
a complete multifaceted dividing surface analysis should jointly
optimize nine parameters. These nine parameters consist of a
distance and orientation relative to the radical C atom for each
of the C2H3 pivot points and separate distances between the H
atom and each one of these C2H3 pivot points. In contrast, the
infinite potential approach separates the analysis into three
separate evaluations, with three parameters to be optimized for
each one.

The two approaches were found to yield similar results (within
∼5%) in a related study of the C3H3 + H reaction69 and in
preliminary studies of a number of the present reactions. Thus,
the infinite potential approach, which is, of course, much more
efficient, was followed in generating the final results presented
here. However, it is worth noting that the multifaceted dividing
surface approach can generally be made tractable via simple
restrictions in the optimization space. For example, the pivot
point to pivot point separations for different faces may be
assumed to have a constant difference.

The variable reaction coordinate approach is based on a
separation of modes into the internal vibrational modes of the
fragments, termed the conserved modes, and the remaining
“transitional” modes, which correlate with the rotations and
relative translations of the fragments. A classical treatment for
the latter modes suffices, due to their low-frequency nature. The
full transition state partition function may be obtained from a
convolution of the classical result for the transitional modes
with a direct sum over the quantized energy levels for the
conserved modes.

However, under certain limiting conditions, the conserved
mode contribution to the transition state partition function is
canceled by the analogous contribution to the reactant parti-
tion function within the high-pressure-limit rate coefficient. In
particular, this cancellation arises when the conserved modes
are considered to be adiabatic and to be unchanged from their
separated fragment values.83 Studies of the vibrational distri-
butions in photodissociation experiments suggest that the
conserved modes are indeed adiabatic from the transition state
to separated products.84,85 However, at shorter separations,

geometrical relaxations of the fragment structures do arise, and
the conserved mode frequencies do vary. The geometrical
relaxations yield a decrease in the potential and a corresponding
increase in the rate coefficient, while the vibrational frequencies
typically increase with decreasing separation yielding a decrease
in the rate coefficient. The canceling effect of these two
variations mitigates their significance to some extent. For
simplicity, these two effects will be ignored in all of the present
calculations, and the conserved mode contributions will be
assumed to cancel.

Nevertheless, it is worth noting that, at very high tempera-
tures, e.g., above about 2000 K, the transition state occasionally
moves in to such short separations that the minimum in the
flux disappears and the rate goes smoothly to zero with
decreasing separation. This disappearance of the minimum is
an artifact of the neglect of the relaxation of the conserved
modes. The conserved mode relaxation energy becomes sig-
nificant at about 4 bohr. The inclusion of the relaxation energy
has the effect of constraining the optimal dividing surfaces to
lie at larger separation. Sample calculations suggest that simply
constraining the dividing surface to lie at about 4 bohr or larger,
as is done here, provides an effective approximate solution to
the neglect of the relaxation effects. For the present reactions,
the net effect is an ambiguity of about 5% in the estimated rate
coefficient at 2000 K. A more detailed consideration of these
factors will be provided in a future study. Note, however, that
these effects are expected to be more important in reactions
with weak attractions, such as those that occur with resonantly
stabilized radicals, and in reactions with greater steric effects,
such as those that occur with two polyatomic reactants.

In some cases, for example, C2H5 + H, the front and back
additions appear to become equivalent when certain low-
frequency internal modes (e.g., the umbrella bending and/or
torsional modes) of the radical fragment are allowed to relax.
In this instance, one might assume that the front rate should
simply be multiplied by a factor of 2. However, this assumption
is in fact incorrect, as the potential for these internal mode(s)
of the radical also changes from its form at infinite separation.
A proper treatment should consider the joint partition function
for these internal mode(s) and transitional modes (including both
front and back). The accurate evaluation of this joint partition
function is generally too complex. Nevertheless, it may be
reasonably approximated as the sum of the transitional mode
partition functions for the front and back times the partition
function for these internal mode(s).86 In the transition state, the
contribution to this joint partition function from the internal
mode(s) effectively cancels with their contribution to the
reactants partition function. Thus, the proper effective transi-
tional mode partition function at the transition state is the sum
of those for the front and back additions.

With these simplifications, the implementation of the variable
reaction coordinate approach to a given reaction just requires
an interaction potential for arbitrary separation and orientation
of the two reacting fragments. The determination of this potential
from CASPT2 and CAS+1+2 calculations was described in
the preceding subsection. For the present case of the addition
of an atom to a radical, it is relatively straightforward to generate
analytic forms for these interaction potentials from fits to ab
initio calculations on a grid of data points. This fitting has been
performed for the CAS+1+2 surfaces, while for the CASPT2
surfaces we have mostly evaluated the interaction energies on
the fly.

In either case, we evaluate the configurational integrals via
Monte Carlo integration over the orientational coordinates. These
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integrations are done on parallel workstation clusters with the
Monte Carlo sampling terminated when the predicted error bars
are below a given threshold. For the cases with analytic
potentials and the four test reactions, these error bars were
chosen to be on the order of 1-2%. For most of the larger
reactions, where the interaction energies were generated on the
fly, errors bars of 5% were deemed acceptable. For the H+
naphthyl reactions, errors bars of 10% were employed.

Pivot point to pivot point separations ranging from about 4
bohr to about 15 bohr were considered. At short separations,
grid spacings of 0.5 bohr were employed, and the pivot points
were located in the neighborhood of the radical orbital center.
The pivot point locations were optimized on a 0.5 bohr grid,
with optimal displacements from the radical ranging from 0 to
2 bohr. An optimal displacement of 1.5-2.0 bohr in the direction
of the radical orbital was found to be most typical, as was found
in earlier studies.21,65,66These locations reinforce the view that
the optimal dividing surfaces are closely related to the contours
of the radical orbital.65

At larger separations (8 bohr and greater), where the
dependence on separation is weaker, spacings were gradually
increased to up to 2 bohr, and the pivot point was placed at the
radical center of mass. Some overlap in the short- and long-
range descriptions was incorporated by considering both sets
of pivot points in the 8-9 bohr region.

With these grid parameters, we expect minimization errors
of about 5% or less. The infinite potentials employed to separate
the front, back, and abstraction channels were obtained from
consideration of the contour plots of the potential energy surface.
The abstraction channel is ignored here to focus solely on the
association rates. In some instances, it does, however, contribute
significantly to the overall reaction rate, for example, for the
tert-butyl + H reaction.

In prior work, we have examined the kinetics of a number of
H atom addition reactions (e.g., H+ CH3,21 H + C2H3,68 H +
C3H3,69 H + C3H5, H + CH3O,87 etc.) with trajectory simula-
tions. These trajectory simulations suggest that the best VRC-
TST predictions tend to overestimate the rate coefficient by
about 10%. Thus, each of the calculations presented here
employs a uniform dynamical correction factor of 0.9.

3. Results and Discussion

3.1. Tests of Corrected CASPT2/cc-pvdz Calculations for
Small Systems.The focus of this section will be a comparison
of CAS+1+2/aug-cc-pvtz and corrected CASPT2/cc-pvdz
potential surfaces and of VRC-TST association rate coefficients
calculated using these surfaces. The four hydrocarbon radicals
chosen for this comparison, CH3, C2H5, C2H3, and C2H, are of
very different character, having radical orbitals of pure p, sp3,
sp2, and sp hybridization, respectively. As described above, the
same 1D correction will be used for all four reactions to allow
the application of this approach to large radicals. This 1D
correction is based solely on the H+ CH3 potential.

3.1.1. H + CH3 f CH4. In Figure 3, we show a two-
dimensional contour plot of the CAS+1+2/aug-cc-pvtz potential
for H + CH3. This can be compared to the contour plots in
Figures 4a and 4b in which we show the corresponding
CASPT2/cc-pvdz potential and the difference between the
CAS+1+2/aug-cc-pvtz and CASPT2/cc-pvdz potentials, re-
spectively. These plots demonstrate that although the CASPT2/
cc-pvdz potential is not as attractive as the CAS+1+2/aug-cc-
pvtz potential, in all other respects, the shapes of the two
potentials are quite similar. The corrected CASPT2/cc-pvdz
potential for this system, as defined by eq 10, is shown in Figure

5a, and the difference between this potential and the CAS+1+2/
aug-cc-pvtz potential is shown in Figure 5b. From Figure 5b, it
can be seen that the only part of the corrected CASPT2/cc-
pvdz potential that differs from the CAS+1+2/aug-cc-pvtz
potential by more than 1 kcal/mol is in the repulsive regions
where the H atom is approaching in, or close to, the plane of
the CH3 radical. In this region, which is of little relevance to
the kinetic estimates, the corrected CASPT2 potential is slightly
less repulsive than the more accurate CAS+1+2 potential.

Figure 3. Two-dimensional contour plot of the three-dimensional
CAS+1+2/aug-cc-pvtz potential surface for the H+ CH3 f CH4

association reaction. The plotting plane is perpendicular to the plane
of the molecule, includes one CH bond, and bisects the other two CH
bonds. The heavier contours denote positive energies, and the lighter
contours denote negative energies. Zero energy is defined to be the
energy of the H+ CH3 asymptote. The contour increment is 1 kcal/
mol. All distances are in atomic units (1 au) 0.52918 Å). The blank
circle in the center hides parts of the surface that are not relevant to
the association kinetics and were therefore not calculated.

Figure 4. Potential and difference potential surfaces for H+ CH3 f
CH4. (a) CASPT2/cc-pvdz potential surface. (b) The difference potential,
CAS+1+2/aug-cc-pvtz minus CASPT2/cc-pvdz. Plotting conventions
for both part a and part b are as in Figure 3.

Figure 5. Corrected CASPT2/cc-pvdz potential surface and difference
potentials for H+ CH3 f CH4. Plotting conventions are as in Figure
4.
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High-pressure-limit, TST rate coefficients from the CAS+1+2/
aug-cc-pvtz, the CASPT2/cc-pvdz, and the corrected CASPT2/
cc-pvdz potentials are shown in Figure 6. The rate coefficients
from all three calculations are multiplied by 0.9 to correct for
transition state recrossing (see above). As expected, the rate
calculated on the uncorrected CASPT2/cc-pvdz potential is
significantly below that on the CAS+1+2/aug-cc-pvtz potential
because the CASPT2/cc-pvdz potential is less attractive. The
error ranges from-25% at low temperature to-15% at high
temperature. The rate calculated on the corrected CASPT2
potential is in significantly better agreement with the CAS+1+2/
aug-cc-pvtz rate, having a maximum error of+5%.

Also shown in Figure 6 for comparison are experimentally
derived rate coefficients.1,4,5 The experimental measurements
have all been made for isotopically substituted reactions and
have been converted to high-pressure-limit H+ CH3 rate
coefficients.21 There is a fairly wide scatter in the experimental
data, and our best calculations (solid and dotted lines) are seen
to be in good agreement with the higher end of the experimental
results.

For this reaction, it is possible to consider somewhat larger
basis sets. The association rate coefficients calculated with the
CAS+1+2 method employing the cc-pvdz, cc-pvtz, and cc-
pvqz basis sets as well as the aug-cc-pvdz, aug-cc-pvtz, and
aug-cc-pvqz basis sets are illustrated in Figure 7. As expected,
both series appear to be converging, and the convergence
appears to be to the same value. The corresponding one-
dimensional reaction path potential energy curves show similar
trends. Notably, the augmented basis sets converge much more
rapidly, with the aug-cc-pvqz result essentially identical to the
aug-cc-pvtz result.

3.1.2. H + C2H5 f C2H6. In Figure 8a, we show a
two-dimensional contour plot of the CASPT2/cc-pvdz potential
for hydrogen atom interacting with an ethyl radical. Unlike
methyl radical, the radical site of the ethyl radical is slightly
nonplanar making the front and back of the radical unequivalent.
Although the front of the radical site is somewhat more attractive
than the back, the potential surface clearly shows that barrierless
additions from either side are possible. Also unlike H+ CH3,

H + C2H5 has a second strongly exothermic, product channel,
abstraction or disproportionation, forming H2 + ethylene. These
calculations, in agreement with our previous calculations,66 show
a barrierless path for abstraction of one of the three methyl
hydrogen atoms. In Figure 8a, this abstraction path appears as
two negative contours in the upper-left quadrant. In our previous
study, we concluded that addition is the dominant product
channel with disproportionation contributing at most 15% at
low temperature, rising to at most 40% at high temperature (but
most likely still less than 15%). A complete treatment of the
disproportionation path must take into account the relaxation
of the geometry of the ethyl radical as the reaction progresses
and, for this reason, is beyond the scope of this paper. For all
systems studied here, we will focus only on the association
reactions.

In Figure 8b, we show the difference potential (CAS+1+2/
aug-cc-pvtz minus CASPT2/cc-pvdz) for the H+ C2H5 as-
sociation. As for H+ CH3, the difference potential is found to
be small, and at least in the vicinity of the addition paths, it has
little angle dependence. A plot of the corrected CASPT2
potential (eq 10) is shown in Figure 9a, and the difference
between the corrected CASPT2/cc-pvdz potential and the
CAS+1+2/aug-cc-pvtz potential is plotted in Figure 9b. The
difference plot shows that on the CH2 side of the radical the

Figure 6. High-pressure-limit rate coefficients for H+ CH3 f CH4.
The solid curve is calculated using the CAS+1+2/aug-cc-pvtz potential,
the dashed curve using the CASPT2/cc-pvdz potential, and the dotted
curve using the corrected CASPT2/cc-pvdz potential. All of the
calculated rates are multiplied by 0.9 to correct for recrossing. Key to
experimental results: solid circles, Brouard et al.;4 open circles, Seakins
et al.;1 solid triangles, Su and Michael.5

Figure 7. High-pressure-limit rate coefficients for H+ CH3 f CH4:
CAS+1+2/cc-pvdz (dashed red), CAS+1+2/cc-pvtz (dashed green),
CAS+1+2/cc-pvqz (dashed blue), CAS+1+2/aug-cc-pvdz (solid red),
CAS+1+2/aug-cc-pvtz (solid green), and CAS+1+2/aug-cc-pvqz
(solid blue).

Figure 8. CASPT2/cc-pvdz potential surface and difference potentials
for H + C2H5 f C2H6. The plotting plane is the symmetry plane.
Plotting conventions are as in Figure 4.
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potential is a little too attractive (as was the case for H+ CH3),
while on the CH3 side the potential is still a little too repulsive.
Again, as for H+ CH3, the largest errors occur in regions where
the potential is repulsive and so should have little effect on the
predictions for the association kinetics.

A comparison of the high-pressure-limit association rate
coefficients on the three potentials is shown in Figure 10. The
results are very similar to those for H+ CH3 with the
uncorrected CASPT2 potential giving rate coefficients that are
low by 10-40% relative to the CAS+1+2 potential, while the
corrected CASPT2 and CAS+1+2 results are within(10% over
the entire temperature range.

Also shown in Figure 10 are the experimental results of
Sillesen et al.49 and Pimentel et al.,50 the two most recently
reported measurements. At room temperature, the predicted rate,
2.0× 10-10 cm3 molecule-1 s-1 falls between the results from
refs 49 (2.9× 10-10 cm3 molecule-1 s-1) and 50 (1.1× 10-10

cm3 molecule-1 s-1). The difference between the present
theoretical result and the slightly higher rate of Sillesen et al.49

might be explained in part by a contribution from the dispro-
portionation channel, which is neglected in these calculations,
although the only direct measurement44 of the disproportionation
rate suggests a contribution of just 2% to the total rate.

3.1.3. H+ C2H3 f C2H4. In Figure 11a, we show a two-
dimensional contour plot of the CASPT2/cc-pvdz potential for
a hydrogen atom interacting with a vinyl radical. As for H+
C2H5, there are two distinct barrierless addition paths corre-
sponding to approach of the radical site from either the positive
y-direction or the negativey-direction. In this case, the two
addition paths are much less similar than for H+ C2H5, with
approach from the positivey-direction being much more
attractive than approach from the negativey-direction. Also as
for H + C2H5, there is a second exothermic, barrierless product
channel corresponding to abstraction of one of the CH2

hydrogens (the one trans to the radical orbital). As discussed in
our previous paper,65 a pathway can also be found for abstraction
of the other CH2 hydrogen, although this path is predicted to
have a small barrier and therefore will not compete to a
significant extent with the barrierless paths. Also as for H+
C2H5, we will consider only the association reaction.

In Figure 11b, we show the difference potential (CAS+1+2/
aug-cc-pvtz minus CASPT2/cc-pvdz) for the H+ C2H3 as-
sociation. As for the previous cases, the difference potential is
found to be small, and at least in the vicinity of the addition
paths, it has little angle dependence. A plot of the corrected
CASPT2 potential (eq 10) is shown in Figure 12a, and the
difference between the corrected CASPT2/cc-pvdz potential and
the CAS+1+2/aug-cc-pvtz potential is plotted in Figure 12b.
The difference plot shows that on the CH side of the radical
(the right-hand side of the plot) the potential is a little too
attractive, but again the largest errors are in regions where the
potential is repulsive and so should have little effect on the
association kinetics.

A comparison of the high-pressure-limit association rate
coefficients on the three potentials is shown in Figure 13. The
results are very similar to those for the previous reactions with
the uncorrected CASPT2 potential giving rate coefficients that
are low by 10-40% relative to the CAS+1+2 potential, while

Figure 9. Corrected CASPT2/cc-pvdz potential surface and difference
potentials for H+ C2H5 f C2H6. Plotting conventions are as in Figure
4.

Figure 10. High-pressure-limit rate coefficients for H+ C2H5 f C2H6.
Plotting conventions are as in Figure 6. The solid circle represents the
experimental result of Sillesen et al.49 The solid squares are the results
of Pimentel et al.50

Figure 11. CASPT2/cc-pvdz potential surface and difference potentials
for H + C2H3 f C2H4. Plotting conventions are as in Figure 4. The
plotting plane coincides with the C2H3 plane.

Figure 12. Corrected CASPT2/cc-pvdz potential surface and difference
potentials for H+ C2H3 f C2H4. Plotting conventions are as in Figure
4.
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the corrected CASPT2 and CAS+1+2 results are within(10%
over the entire temperature range.

Also shown in Figure 13 are the experimental data of Fahr
et al.,59,60 Monks et al.,58 Heinemann et al.,61 and Kowari et
al.62 The calculations agree well with the higher end of the range
of experimental data. An estimated 10% contribution from
disproportionation65 does not significantly affect this compari-
son.

3.1.4. H+ CCH f HCCH. In Figure 14a, we show a two-
dimensional contour plot of the CASPT2/cc-pvdz potential for
a hydrogen atom interacting with an ethynyl radical. In Figure
14b, we show the difference potential (CAS+1+2/aug-cc-pvtz
minus CASPT2/cc-pvdz) for the H+ CCH association. As for
the previous cases, the difference potential is found to be small,
and at least in the vicinity of the addition paths, it has little
angle dependence. A plot of the corrected CASPT2 potential
(eq 10) is shown in Figure 15a, and the difference between the
corrected CASPT2/cc-pvdz potential and the CAS+1+2/aug-
cc-pvtz potential is plotted in Figure 15b. The difference plot
shows that the agreement between the corrected CASPT2/cc-
pvdz and the CAS+1+2/aug-cc-pvtz potentials is nearly perfect.

A comparison of the high-pressure-limit association rate
coefficients on the three potentials is shown in Figure 16. The
results obtained using the corrected CASPT2 and CAS+1+2
potentials are in nearly perfect agreement over the entire

temperature range, while the uncorrected CASPT2 results are
again 10-30% too low.

3.2. Corrected CASPT2/cc-pvdz Calculations for Larger
Systems.In the preceding section, it was demonstrated that
VRC-TST calculations using corrected CASPT2/cc-pvdz po-
tential surfaces yield association rate coefficients for all four
test reactions, H+ CH3, H + C2H5, H + C2H3, and H+ C2H,
that are in excellent agreement with results using more accurate
(and much more costly) CAS+1+2/aug-cc-pvtz potential sur-
faces. Thus, although the 1D correction used is based only on
the H + CH3 reaction, it appears to be applicable to potential
surfaces for H atom reactions with a wide range of hydrocarbon
radicals. In this section, we report the results of calculations
using the corrected CASPT2/cc-pvdz potentials on larger
systems for which large basis set, multireference configuration
interaction calculations are not feasible.

3.2.1. H + Alkyl Radicals. Corrected CASPT2/cc-pvdz
potential surfaces for H+ iso-propyl and H+ tert-butyl are
shown in Figure 17. Comparing these to the corresponding plots
for H + CH3 (Figure 5a) and H+ C2H5 (Figure 9a), we find
that the width of the attractive addition paths becomes narrower
as more methyl substituents are placed around the radical site,
consistent with standard theories of steric hindrance.52 The
effects on the high-pressure-limit association rate coefficients
are shown in Figure 18, where we compare calculated rate
coefficients for H+ CH3, H + C2H5, H + iso-C3H7, and H+
tert-C4H9. The calculations predict a decrease in the association

Figure 13. High-pressure-limit rate coefficientts for H+ C2H3 f C2H4.
Plotting conventions are as in Figure 6. Key to experimental results:
solid circle, Fahr et al.;60 open circle, Fahr;59 solid square, Monks et
al.;58 solid triangle, Heinemann et al.;61 open triangle, Kowari et al.62

Figure 14. CASPT2/cc-pvdz potential surface and difference potentials
for H + CCH f C2H2. Plotting conventions are as in Figure 4.

Figure 15. Corrected CASPT2/cc-pvdz potential surface and difference
potentials for H+ CCH f C2H2. Plotting conventions are as in Figure
4.

Figure 16. Computed high-pressure-limit VRC-TST rate coefficients
for H + CCH f C2H2. Plotting conventions are as in Figure 6.
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rate of approximately a factor of 2 for each additional methyl
substituent. The temperature dependence of the four rate
coefficients is remarkably similar with only the H+ CH3 rate
having a slightly steeper temperature dependence at the low
end of the temperature range studied.

In the previous section, the calculated rate coefficients for H
+ CH3 and H + C2H5 were compared with available experi-
mental results and found to be in reasonable agreement. For H
+ iso-C3H7, the only experimental result currently available is
the room-temperature measurement by Munk et al.51 ((2.5 (
0.5)× 10-10 cm3 molecule-1 s-1). This is approximately a factor
of 2 higher than the calculated rate. Again, some of this
difference might be attributable to the disproportionation
reaction, which is not included in the calculations but may
contribute to the observediso-C3H7 depletion rate.

3.2.2. H + C6H5. The calculated and experimental rate
coefficients for H+ phenyl radical are shown in Figure 19.
The experimental results88-92 range from about 4.0× 10-11 to
4.0× 10-10 cm3 molecule-1 s-1. The calculated rate coefficient
ranges from 1.6× 10-10 cm3 molecule-1 s-1 at room temper-
ature to 1.9× 10-10 cm3 molecule-1 s-1 at 1000 K, which is
well within the scatter of the experimental data. The calculated
rate coefficient for H+ phenyl is noticeably less than that for
H + C2H3 (1.6 × 10-10 vs 2.1× 10-10 cm3 molecule-1 s-1 at
room temperature). This can be explained by the fact that there
are two barrierless addition paths for H+ C2H3 (Figure 12a)
but only one for H+ phenyl.

3.2.3. H + C10H7. The calculated rate coefficients for H
reacting with 1-naphthyl and 2-naphthyl are shown in Figure
20 along with the rate for H+ phenyl radical, for comparison
purposes. No experimental results are available for H+
naphthyl. The H+ phenyl and H+ 1-naphthyl rate coefficients
are predicted to be virtually identical, while that for H+
2-naphthyl is only 15% lower. This implies that the steric factors
for these three reactions are also nearly identical. Since the
geometries of the three radical sites are similar, particularly for
H + C6H5 and H+ 1-naphthyl, and the character of the three
radical orbitals are similar (all are sp2), it should not be
surprising that the steric factors would also be similar. One could
reasonably speculate that the rate coefficients for hydrogen atom

Figure 17. H + iso-C3H7 and H+ tert-C4H9 potential surfaces. Plotting
conventions are as in Figure 3. The plotting planes are the symmetry
planes.

Figure 18. Computed high-pressure-limit VRC-TST rate coefficients
for H + CH3, H + C2H5, H + iso-C3H7, and H+ tert-C4H9.

Figure 19. High-pressure-limit rate coefficients for H+ C6H5. Key
to experimental results: open circle, Ackermann et al.;90 solid circles,
Davis et al.;91 solid squares, Braun-Unkhoff et al.;89 open squares,
Muller-Markgraf et al.;88 solid triangles, Kumaran et al.92

Figure 20. Computed high-pressure-limit VRC-TST rate coefficients
for H + C6H5, H + 1-naphthyl, and H+ 2-naphthyl. The solid line
refers to H+ C6H5, the dotted line to H+ 1-naphthyl, and the dashed
line to H + 2-naphthyl.

4654 J. Phys. Chem. A, Vol. 109, No. 21, 2005 Harding et al.



reactions with other larger polycyclic aromatic hydrocarbon
radicals will also be similar.

4. Concluding Remarks

The major conclusions from this study can be summarized
as follows:

(1) CASPT2 vs CAS+1+2: Potential surfaces for radical-
radical association reactions calculated with CASPT2 and
CAS+1+2 calculations are found to be nearly indistinguishable.
For this class of reactions, then it would appear that there is no
advantage to using the more costly CAS+1+2 approach. There
will likely be exceptions to this, most notably for radicals having
degenerate or nearly degenerate ground states.

(2) Basis Set Effects: Potential surfaces calculated with the
larger, aug-cc-pvtz basis set are significantly more attractive
than those calculated with the smaller cc-pvdz basis set. The
difference is large enough to have a noticeable (∼20%) impact
on association rate coefficients. However, the difference po-
tentials (aug-cc-pvtz minus cc-pvdz) are found to be quite simple
functions. A one-dimensional correction to the cc-pvdz potential
surfaces (based on the H+ CH3 reaction) yields surfaces that,
for the purposes of calculating association rate coefficients, are
nearly indistinguishable from the full aug-cc-pvtz-based poten-
tials.

(3) H + R Association Rate Coefficients: The calculated,
high-pressure-limit H+ R association rate coefficients for
reactions 1-9 over the temperature range of 200-2000 K are
well fit ((5%) by the following expressions

whereT is the temperature in K and the rate coefficients are in
cm3 molecule-1 s-1.

The rate coefficients vary by approximately 1 order of
magnitude with H+ CH3 being the largest and H+ tert-butyl
the smallest. All of the H+ R association rate coefficients are
predicted to have small positive temperature dependences. The
largest temperature dependences are for H+ tert-butyl (reaction
4), and H+ ethynyl (reaction 5), both of which are predicted
to increase by∼30% from 300 to 1000 K. The smallest
temperature dependence is for H+ 1-naphthyl with a predicted
increase of only 15% from 300 to 1000 K. Comparing the four
reactions involving alkyl radicals, reactions 1-4, we find that
each methyl substituent, adjacent to the radical site, lowers the
association rate by approximately a factor of 2, i.e.,k1 ≈ 2k2 ≈
4k3 ≈ 8k4.

We are currently exploring generalizations of this approach
to other classes of reactions. For example, we have also used
large basis set, multireference configuration interaction calcula-
tions for the CH3 + CH3 reaction to obtain a one-dimensional
correction to CASPT2/cc-pvdz energies within VRC-TST
kinetic estimates for a set of hydrocarbon radical-hydrocarbon
radical association reactions.93 Similar generalizations to the
treatment of hydroperoxy radical reactions, for example, should
be straightforward. We are also in the process of exploring
extensions of this approach to the treatment of resonantly
stabilized radicals such as propargyl.94 The generalizations to
radicals with degenerate (or nearly degenerate ground states),
such as OH, alkoxy radicals, or halogen atoms, may suffer from
limitations in the CASPT2 treatment of such degeneracies.
Nevertheless, the increase in the splitting of the states at short
separations may allow for the use of analogues of the present
CASPT2/cc-pvdz-based approach in the exploration of the high-
temperature regime of importance to combustion. For some
reaction classes, it may be difficult to obtain suitable reference
systems for obtaining the one-dimensional CAS+1+2/aug-cc-
pvtz corrections. In this regard, it is worth noting that the
CASPT2/cc-pvdz predictions are still within about 20% of the
CAS+1+2/aug-cc-pvtz results for the four test systems studied
here.
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