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We present a detailed CASSCF study of the mechanism of excited-state intramolecular proton transfer (ESIPT)
in theo-hydroxyphenyl triazine class of photostabilizers. The valence-bond analysis of the ground state and
the two ππ* excited states permits a simple chemical interpretation of the mechanistic information. Our
results show that the barrier to enol-keto tautomerism on the ground-state adiabatic surface is high. Following
photoexcitation to the charge-transfer state, the ESIPT is predicted to take place without a barrier. Radiationless
decay to the ground state is associated with an extended seam of conical intersection, with a sloped topology
lying parallel to the ESIPT path, which can be accessed at any point along the reaction path. Our results
show that the triazine class of photostabilizers has the photochemical and photophysical qualities associated
with exceptional photostability.

Introduction

Ultraviolet (UV) light (in the range of 300-400 nm) can
degrade polymeric materials via a variety of chemical mecha-
nisms.1 To prevent destructive degradation of such materials, a
means of removing the absorbed radiation is required. The
absorbed energy must be removed on an ultrafast (subpicosec-
ond) time scale, before the material can degrade via some
reactive product channel.

To this end, UV absorbers have been developed as com-
pounds that are added as coatings to polymeric products. The
UV absorbers (or light stabilizers) filter off the radiation via an
internal conversion mechanism and return to the ground
electronic state on a subpicosecond time scale. We have recently
shown for the benzotriazole (BZT) class of UV absorbers that
a conical intersection between the ground and the first excited
singlet state is responsible for the ultrafast internal conversion
mechanism.2 In BZT, a proton-transfer coupled to an electron
transfer is the excited-state reaction responsible for the system
reaching the conical intersection on theS1 adiabatic surface.

The potential energy surface topology in the region of a
conical intersection is the central feature that determines
photostability. We shall discuss two contrasting general situa-
tions. The classic picture of a conical intersection funnel in
photochemistry is shown in Figure 1. The model here is like
sand in a funnel. The second possibility is shown in Figure 2
and corresponds to the situation where the reaction path is

approximately parallel to the seam of the intersection. We now
discuss these possibilities and how they relate to photostability
(see ref 3 for a mathematical discussion of the various first-
order conical intersection topologies).

We begin by discussing the classical situation for radiationless
decay involving a funnel type conical intersection as shown in
Figure 1. This type of conical intersection is called peaked.
Notice that there are two directions labeledx1 (gradient-
difference) andx2 (derivative-coupling) that define the branching
space, which lifts the degeneracy at first-order in nuclear
displacements. There are two important mechanistic points to
make concerning this figure. First, decay at such a conical
intersection, in general, leads to new chemical species corre-
sponding to photodegradation and is thus undesirable. Thus, it
can easily be seen that on exiting from the upper sheet of the
double-cone onto the ground-state potential energy surface, one
could go in the forward direction and generate a new photo-
chemical product or one could come out of the funnel in the
opposite direction regenerating the reactant. Even if the quantum
yield of a new photoproduct is small, over many (>1015)
photocycles, the stabilizer can begin to degrade. The second
point relates to the fact that the reaction path itself lies in the
funnel (branching space), hence the sand flowing through the
funnel analogy. The second example, which we shall now
consider, is distinguished by the fact that the reaction path does
not lie in the branching space.

Now let us consider the conical intersection topology shown
in Figure 2. In this case, the potential energy surface is plotted
using one coordinate vector from the branching space and a
reaction coordinate. The conical intersection, in this representa-
tion, appears as a seam. Thus, the reaction path lies ap-
proximately parallel to the seam of the conical intersection. If
one takes a cut along the branching space coordinate, a conical
intersection appears as sloped (see inset to right of Figure 2).
From a mechanistic point of view, the situation is very different
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from the sand in the funnel model. The conical intersection line
is reached by nuclear motion orthogonal to the reaction path.
Clearly, if this intersection line is accessed in the region of the
reactants, the only possibility is photophysical regeneration of
the reactant (red path in Figure 2), and this is the ideal paradigm
for photostability. On the other hand, one may have an adiabatic
photochemical transformation onS1, and the seam is only
accessed on the product side (blue path in Figure 2). In this
case, photostability only occurs if the barrier on the ground state,
in the direction of the reactants, is negligible and if the barrier
toward other possible chemical species is prohibitively large.
Finally, we should mention that if one has a peaked conical
intersection of the form shown in Figure 1, then the outcome
of the photochemistry also depends on the position of the funnel
along the reaction coordinate and the presence of ground-state

reaction barriers toward regeneration of the reactants and the
formation of new chemical species.

It is now clear what the optimum topology of the potential
surface must be for an efficient photostabilizer. In general, a
reaction path that proceeds via a peaked intersection, shown in
Figure 1, always leads to at least one new chemical species (as
well as reactant regeneration on the ground-state potential
surface), unless there are barriers on the ground state surface.
In contrast, the potential energy surface topology in Figure 2,
where the reaction path lies approximately parallel to the conical
intersection line, provides a viable mechanism for photostabi-
lization. If decay occurs on the reactant side, where the conical
intersection is sloped, reactant regeneration occurs. If decay
occurs on the product side, then a new chemical species is
generated, and the system is photostable only if the barrier on

Figure 1. Generic peaked conical intersection topology. The intersection is a funnel on the reaction path, and the reaction can branch to either the
reactants or the photoproducts. Thus, a peaked topology provides at least one degradation channel (blue) in addition to a stabilization channel (red).

Figure 2. Generic potential surfaces exhibiting a seam of conical intersections with a first-order sloped topology. The reaction path lies parallel
to the seam. There are two possible decay pathways: (i) an adiabatic reaction followed by decay in the product region (blue path) and (ii) decay
at the reactant side (red path). The preferred path will depend on various barrier heights and the orientation of the reaction path relative to the seam.
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the ground state is small enough so that reactant regeneration
can occur. Clearly, for a good photostabilizer, one also wants
the minimum nuclear motion possible before reactant regenera-
tion occurs at a sloped conical intersection. Thus, the topology
shown in Figure 2 represents the design objective for a
photostabilizer because decay can occur at any point on the
reaction path.

In this paper, we shall discuss the mechanism of action of
the class ofo-hydroxyphenyl-triazine UV absorbers, which are
known to be very efficient photostabilizers.4 This system
chemically appears very similar to the BZT class we have
previously studied.2 However, as we shall discuss, the valence-
bond nature of the excited states is quite different. The triazines
differ from BZT mainly in the size of the nitrogen heterocycle
hydrogen bonded to the phenolic group. It has been reported
that the intramolecular hydrogen bond in the ground state for
theo-hydroxyphenyl-triazines is stronger than that in BZT.5 In
BZT, the triazole ring is five-membered, while triazine is six-
membered (see Chart 1). It is this factor that appears to be crucial
in understanding the differences in the photostability mecha-
nisms of both species. In BZT, it is thenπ*-state that is relevant,
where as in triazines, theππ*-states are the main players. In
both molecular systems, the photostabilization is associated with
regeneration following an excited-state intramolecular proton
transfer (ESIPT). However, as we shall subsequently discuss,
the two systems differ in the nature of the excited states involved

and in the details of the geometrical changes along the reaction
path. These effects will yield an explanation of why the
o-hydroxyphenyl-triazines are generally more photostable, as a
class, than theiro-hydroxyphenyl-benzotriazole counterparts.6

In Chart 2, we show the range of triazine systems that had
been studied experimentally. With preliminary TD-DFT calcula-
tions, we have explored the nature of the low-lying excited
states. Our objective was to identify any similarities and
differences based on the azine chromophores. Our computations
showed that the chemical nature of the first twoππ*-states is
similar for all chromophores and that the vertical excitation
energies all lie in the same energy range, although the ordering
of the two ππ*-states varies depending on the chromophore.
Thus, we have choseno-hydroxyphenyl-(1,3,5)-triazine (R1 in
Chart 2) ando-hydroxyphenyl-(1,2,4)-triazine (R,4 R5, andR6

in Chart 2) as the model systems for detailed excited-state
reaction path exploration. In this paper, we shall discuss only
the results foro-hydroxyphenyl-(1,3,5)-triazine since those for
o-hydroxyphenyl-(1,2,4)-triazine are almost identical from a
mechanistic point of view (i.e., the valence-bond analysis of
the states is identical, and the optimized conical intersections
are found to have similar geometries and energetics).

Now, let us consider the nature of the excited states involved
in the photostabilizer properties of triazines. In the triazines,
there are three states involved, the ground state and twoππ*-
states. We shall now discuss the correlation of the excited-state
manifolds of the enol and keto forms ofo-hydroxyphenyl-
(1,3,5)-triazine. A valence-bond representation of the states
involved at the enol and keto geometries is shown in Figure 3.
These figures have been constructed from the analysis of the
computed CASSCF wave functions. The enol to keto transfor-
mation involves essentially an H+ migration from the hydroxy-
phenyl O atom to the triazine N atom, a three-orbital four-
electron rearrangement of theσ-system, and there is no net
electron transfer in theσ-system. In theπ-electron system, in
the ground-state enol form, the triazine moiety has sixπ-elec-
trons, and theo-hydroxy fragment has eightπ-electrons. We
shall use the notation 6π:8π to describe this situation. However,
we note that this notation is only approximate and is based on
the partial charge distribution of the vertically excited enol and
keto species. In the ground-state keto form, theπ-electron
arrangement can be denoted 7π:7π. At the enol and keto
geometries, there are two different types ofππ*-states: a locally
excited state (LE) and a charge transfer state (CT). The locally

Figure 3. State correlation diagram along proton-transfer reaction coordinate. The enolS2 state is a CT state in which the electron density is
transferred from the phenyl to the triazine ring and correlates diabatically with the covalentS1 keto state, where theσ-electron density is transferred
in the opposite direction to balance the charge. The situation is analogous for theS2 keto andS1 enol states.

CHART 1: (a) o-Hydroxyphenyl Benzotriazole (BZT)
Photostabilizer, (b) BZT Model Studied Previously in Ref
2, and (c)o-Hydroxyphenyl-(1,3,5)-triazine Investigated
in the Current Study
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excited state is a valence tautomer of the (enol or keto) ground
state. At both enol and keto geometries, the lowest energy
excited-stateS1 is LE, and the higher energy excited-stateS2 is
CT. Thus, at the enol geometry, theS0 andS1 states are both
6π:8π, while theS2 (CT) state is 7π:7π. One has the analogous
situation at the keto geometry. The most important observation
to be made is that the 7π:7π enol S2 (CT) state correlates
diabatically with the 7π:7π keto S1 (LE) state as indicated in
Figure 3. In a similar fashion, the 6π:8π enol S1 (LE) state
correlates directly with the 6π:8π keto S2 (CT) state.

There is one additional important point that arises from the
consideration of the VB structures and the correlation diagram
shown in Figure 3. If we consider the enol or keto form, or
indeed any geometry along the reaction coordinate (H migra-
tion), one can observe that the VB structures forS0, S1, andS2

differ only in the couplings of theπ-electrons. The couplings
of theσ-electrons are unchanged. Thus, the nuclear motion that
couplesS0 to S1 must involve only the skeletal framework, not
hydrogen motion. It follows from this that the branching space
coordinates will not involve hydrogen motion and can only
involve skeletal deformation. Thus, whether we are considering
an S0/S1 seam of crossing or anS2/S1 seam of crossing, the
branching space coordinates must be skeletal deformations since
these are the motions that couple the VB states. Accordingly,
the surface crossings will be of the sloped variety, all along the
reaction coordinate, similar to the cartoon shown in Figure 2
(see refs 7 and 8 for examples of this conical intersection
topology, accessible via skeletal deformation).

The nature of the optically allowed absorption is also clear
from Figure 3. The allowed transition must involve charge
transfer to have an appreciable oscillator strength. Thus, for the
enol form, the optical absorption must involve excitation toS2

(i.e., 6π:8π to 7π:7π). However, this excited state, in turn,
correlates directly with the corresponding ketoS1 LE state. Thus,
elementary VB ideas suggest that the excited-state transforma-
tion from enol to keto will proceed (diabatically) without a
barrier on the 7π:7π potential surface (possibly via anS2/S1

conical intersection).
Experimentally, in both BZT and triazine, it is the CT state

that is populated following optical absorption. Ino-hydroxy-
phenyl-(1,3,5)-triazine, the state ordering between the LE state
and the CT state is difficult to determine unambiguously since
the states are very close together at both CASSCF and TD-
DFT levels. In the previous BZT study, the state ordering was
also difficult to assign; however, optimized reaction channels
on the S1 adiabatic surface were found for both states. The
situation for triazine is similar. The optical absorption is to the
CT state, which comes out asS2 in the CASSCF computations.
Because of the ambiguity of the order of the states at the
theoretical level, our objective is to document optimized reaction
pathways and places where radiationless deactivation can occur
and then interpret these data in a manner independent of the
ordering of the CT or LE states.

To conclude this section, we would like to summarize the
basic features of the potential surface that emerges from our
computations (see the cartoon in Figure 4) and briefly indicate
the central mechanistic scenario that emerges. We emphasize
that the qualitative features of the potential surface are predict-
able from the VB structures shown in Figure 3. The most
important point is that theS0 andS1 VB structures differ only
in the coupling of theπ-electrons. Thus, the branching space
coordinates that couple the states must involve skeletal motion,
while the reaction coordinate is H-transfer. Accordingly, the
intersection region betweenS0 and S1 will have a topology

similar to that shown in Figure 2 with a sloped conical
intersection all along the reaction path. Indeed, as indicated in
Figure 4, at the keto side, we have been able to optimize a sloped
conical intersectionKCI adjacent to the minimum. The conical
intersection is easily accessible, some 5 kcal mol-1 above the
planarS1 keto minimum. Similarly, one can optimize an enol
S0/S1 conical intersectionECI. We have also been able to locate
S1/S0 surface crossings near the transition state connectingE*
and K*, the S1 excited state minima. Thus, the central point,
which we will elaborate on subsequently, is that one has verified
computationally that theS1/S0 surface topology has the form
shown in Figure 2. From a mechanistic point of view, it is clear
that after decay at the keto side, the system can then easily
convert back to the enol form due to the very small ground-
state barrier.

The remaining issue to discuss in relation to Figure 4 concerns
the deactivation fromS2 to S1. Again, since at any geometry
along the reaction coordinate the VB structures forS1 andS2

differ only in the couplings of theπ-electrons, one can predict
an extendedS1/S2 seam of intersection along the H migration
coordinate. We have in fact optimized anS2/S1 conical intersec-
tion, which we will discuss subsequently. However, at this stage,
we reiterate again the fact that theS2 charge-transfer state at
the enol geometry correlates diabatically with theS1 locally
excited state at the keto geometry. Thus, one predicts barrierless
motion from theS2 enol structure to theS1 keto geometry from
which facile decay is possible.

Computational Details

In this study, we have used complete active space self-
consistent field (CASSCF) formalism to compute the ground-
and excited-state potential energy surfaces for botho-hydroxy-
phenyl-(1,3,5)-triazine ando-hydroxyphenyl-(1,2,4)-triazine.
Computations were carried out with a development version of
the Gaussian9 program, using a 6-31G* basis. The choice of
active space and the methodologies for the wave function
analysis are discussed next.

The excited-state wave functions in the vertical excitation
region were compared against time-dependent density-functional

Figure 4. Schematic representation of the potential surfaces for the
triazine ESIPT reaction. The light blue diabatic state is the optically
excited CT state, which crosses with the neutral excited keto diabatic
state (dark blue).
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theory (TDDFT),10 using the B3LYP functional. In addition,
we have used TDDFT to study the vertically excited states in
a series of six-membered nitrogen containingo-hydroxyphenyl
derivatives (see Chart 2).

Exploratory computations showed that theππ*-excited states
are responsible for the ultrafast deactivation; thus, the active
space was constructed based on these states. The fullπ-electron
space consists of the 14π-electrons distributed in all possible
ways in the 13 pπ- molecular orbitals. This generates 1 473
186 configurations. Computations at this level with gradient
optimization of the geometry are very expensive, and this active
space was only used for single-point energy computations. To
generate reduced active spaces, quasi-occupied and -virtual
orbitals were removed from the active space window on the
basis of the diagonal elements of the reduced one-electron
density matrix from a CAS(14,13) computation. In the ground
state and first two excited states, at least one orbital had an
occupation number greater than 1.99; therefore, this orbital was
then discarded from the active space. Similarly, at least one
orbital had an occupation number of 0.001, and this orbital was
also discarded. The removal of this pair of orbitals gave a (12,-
11) active space, generating 106 953 configurations, and this
active space was used to explore the potential surfaces of the
ground and first twoππ*-excited states. The CAS(12,11)
computations were checked against single-point CAS(14,13)
computations by examining the vertical excitation energies from
both active spaces and comparing the excited-state wave
functions.

While the (12,11) active space was used for the majority of
geometry optimizations, a further reduction was necessary to
perform analytical frequency computations. From the (12,11)
active space, a further quasi-occupied and two further quasi-
virtual orbitals were removed to give a (10,8) active space

generating 1176 configurations. At minima on the ground and
excited surfaces, the (10,8) active space was used to reoptimize
geometries, which had previously been optimized using the (12,-
11) active space. In this manner, the characterization of the
optimized critical points as minima or saddle points was obtained
from the subsequent frequency computation. However, all
optimized geometries are quoted for the (12,11) active space.

For transition states, the (10,8) active space was used for the
optimization since analytical second derivatives were required
at each point of the optimization to prevent collapse to a
minimum. The (12,11) active space energies were then recom-
puted by a single-point energy computation at the (10,8) active
space optimized geometries.

For conical intersection optimizations, the (12,11) active space
was used. These were optimized approximately, neglecting the
orbital rotation derivatives. Neglecting these terms has been
shown to give a negligible effect on optimized conical intersec-
tion geometries. We have verified this by (fully) reoptimizing
the keto conical intersection with the (10,8) active space and
observing only small changes to the geometry, gradient differ-
ence, and derivative coupling vectors. Similarly, we have
neglected the orbital rotation derivatives in optimizing excited-
state minima using state-averaged gradients.

The valence-bond analysis of the ground and excited states
was carried out using the full (14,13) active space. The VB
structures were obtained using the spin-exchange density (Pij)
computed with localized active orbitals obtained with the Boys
method.11 The details of this method have been described
elsewhere.12 As we have discussed elsewhere,2,13 thePij matrix
elements have a simple interpretation that allows one to assign
the interatomic spin-coupling and thus draw the VB resonance
structures. For a single configuration, perfectly paired valence
bond (VB) wave function, thePij have values of+1 for a singlet-
coupled pair,-1 for a triplet-coupled pair, and-1/2 when the
pair is uncoupled. From a practical point of view, thePij

elements for neighboring atoms give an idea of theπ-bonding
(i.e., π-bond localization in the different structures). Configu-
ration interaction and charge-transfer configurations mean that
the actual computed values differ from these idealized values.
In our experience, values>0.4 are a sign of localized double
bond character. Moreover, changes with respect to the ground
state can be understood as a decrease or increment in the bond
order due to the excitation.

We note that thePij values are particularly useful in situations
where there are clear bonding patterns (e.g., the keto side of
the photochemical reaction studied here), although their inter-
pretation is difficult in situations of delocalized bonding (e.g.,
the enol side). Thus, the ground-state enol form has a significant
aromatic character in both rings, and theS1 andS2 excitations
induce a general decrease of the bonding. In contrast to this,
the ground-state keto tautomer has a localized bonding pattern,
and theS1 excitation induces an inversion in the conjugated
π-system formed by the C3, N4, C5, N6, C1, and C1′ atoms (see
the changes of thePij elements in Table 5).

Finally, we consider the diagonal elements of the one-electron
density matrixDii, calculated with localized active space orbitals.
They give the occupations of theπ-orbitals and are useful to
assess the charge-transfer character of the various states. The
8π:6π notation used to describe this character is only ap-
proximate and does not consider thePij elements that change
as the hydrogen atom is transferred.

Results and Discussion

We have computed the vertical excitation spectra for the series
of compounds shown in Chart 2. The results and chemical

CHART 2
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characterization of the states are given in Table 1. This study
has two objectives. First, we use these computations to document
the nature of the states being populated in the vertical region
of the enol form. Second, we would like to transfer our detailed
CASSCF results too-hydroxyphenyl-(1,3,5)-triazine (R1) and
o-hydroxyphenyl-(1,2,4)-triazine (R5) to the other systems not
studied at the CASSCF level.

From Table 1, one can see that in all the triazine systems
(R1, R4, R5, and R6 in Chart 2), the lowest twoππ*-transitions
are of CT character although they differ in oscillator strengths.
In the molecules under consideration, one would expect any
CT transition to have appreciable oscillator strength. However,
comparison with the CASSCF results shows that in the locally
excited state, there is a small degree of charge transfer from
the phenyl to the triazine ring (around 0.3 electrons). This is
not enough for the state to be classified as a CT state but does
show up in some of the TD-DFT states. We can use the
oscillator strengths to compare the relative ordering of the CT
and LE states. In the CT state, significant electronic density is
transferred from the phenyl group to the triazine ring. This is
in agreement with our detailed study ofo-hydroxyphenyl-(1,3,5)-
triazine (R1) and theR5 o-hydroxyphenyl-(1,2,4)-triazine dis-
cussed in the next section, using the spin-exchange density to
characterize the nature of the states, where we observe that
around 0.6 electrons is transferred in theS2 state at the CASSCF
level.

It should be noted that the optically active CT state and the
valence tautomeric state (the LE state) are the first twoππ*-
states in all of the systems studied and are quite close in energy
in all chromophores. In addition, the ordering of the CT and
LE states differs depending on the particular chromophore. Since
TD-DFT is known to give unreliable energetics for CT states,
while CASSCF state orderings between covalent and ionic states
are frequently reversed, deactivation from both of these states
should be considered as we discuss later. However, our detailed
wave function analysis foro-hydroxyphenyl-(1,3,5)-triazine (R1)
ando-hydroxyphenyl-(1,2,4)-triazine (R5) suggests that all the
o-hydroxyphenyl-triazines should undergo a very similar pho-
tostability mechanism since either the CT or LE state pathways
lead to efficient regeneration of the ground-state enol form.

We now discuss the detailed documentation that underpins
the cartoon of the potential energy surface shown in Figure 4
as well as the VB structures shown in Figure 3. All geometry
optimizations were carried out at the CASSCF level, and the
details are given in the computational details section. The
energetics are gathered in Table 2, and the optimized geometrical
parameters are in Table 3. Cartesian coordinates of all optimized
geometries are given as Supporting Information. The information
used to derive the valence-bond structures shown in Figure 3
is given in Tables 4 and 5. Finally, the characterization of the
optimized critical points for theS0/S1 conical intersection seam
is given in Figures 6 and 7, while the corresponding information
for the S1/S2 conical intersection is collected in Figures 8 and
9.

Let us begin with a very brief discussion of the valence-bond
resonance structures of the excited states involved along the
reaction coordinate between the enol and the keto form. The
information that is used to construct the valence-bond structures
shown in Figure 3 is obtained from the orbital densities and
spin-exchange densities of the vertically excited enol and keto
states given in Tables 4 and 5. For example, by summing the
one-electron densities shown in Table 4, one can see that the
enolS1 vertical 6π:8π state correlates diabatically with the keto
S2 6π:8π CT state, and similarly, the ketoS1 vertical 7π: 7πT
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state correlates diabatically with the enol CT 7π: 7π S2 state.
The assignment of the VB structures is discussed in the
Computational Details section.

The relative energetics of the critical points summarized in
Table 2 and the optimized geometries shown in Table 3 provide
the data that underpin the cartoon of the potential surface shown
in Figure 4. Notice that the keto form of the triazine is predicted
to have a stable ground-state minimum (this is true for all species

shown in Chart 2). The fact that a stable ground-state keto
species exists is an important difference between triazines and
BZT. One might be tempted to think that the existence of this
(new chemical) species would have a detrimental affect on
photostability. However, we have optimized the transition state
for proton transfer onS0, and the barrier from the keto minimum
is only 3.8 kcal mol-1 (Table 2).

As we have briefly discussed previously, from the valence-
bond structures shown in Figure 3, it is clear that both theS0/S1

and theS1/S2 crossing seams are coupled by skeletal motion
rather than by a coordinate corresponding to hydrogen migration.
Thus, for example, the electronic structure ofS2 at the enol
geometry differs from that ofS1 only in the coupling of the
π-electrons. A detailed documentation of the two crossing seams
is contained in Table 2 (energetics), in Table 3 (geometries),
and in Figures 6-9, where the gradient difference and derivative
coupling vectors that lift the degeneracy at the conical intersec-
tion are shown together with the gradients of the states involved.
As an example, let us compare the information in Figure 6 (the
enolS0/S1 conical intersection) with the valence-bond structures
shown in Figure 3. First, notice (Figure 3) that at the enol form,
the S0 and S1 valence-bond structures are valence tautomers,
with a different spin coupling of theπ-electrons. In cor-
respondence with this, the derivative coupling and gradient
difference vectors involve skeletal deformation. Notice in
particular that in Figure 6a, the gradient difference vector has
a component of the inter-ring C-C stretch, which is in
agreement with the increase of thePij element on that bond
upon excitation. In Figure 6c,d, we show the gradients for the
S0 andS1 states. Notice that the gradients are essentially parallel
and that this is the signature of a sloped intersection. (This has
also been verified by means of an IRC from a slightly displaced
geometry from the intersection; the IRC leading to theS1

minimum). It is clear, on looking at Figure 7, that the analogous
situation occurs at the keto geometry. The intersection at the
enol side is 10 kcal mol-1 above theS1 enol minimum and can
be accessed via out-of-plane bending motion. The keto intersec-
tion geometry is almost planar, with only a small deviation from
planarity, and lies only some 5 kcal mol-1 above theS1 keto
minimum. The different decay pathways for the keto forms of

TABLE 2: o-Hydroxyphenyl-(1,3,5)-triazine CASSCF/
6-31G* Energeticsa

geometry adiabatic state
active
space

energy
(au)

relative energy
(to S0 min)/
kcal mol-1

enol (planar) S0 - minimum (12,11)-583.23925 0.0
(14,13) -583.26120

S1 - V (12,11) -583.06491 102.1
(14,13) -583.09850

S2 - V (12,11) -583.04394 120.5
(14,13) -583.06918

ground-state
proton-
transfer transition
state

S0 - TS (12,11) -583.20237 26.9

S1 - V (12,11) -583.06220 111.1
S2 - V (12,11) -583.04462 122.1

keto (planar) S0 - minimum (12,11)-583.21206 23.1
(14,13) -583.21836

S1 - V (12,11) -583.07634 47.6
(14,13) -583.18541

S2 - V (12,11) -583.03691 112.9
(14,13) -583.08118

enol (planar) S1 - minimum (12,11)-583.08021 99.8
S0 - V (12,11) -583.20669 20.4

keto (planar) S1 - minimum
(state averaged)

(12,11) -583.11595 77.3

S0 - V (12,11) -583.16050 49.4
S0/S1 conical
intersection
on enol side

S0/S1 (12,11) -583.06396 110.0

S0/S1 conical
intersection
on keto side

S0/S1 (12,11) -583.10766 82.6

S1/S2 conical
intersection
on keto side

S1/S2 (12,11) -583.07622 102.3

a V ) vertical.

TABLE 3: Optimized Geometries for o-Hydroxyphenyl-(1,3,5)-Triazinea,b

a All bond lengths in angstrøms.b 6-31G* basis in all computations.c (12,11) active space.d Uncorrected state-averaged gradient used (orbital
rotation derivatives equal to zero).e S1/S2 state averaging.
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the BZT and triazine based stabilizers can be rationalized in
terms of the different electronic states involved. The keto
tautomer of theo-hydroxypenyl-triazine, which is the subject
of the present study, has a stable, closed-shell resonance
structure (see Figure 3), and the excitation induces a recoupling
of the conjugated p-system formed by the C3-N4, C5-N6,
and C1-C1′ bonds of the ground state form (see the changes
in the bond lengths of the two keto minima in Table 3 and the
changes of the correspondingPij elements in Table 5). Therefore,
the gradient difference associated to the keto-side intersection,
which is also the coordinate that leads from theS1 minimum to
the intersection, is the bond inversion coordinate of these bonds
(see Figure 7). In contrast to this, in BZT there is no closed-
shell structure for the keto tautomer, and the decay fromS1 to
S0 involves a different pair of states.

We have also been able to findS0/S1 crossing points in the
region of theS1 transition state. Thus, the computations show

an extended seam of crossing for theS1 andS0 states all along
the proton transfer coordinate. Inspection of Figure 8 shows an
analogous situation for typical geometry on theS2/S1 conical
intersection (shown at the keto side).

It must be noted that in the region where the excited-state
diabatic surfaces cross (central region in Figure 4), the branching
space contains some component of the reaction coordinate (the
proton transfer). Thus, the diabatic 6π:8π and 7π:7π surfaces
interact in Figure 4 to produce an avoided crossing of the
adiabatic surfaces. The branching space coordinates at a point
on theS1/S2 CI seam are shown in Figure 9. This point was
found by optimizing the energy difference by starting at theS1

TS geometry. It can be seen from Figure 9a that the derivative
coupling in this region contains a component of the NH
stretching vibration, which is contained in the reaction path.
However, as we discuss next, this has no mechanistic implica-
tions for photostability. The region where the excited-state
diabats cross is very narrow, and as can be seen from Figure 4,
theS0/S1 andS1/S2 seams of intersection are essentially parallel
along the remaining part of the reaction path.

Before discussing the mechanistic implications of the com-
puted potential energy surface data, we need to give careful
consideration as to the theoretical limitations of our computa-
tions and the confidence that we may have in our data. The
central issue relates to the ordering of the twoππ*-states. We
also need to recognize the errors inherent in the TD-DFT method
(which can have difficulties with charge-transfer states) and in
the CASSCF method (where the energies of ionic states are
often underestimated due to dynamic correlation). There is also
the issue that the ordering of the twoππ*-states in triazines
will vary with the specific nature of the triazine chromophore.

TABLE 4: Localized One-Electron Density Matrix Elements (Dii) for o-Hydroxyphenyl-(1,3,5)-Triazine

TABLE 5: Spin-Exchange Density Matrix Elements (Pij) for
o-Hydroxyphenyl-(1,3,5)-Triazine

Figure 5. (a) Energy profiles along the reaction coordinate for different
vertical excitation orderings. (a) Mechanism 1: lowest vertical local
excitation (LE) with crossing along reaction coordinate and (b)
mechanism 2: lowest vertical charge-transfer (CT) excitation.
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Let us compare the CASSCF vertical excitation energies
(Table 2) with the TD-DFT results contained in column one of
Table 1. Foro-hydroxyphenyl-(1,3,5)-triazine, analysis of the
CASSCF vertical excitations shows thatS1 is locally excited
but that S2 is a charge-transfer state and that the energy
difference between the two states is approximately 0.7 eV. In
contrast, the corresponding TD-DFT results show the states to
be separated by only 0.3 eV with the charge-transfer state lower
in energy. Thus, if we look along the proton transfer reaction
coordinate, we cannot distinguish between the scenario shown
in Figure 5a, which corresponds to our CASSCF computations,

and the alternative possibility shown in Figure 5b, which is the
one suggested from the TD-DFT computations. Experimentally,
however, it appears that the CT isS1.4

Let us examine the implications from a mechanistic point of
view arising from the inability to distinguish with a high level
of confidence between Figure 5a and Figure 5b. (Let us
recognize that in the range of triazines presented in Chart 2
and Table 1, the relative ordering (TD-DFT) of the locally
excited and charge-transfer states may change in any case.) It
is clear that in both Figure 5a and Figure 5b, one has the
prediction that in following photoexcitation to the enol charge-
transfer state, the ketoS1 minimum will be reached without
barrier because motion will occur on this single diabatic state
(see also Figure 4). The only question, as shown in Figure 5a,
is whether this process proceeds via a conical intersection or
not. At theS1 keto geometry, the existence of the extendedS0/
S1 conical intersection seam will be independent of the level
computations. There remains the question of the interpretation
of the S0/S1 conical intersection at the enol geometry. In our
CASSCF results, this intersection is between two valence
tautomers corresponding to recoupling of theπ-electrons, and

Figure 6. S0/S1 optimized conical intersection at the enol side. (a)
Gradient difference vector, (b) derivative coupling vector, (c)S0

gradient, and (d)S1 gradient.

Figure 7. S0/S1 optimized conical intersection at keto side. (a) Gradient
difference vector, (b) derivative coupling vector, (c)S0 gradient, and
(d) S1 gradient.
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as a consequence, the geometrical coordinates involved do not
involve hydrogen motion. Now let us suppose that the situation
is as shown in Figure 5b. In this case, theS0/S1 conical
intersection at the enol geometry would involve a charge-transfer
configuration andS0. However, this will simply be an extension
of the conical intersection line in a direct way from the keto
geometry. Further, the two electronic configurations involved
differ only in the coupling of theπ-electrons, so one expects
that the conical intersection must be sloped as well (see the
gradients in Figures 6-8).

In the preceding discussion, we have documented the main
features of the surface topology shown in Figure 4, as well as
documenting the electronic structure of excited states involved
in Figure 3. The CASSCF results suggest that a seam of
intersections is accessible along the entire reaction path.
Furthermore, this seam has everywhere a first-order sloped
topology, which is desirable in a photostabilizer. The valence-
bond analysis suggests that the mechanistic ideas are indepen-
dent of whether the lowest energy state is charge-transfer or
locally excited.

The existence of an energetically accessible region of the
seam, along the entire excited state reaction path, suggests that
the triazine class of photostabilizers has the potential for

exceptional photostability. Radiationless decay at any point on
the seam will inevitably lead to the regeneration of the ground-
state enol species. This can either occur in a direct manner, with
decay at the enol side, or after the ESIPT at the sloped conical
intersection on the keto side (since the regeneration of the
ground-state enol occurs with negligible barrier).

Conclusions

We have studied the ESIPT mechanism in theo-hydroxyphen-
yl-triazine class of photostabilizers. Our results suggest that these
compounds have the potential for excellent photostability due
to two key mechanistic features: (1) the ESIPT reaction path
is planar and involves the minimum amount of molecular motion
and (2) an extended seam of conical intersections, parallel to
the reaction path, allows for radiationless decay at any point
along the path, even at the enol side. This explains experimental
observations that the proton transfer is in competition with a
temperature-dependent deactivation process.14 For photostability,
this paradigm is ideal since the seam has everywhere a sloped
topology and the ground-state enol form is regenerated on an
ultrafast time scale. These mechanistic features are independent
of the ordering of the locally excited versus charge-transfer
configurations. The notion of a seam of intersection explains
the high photostability of theo-hydroxyphenyl-triazine class of
photostabilizers in particular, but more generally highlights an
important photochemical feature that should be considered when
designing a photostabilizer.
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Figure 8. S1/S2 optimized conical intersection at keto side. (a) Gradient
difference vector, (b) derivative coupling vector, (c)S1 gradient, and
(d) S2 gradient.

Figure 9. S1/S2 intersection point lying in the TS region. (a) Gradient
difference vector and (b) derivative coupling vector, which has a
component of the NH stretching vibration.
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