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We report on the results of an exhaustive study of the interplay between the valence electronic structure, the
topology and reactivity of orbitals, and the molecular structure of biphenyl by means of Penning ionization
electron spectroscopy in the gas phase upon collision with metastable He*(23S) atoms. The measurements
are compared with one-particle Green’s function calculations of one-electron and shake-up valence ionization
spectra employing the third-order algebraic diagrammatic construction scheme [ADC(3)]. Penning ionization
intensities are also analyzed by means of the exterior electron-density model and comparison with photoelectron
spectra: in contrast with the lines originating fromσ orbitals, ionization lines belonging to theπ-band system
have large Penning ionization cross sections due to their greater extent outside the molecular van der Waals
surface. The involved chemi-ionization processes are further experimentally investigated using collision-
energy-resolved Penning ionization electron spectroscopy. The cross sections ofπ-ionization bands exhibit a
markedly negative collision-energy dependence and indicate that the interaction potential that prevails between
the molecule and the He*(23S) atom is strongly attractive in theπ-orbital region. On the other hand, the
partial ionization cross sections pertaining toσ-ionization channels are characterized by more limited collision-
energy dependencies, as a consequence of rather repulsive interactions within theσ-orbital region. A comparison
of ADC(3) simulations with the Penning ionization electron spectra and UV photoelectron spectra measured
by Kubota et al. [Chem. Phys. Lett. 1980, 74, 409] on thin films of biphenyl deposited at 170 and 109 K on
copper demonstrates that biphenyl molecules lying at the surface of polycrystalline layers adopt predominantly
a planar configuration, whereas within an amorphous sample most molecules have twisted structures similar
to those prevailing in the gas phase.

I. Introduction

Biphenyl (C12H10) is composed of two phenyl rings connected
by a single C-C bond. Althoughπ conjugation tends to enforce
coplanarity between these two rings, biphenyl is known to be a
markedly nonplanar structure in the gas phase1-4 due to the
steric repulsion of hydrogen atoms in ortho positions. Compared
with many other conjugated aromatic hydrocarbons such as
benzene,trans-stilbene, and larger oligo-phenylene-vinylenes
or polycyclic aromatic hydrocarbons, the departure from planar-
ity must obviously strongly influence the energy distribution
and shape of molecular orbitals sinceσ and π orbitals are
allowed to directly interact as a result of the release of mirror
symmetry. Biphenyl is the simplest molecule which reproduces
the main structural properties of poly(p-phenylene) (PPP), a
conjugated polymer that shows conductivity after exposure to
oxidizing or reducing agents.5 Many studies suggest that the
conductivity of polymers is closely related to ionization, electron
attachment, and charge-transfer excitation processes, namely,
to the injection of electrons and holes into the material and the

propagation of charge carriers described as electrically charged
and partly localized structural distortions (polarons, bipolarons)
along the polymer lattice.5,6 Understanding in detail the relation-
ships that prevail between the electronic structure and molecular
architecture is therefore an essential prerequisite for monitoring
the properties of electronic devices (field-effect transistors,
electroluminescent diodes, solar cells) manufactured from such
materials. The radical cations of biphenyls can be regarded as
models of single-charge defects in PPP. In that respect, it is
worth noting that, in the case of PPP, single-charge polarons
specifically take the form of structural transitions from an
aromatic to a quinoidal bonding pattern. Correspondingly,
ionization of, or electron attachment on biphenyl drives the
molecule toward planarity in the gas phase (twist angles of 40.1°,
18.9°, and 0.0° between the phenyl rings have been reported at
the B3LYP/6-311+G(2d,2p) level for the neutral molecule and
for its radical cation and anion, respectively).7

A further motivation for studying the electronic structure of
biphenyl stems from the fact that this molecule is the base
compound for polychlorinated biphenyls (PCBs),8 which, despite
their high toxicity, have served in many industrial applications
as lubricating fluids, fire retardants, and insulating agents. From
the impact of the location of Cl substituents onto the toxicity
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of PCBs, it appears that the latter directly relates to the structural
and dynamical properties of biphenyl, namely, the relatively
limited barrier to rotation about the central C-C bond (4-8 kJ
mol-1).1,9 At last, from Fukui’s frontier orbital theory,10 it is
clear that the topological characteristics of the HOMO and
LUMO are of great significance for understanding the chemical
properties and reactivity of biphenyl and similar molecules
toward electrophilic or nucleophilic agents. The structural,
dynamical, electronic, and chemical properties ofπ-conjugated
systems are thus intimately related, a consideration which makes
us believe that shape- and orbital-imaging techniques such as
electron momentum spectroscopy11 or Penning ionization
electron spectroscopy12 can play an essential role in the context
of materials science.

The torsional potential around the central C-C bond of a
nonrigid but conjugated molecule such as biphenyl has raised
considerable interest on the experimental side as an important
problem in structural chemistry.7,13 For instance, various
measurements (by means of Raman spectroscopy,1 IR spec-
troscopy,9 and X-ray diffraction14) indicate that biphenyl adopts
a coplanar conformation in the solid state, which enlightens the
importance of packing forces in such an environment. On the
other hand, twist angles of 42-44° between the two phenyl
rings have been found from electron diffraction experiments in
the gas phase.15 Besides the already reported studies of biphenyl
in the gas phase by means of UV photoelectron spectros-
copy,16,17He I UV photoelectron spectra (UPS) and Ne*(3P0,2)
Penning ionization electron spectra (PIES) of major relevance
for the present study are those performed by Kubota and co-
workers on films of biphenyl deposited at various temperatures
on copper.17 Irreversible changes in band intensities and energy
locations were observed in both UPS and PIES upon annealing
at 170 K the films obtained at a lower temperature (109 K).
These intensity variations and band shifts have been interpreted
as the outcome of a phase transition and realignment of the
orientation of the biphenyl molecules on the metal substrate.
Kubota et al.,17 however, could not discard the possibility that
these band shifts might also be due to a change in the molecular
conformation.17 Besides studying in detail the anisotropy of the
interaction potentials pertaining to each ionization channel of
biphenyl through detailed measurements of the collision-energy
dependence of the related Penning ionization cross sections upon
collision with He(23S), a specific goal of the present work is
therefore to evaluate the influence of an enforcement of the
planarity of this molecule on its Penning electron ionization
and UV photoelectron spectra.

Penning ionization electron spectra (PIES) are obtained by
measuring the kinetic-energy distribution of electrons that are
ejected upon collision between a molecular target, M, and a
rare-gas atom in a metastable excited state, A*, as a result of
chemi-ionization processes for various ionization channels (A*
+ M f A + M i

+ + e-).12 These spectra are very similar to
photon-impact ionization spectra, with the essential advantage
that the obtained ionization intensities represent a direct measure
of the extent of the molecular orbitals outside the molecular
surface (see further) and of their relative reactivity toward an
approaching electrophilic agent. Therefore, Penning ionization
electron spectroscopy is known as one of the most suitable
methods for probing the shape and spread of molecular orbitals.

In the electron-exchange mechanism proposed for Penning
ionization,18 an electron in a molecular orbitalæi of the
molecular target M is transferred to the lowest unoccupied
orbital of A* whereas the excited electron in A* is ejected into
the continuum, provided A* has a larger excitation energy than

the energy required for ionizing an electron in orbitalæi. Upon
neglecting through-space interactions between A* and M (see
further), the excess kinetic energy of the ejected electron (in
short the electron energy) is equal, in a molecular orbital (or
quasi-particle) picture of ionization, to the difference between
the excitation energy of the rare-gas atom and the electron-
binding energy (or ionization energy, IEi) of an electron in
orbital æi. According to Hartree-Fock (HF) theory and Koop-
mans’s theorem,19 the latter binding energy is simply minus the
energy of the ionized HF orbital (-εi). At this level the predicted
order of ionized states is very uncertain due to the neglect of
many-electron interactions. A number of quasi-particle schemes
exist for improving this approximation by accounting for the
removal of electronic correlation induced by annihilation of a
single electron in an occupied orbital and for the relaxation
energy released by creation of an electron hole.19 We refer, in
particular, to the outer-valence Green’s function scheme,20 an
approach that describes ionization within a quasi-particle picture
through third order in the correlation potential and ensures
therefore accuracies of about 0.1-0.2 eV on Vertical one-
electron ionization energies of large and low band-gap systems
in the limit of an asymptotically complete basis set.21 However,
the energy released by electronic relaxation is most often largely
sufficient to induce numerous electronic excitation processes
within the cation, yielding to a very significant dispersion of
the ionization intensity over many shake-up states with com-
parable intensities. This is particularly true for largeπ-conju-
gated systems.22-24 With these systems the dispersion of
intensity into many-body processes is such that for many
ionization bands, both in the inner- and outer-valence regions,
it is impossible to discriminate the shake-up states and the one-
electron ionization states from which they originate. In such
situations where the orbital picture of ionization so severely
breaks down, one must resort to theoretical approaches which
consistently account for both initial and final state electron
correlation as well as configuration interactions in the cation.
At last, EMS measurements of orbital momentum densities have
recently confirmed on experimental grounds that the spread and
topology of canonical molecular orbitals is very sensitive to
the torsional characteristics of small molecules, such asn-
butane.25 In support to the newly reported gas-phase PIES and
UPS measurements, another purpose of the present work is to
conduct a detailed theoretical study of the one-electron and
shake-up ionization bands of biphenyl in both twisted and planar
configurations accounting for the structures that prevail in the
gas phase and within the bulk of highly ordered (crystalline)
layers, respectively.

II. Theory and Methodological Details

A. Ionization Cross Sections.In a hard-sphere depiction,
the probability of the electron transfer in Penning ionization
experiments and, thus, the related cross sections mainly depend
on the overlaps during the collision between the lowest
unoccupied orbital of A* and the ionized molecular orbitalæi

of M, outside the collision boundary surface.26 On the basis of
the electron-exchange mechanism, branching ratios of Penning
ionization probabilities can be reliably studied by means of the
exterior electron-density (EED) model.26-28 In this model the
exterior electron densityFi is calculated for individual canonical
(Hartree-Fock) MOs by means of

whereΩ is the subspace outside the repulsive molecular surface.

Fi ) ∫Ω |æi(r)|2 dr (1)
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EED values calculated with ab initio MOs and using as repulsive
molecular surface the envelope defined by rigid van der Waals
spheres are known27,28 to provide consistent insight into the
relative intensities of bands in PIES. As a result of their greater
extension outside the molecular van der Waals (vdW) surface,
the Penning ionization cross sections of theπ bands of
conjugated hydrocarbons are naturally much larger than those
measured for theσ bands, which the EED model easily
explains.26-28

Electron-density contours and EED values for the relative
Penning ionization cross sections have been obtained from
Hartree-Fock (HF) self-consistent field (SCF) calculations
performed using the 6-31++G basis set. In the contour maps
shown in the sequel, thick solid curves indicate the repulsive
molecular surface that has been used for evaluating the PIES
cross sections in the EED model, and which is defined by atomic
spheres of van der Waals radii.29

B. Interaction Potentials and Collision-Energy Depen-
dence of Partial Ionization Cross Sections.According to a
two-potential curve model of Penning ionization processes the
electron energy (more precisely, the kinetic energy of the ejected
electron,Ee

i) is equal to the energy difference, at the interdis-
tance (R) at which the excitation transfer and chemi-ionization
arise, between the incoming potential curveV*(R) for the
entrance channel (A*+ M) and the outgoing potential curve
V+(R) for the exit channel (A+ M i

+), provided that the relative
translational energy is conserved during the transfer of electronic
excitation.28,30 The position of peaks measured in PIES can be
therefore analyzed as follows

where EA* is the excitation energy of the atomic probe, A*
(19.82 eV for He*[23S]), IPi(∞) is the ionization potential for
the ith ionization channel of theisolatedmolecule and is most
commonly determined by means of UPS. At last,∆IPi(R)
accounts for the shift in the ionization potential due to the
interactions between the molecular target and the probe

The interaction potential curvesV* describing the approach of
the He*(23S) probe toward the molecular target along various
directions have been calculated on the basis of the well-known
resemblance12b between the He*(23S) and Li(22S) species in
collision processes. It has indeed been shown that the velocity
dependence of the total scattering cross section of He*(23S) by
He, Ar, and Kr very closely matches that of Li (22S)31 and that
both the He*(23S) and Li(22S) probes exhibit very similar
interaction potentials with various targets,32,33both in terms of
the location and depth of the interaction well. With regard to
these findings and the difficulties arising with calculations of
potential-energy surfaces for excited states, the Li(22S) atom is
most commonly used in place of the He*(23S) atom. The
interaction potentials between the molecular target and the
incoming He*(23S) atom have thus been calculated in this work
using a model Li(22S) probe at the level of second-order
Møller-Plesset perturbation theory (MP2)19 in conjunction with
the 6-31G basis set.19

Such calculations of interaction potentials are essential for
qualitatively unraveling the dependence upon the collision
energies of the partial ionization cross section (CEDPICS)
measured from collision-energy-resolved Penning ionization
electron spectra (CERPIES). Indeed, the collision-energy de-
pendence of these cross sections [σ(Ec)] can be expressed12b,34-36

as

when the long-range attractive part of the interaction potential
V* is dominant and of the form

In eq 5 thesparameter relates to the collision-energy ionization
dependence of the partial ionization cross sections in PIES via
s ) -2/m for atomic targets, withm being the slope parameter
characterizing the linear regression ofσ(Ec) as a function of
log(Ec). These equations show that, when the interaction
potential for the entrance channel is attractive, the measured
cross sections decrease as the collision energy increases: the
higher the kinetic energy of the impinging metastable He*
atoms, the lower the extent of the deflections of the trajectories
of these species within an attractive potential well. On the
contrary, if the entrance interaction potential is repulsive, the
measured cross sectionσ(Ec) increases with the collision energy,
Ec. This is because in such a situation faster He* atoms can
more deeply poke into the target molecular orbital. From a more
quantitative viewpoint, it is known12b,35,36that in this case the
slope parameterm relates to the effective decay parameterd
for the repulsive interaction potential [V*(R) ) B exp(-dR)],
whereR represents the distance between the metastable atomic
probe and a target molecule and the effective parameterb for
the transition probability [W(R) ) C exp(-bR)] through the
relation

Here, the effective parameterb derives from the first ionization
potential37,38 [I(M)] via

Thus, the slope of the correlation of logσ(Ec) vs log(Ec) provides
an effective measure of the attractivity (m < 0) or repulsivity
(m > 0) of a specific MO region of the target molecule toward
an electrophilic He(23S) species.

C. Ionization Spectra.The valence one-electron and 2h-1p
(two-hole, one-particle) shake-up ionization bands of biphenyl
in model twisted and planar configurations have been calculated
using the so-called third-order algebraic diagrammatic construc-
tion scheme [ADC(3)]39-41 derived within the framework of
one-particle Green’s function (or one-electron propagator)
theory.42-45 In contrast with CI treatments of the same order in
correlation, ADC(3) offers the key advantage of size consistency
in the dissociation limit.46 The size intensivity of the computed
ionization energies follows readily for large (extended) systems,
provided that static self-energies are obtained from charge-
consistent one-electron densities.46,47

At the ADC(3) level, the one-electron (1h) and shake-up (2h-
1p) ionization energies are recovered through third- and first-
order in correlation, respectively. Except for the outermost
ionization lines which appear to be extremely sensitive to the
quality of the basis set,21 ADC(3) calculations in conjunction
with Dunning’s correlation-consistent polarized valence basis
set of double-ú quality (cc-pVDZ)48 are sufficient to ensure
accuracies of about 0.2 eV onVertical one-electron ionization
energies provided that the employed geometries also account
for the effect of electronic correlation.21,24a

The ADC(3) computations described in this work have
therefore been performed on molecular geometries that have

Ee
i(R) ) V*(R) - Vi

+(R) ) EA* - [IPi(∞) + ∆IPi(R)] (2)

∆IPi ) V*(∞) - Vi
+(∞) - [V*(R) - Vi

+(R)] (3)

log σ(Ec) ∝ (-2/s) log Ec (4)

V*(R) ∝ R-s (5)

m ) (b/d) - 1/2 (6)

b ) 2{2I(M)}1/2 (7)
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been optimized under the constraints ofD2 andD2h symmetry
point groups using the cc-pVDZ basis set, and density functional
theory (DFT) in conjunction with the nonlocal hybrid and
gradient-corrected Becke three-parameter Lee-Yang-Parr func-
tional (B3LYP)49 (an approach which is known to provide
structural results of quality comparable to that achieved at the
benchmark CCSD(T) theoretical level23c,50).

All the ADC(3) calculations have been carried out using the
original 1p-GF/ADC(3) package of programs, interfaced to
GAMESS.51 In the present work, a threshold on pole strengths
of 0.005 has been retained in the final diagonalization step,
which has been performed using the block-diagonalization
procedure.52 The assumption of frozen core electrons has been
used throughout, and the full molecular symmetry point group
has been exploited. The convergence of the ADC(3) ionization
spectra with regard to further improvements of the cc-pVDZ
basis set has been rechecked by comparison with results and
simulations obtained using the 6-31G and 6-31G* standard basis
sets.53 This comparison fully confirms the conclusions drawn
in refs 24a and b about the influence of the basis set in ADC-
(3) calculations on relatively large and strongly conjugated
molecules such as naphthalene and azulene and will therefore
not be repeated here.

For the sake of comparison, these computations will be
supplemented by outer-valence Green’s function (OVGF)20

calculations of one-electron ionization energies, also in conjunc-
tion with the cc-pVDZ basis set. These OVGF calculations have
been completed by means of the semi-direct and integral-driven
algorithms implemented within the GAUSSIAN98 package of
programs.54

In the sequel, the UV photoelectron and Penning ionization
electron measurements are compared with convolutions drawn
from the ADC(3) ionization spectra using as spread function a
combination of a Lorentzian and Gaussian with equal weight
and width (fwhm) 0.5 eV). For UPS, cross-section effects are
neglected, i.e., the line intensities are simply scaled according
to the pole strengths (Γi) computed from the 1h and 1p
components of the ADC(3) eigenvectors. In contrast, line
intensities in the simulated PIES have been rescaled according
to the computed EED values.

III. Experimental Section

The experimental apparatus for He*(23S) PIES and He I UPS
has been reported previously.34,35,55In our experimental set up,
beams of metastable and electronically excited He*(21S, 23S)
atoms were produced by a discharge nozzle source with a
tantalum hollow cathode. The He*(21S) component was quenched
by a water-cooled helium discharge lamp, and the He*(23S) (EA

) 19.82 eV) beam was introduced into the reaction cell. He I
UPS were measured using the He I resonance photons (584 Å,
21.22 eV) produced by a discharge in pure helium gas. The
background pressure in a reaction chamber was on the order of
10-7 Torr. The solid sample molecules were put into a small
container under the reaction cell in the vacuum chamber at room
temperature. The kinetic energy of ejected electrons was
measured by a hemispherical electrostatic deflection-type
analyzer using an electron collection angle of 90° relative to
the incident He*(23S) or photon beam. Measurement of the full-
width at half-maximum (fwhm) of the Ar+(2P3/2) peak in the
He I UPS led to an estimate of 60 meV for the energy resolution
of the electron energy analyzer. The transmission efficiency
curve of the electron energy analyzer was determined by
comparing our UPS data of some molecules with those by
Gardner and Samson56 and Kimura et al.57 Calibration of the

electron energy scale was made by reference to the lowest ionic
state of N2 mixed with the sample molecule.

The collisional reaction dynamics of Penning ionization
processes and details of the interaction potential between He*
probes and target molecules can be experimentally studied by
ionic counts as a function of the collision energy (Ec).12b For
atomic targets characterized by isotropic interaction potentials,
measurements of the collision-energy dependence of total
ionization cross sections are amply sufficient for analyzing the
dynamics of the Penning ionization process.33 In contrast, with
molecular targets the interaction potentials with the approaching
probe is obviously anisotropic and only an average potential
can be deduced from the collision-energy dependence of the
total ionization cross section.58 In this case, to obtain more
specific information on the angular dependence of the interaction
potentials within the MO region where the electron-exchange
Penning ionization process occurs, one must resort to ionic-
state-selected measurements of the collision-energy dependence
of partial Penning ionization cross sections (CEDPICS).34 Two-
dimensional (collision-energy/electron-energy-resolved) map-
ping of the Penning ionization electron spectrum (2D-PIES)35

can be achieved by combining a kinetic analysis of the ionized
electrons with CEDPICS measurements employing the cross-
correlation time-of-flight method59 in order to select and monitor
the velocity of the He* beam. The collision-energy dependence
of PIES can strongly vary depending on the ionization channel
and enables therefore rather straightforward assignments of the
involved orbitals in many situations, among which in studies
of five-membered (pyrrole, furan, thiophene, and bromothio-
phenes)60,61 and six-membered (benzene55,62,63 and azaben-
zenes64) conjugated cyclic compounds. For such systems,π-π*
shake-up bands are known to have relatively large cross sections
in PIES.55,60-65 Their origin has been confirmed by the
dependence of the related partial ionization cross section upon
the collision energy, which is very similar to that of theπ one-
electron ionization bands to which they borrow their inten-
sity.55,60-64

In the experimental setup for the collision-energy-resolved
Penning ionization measurements, the metastable atom beam
was modulated by a pseudorandom chopper59 and then intro-
duced into a reaction cell located at 504 mm downstream from
the chopper disk. For reducing the resonance in chopper rotation,
we attached two chopper plates to the motor and rotated these
at 400 Hz. The measured Penning ionization spectraIe(Ee, t)
were stored as a function of the electron kinetic energy (Ee)
and time (t). The resolution of the analyzer was lowered to 250
meV in order to obtain higher counting rates of Penning
electrons. Analysis of the time-dependent Penning ionization
spectraIe(Ee, t) by means of the Hadamard transformation,59

normalized by the velocity distribution of the He* beam, can
lead to a two-dimensional mapping of the Penning ionization
cross section as a function [σ(Ee, Ec)] of the electron energies,
Ee, and collision energies,Ec. The velocity distribution in the
metastable atom beam was determined by monitoring secondary
electrons emitted from a stainless steel plate inserted in the
reaction cell.

IV. Results and Discussion

A. ADC(3) Analysis of the He I UPS and He*(23S) PIES
Gas-Phase Measurements.The gas-phase UV (He I) photo-
electron and He*(23S) Penning ionization spectra of biphenyl
are displayed in Figure 1 together with a simulation of the PIES
records drawn from the ADC(3)/cc-pVDZ ionization spectrum
computed for the B3LYP/cc-pVDZ energy minimum form of
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biphenyl and using model EED cross sections. Despite the rather
approximate nature of the EED model, the shape and relative
intensities of bands in the Penning ionization electron spectrum
are overall very satisfactorily reproduced by the simulation, an
observation which confirms the ability of this technique to probe
the spread, i.e., theσ-like or π-like character, and nucleophilicity
of the molecular orbitals of large conjugated molecules, even
when these exhibit significant departures from planarity. Despite
the release of mirror symmetry and a twist angle of about 40°
between the two phenyl rings, six of the nine outermost orbitals
of the D2 form of biphenyl (1, 9b2; 2, 12a;3, 11b1; 4, 9b3; 7,
8b2; 9, 7b3) exhibit markedly larger EED values, all above 4.6.
These orbitals display a nodal surface that approximately follows
the planes of the phenyl rings and correlate with the 2b2g, 1a1u,
1b1g, 2b3u, 1b2g, and 1b3u π levels, respectively, of the first-
order saddle-point and strictly planar form (D2h) of biphenyl
(Figure 2). In contrast, the remaining orbitals in theD2 form
all have EED values smaller than 2.5 and are merely localized
around the C-C or C-H bonds. It can thus be concluded that
these orbitals are ofσ-like nature, in full agreement with the
MO correlation diagram of Figure 2. For the sake of simplicity
and conciseness and although such a partition is clearly abusive
from a formal symmetry viewpoint, we will therefore discuss
the electronic structure and ionization spectra of the energy

minimum form (D2) of biphenyl in terms ofπ and σ levels
according to the EED values displayed in Table 1 and the MO
correlations of Figure 2. It can further be noticed from Figure
2 that all orbitals belonging to the au, b1u, b2g, and b3g irreducible
representations of theD2h point group get stabilized by a few
tenths of an electronvolt as the twist angle between the two
phenyl rings increases from 0° to 42° whereas all levels with
ag, b1g, b2u, and b3u symmetry labels are inversely destabilized
(The two groups of orbitals are differentiated in Figure 2 by
adding a (+) or (-) to the MO label, respectively). These energy
variations obviously relate to an enhancement of through-space
bonding and antibonding interactions, respectively, between the
two phenyl rings and reflects the rather strongly conjugated
nature of the biphenyl molecule.

The reader is referred to Table 1 for a detailed assignment
of the experimental records on the basis of OVGF one-electron
ionization energies and of the most important ADC(3)/cc-pVDZ
results. This table confirms the empirical rule24b,24c,66that OVGF
pole strengths smaller than 0.85 systematically corroborate a
breakdown of the orbital picture of ionization at the ADC(3)
level. As in previous studies of benzene and polycyclic aromatic
hydrocarbons,24 we note that the ionization bands belonging to
theπ-band system are subject to shake-up fragmentation at low
binding energies. For biphenyl, the shake-up onset relating to
the HOMO-2 LUMO+1 (9b2

-2 10b3
+1) excited configuration

of the cation is a satellite at 11.42 eV (Γ ) 0.03) of the 9b3-1

(4) one-electron ionization line. The orbital picture of ionization
partly breaks down for the two lowestπ orbitals, 8b2 and 7b3
(see lines with labels7 and 9, respectively, in the theoretical
simulations of Figures 1 and 3). In contrast, the orbital picture
holds to a much greater extent within theσ-band system
(namely, in this case, up to binding energies around 16 eV).

Figure 1. Comparison of the He I UV photoelectron and He*(23S)
Penning ionization spectra of biphenyl with a simulation drawn from
the theoretical ADC(3) eigenspectra and model EED cross sections
calculated for the twisted (D2) form.

Figure 2. HF/cc-pVDZ energies of the outer-valence molecular orbitals
of biphenyl as a function of the twist angles between the two phenyl
rings. The provided labels are consistent with the MO assignment of
Tables 1 and 2, with the spike spectra displayed in Figures 3 and 8,
and with the detailed ADC(3) data provided as Supporting Information.
On the left-hand-side (D2h form) all levels with au, b1u, b2g, and b3g

symmetry labels are marked by (+), whereas all orbitals with a (-)
sign relate to levels with ag, b1g, b2u, and b3u symmetry labels.
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The UPS measurements of Figure 1a can be readily compared
with the ADC(3)/cc-pVDZ spike ionization spectrum and
convoluted density of states calculated for that structure, which
are presented in Figure 3. Overall, this convolution rather nicely
matches the UPS record up to binding energies of 18 eV.

The orbital picture of ionization completely breaks down at
binding energies above 18 eV. On the theoretical side, one broad
peak is observed at a binding energy around 18.7 eV, in
qualitative agreement with the PIES measurements. It is worth
noting that, at the MP2/aug-cc-pVDZ level, the vertical and
adiabatic double-ionization potentials of biphenyl amount to 21.4
and 20.8 eV, respectively. Therefore, all computed shake-up
states at binding energies above 20.8 eV are subject to decay

via ionization of a second electron and should be regarded as
resonances in a continuum of shake-off states.

The three outermost bands in the UPS and PIES measure-
ments are to be ascribed to fourπ orbitals (π6-π3) originating
from the highest occupied MOs (1e1g) of benzene. These energy
levels display large intensities in PIES. Intensities and band-
widths in UPS and PIES also readily image the near-energy
degeneracy of theπ4 andπ5 orbitals [12a (2) and 11b1 (3)]. In
line with the EED values, this pair of lines has an extremely
large intensity in PIES. In contrast, although the one-hole states
produced by ionization of orbitals5 (8b3) and6 (11a) are also
quasi-degenerate, their signal emerges with much less intensity
in PIES, which undoubtedly demonstrates that these orbitals

TABLE 1: Assignment of the Penning Ionization Electron Spectrum of Biphenyl, from EED Values (%), CEDPICS Slope
Parameters (m) and by Comparison with the Ultraviolet Photoelectron Spectrum (UPS) and Theoretical [ADC(3), OVGF, and
Koopmans] Ionization Energies (ADC(3) and OVGF pole strengths are given in parentheses)a

band IPUPS MO IPADC(3)/cc-pVDZ
b IPOVGF/cc-pVDZ IPHF/cc-pVD Z EED m

1 8.41 9b2 (π6) 8.12 (0.873) 8.02 (0.890) 8.12 4.85 -0.34
2,3 9.16 12a (π5) 8.98 (0.867) 8.80 (0.888) 9.11 5.77 -0.45

11b1 (π4) 8.99 (0.868) 8.88 (0.887) 9.08 5.95
4 9.87 9b3 (π3) 9.66 (0.847) 9.41 (0.886) 9.88 5.22 -0.42
5,6 11.25 8b3 11.72 (0.881) 11.55 (0.893) 13.08 1.85 -0.12

11a 11.73 (0.886) 11.40 (0.892) 13.10 1.35
7 11.80 8b2 (π2) 11.89 (0.687), 12.18 (0.070), 16.34 (0.067) 11.78 (0.824) 13.18 4.95-0.41
8 12.18 7b2 12.26 (0.847) 12.08 (0.889) 13.62 2.25
9 12.4 7b3 (π1) 12.41 (0.638) 12.31 (0.818) 13.86 4.63 -0.42
10 12.7 10b1 12.65 (0.870) 12.46 (0.887) 14.08 1.75
S (∼13.2) 7b3 (π1) 13.42 (0.121) 4.63 -0.40
11,12 13.8 6b3 14.16 (0.830) 14.01 (0.878) 15.74 2.43 -0.11

10a 14.21 (0.852) 13.94 (0.877) 15.79 1.94
13 14.11 6b2 14.38 (0.851) 14.21 (0.879) 15.96 2.71 -0.23
14 14.5 5b3 14.58 (0.812) 14.20 (0.864) 16.36 0.65
15 14.7 9b1 14.97 (0.843) 14.92 (0.871) 16.69 1.94 -0.22
16 15.02 5b2 15.40 (0.814) 14.99 (0.861) 17.21 0.58
17 15.53 9a 15.84 (0.810) 15.76 (0.857) 17.78 1.92 -0.26
18 16.15 8b1 16.46 (0.414), 16.50 (0.360) 16.32 (0.849) 18.37 2.09 -0.25
19 16.90 8a 17.33 (0.278), 17.35 (0.190), 17.42 (0.258) 17.13 (0.840) 19.33 2.09-0.20

a See Supporting Information for a more detailed description of the above ADC(3)/cc-pVDZ ionization spectrum and comparison with ADC(3)/
6-31G and ADC(3)/6-31G* results.b Further ionization lines with pole strengths larger than 0.050 have been identified as follows. 7b1: 18.58
(0.152), 18.71 (0.054), 18.74 (0.084), 18.79 (0.214). 4b3: 19.22 (0.181), 19.26 (0.107), 19.50 (0.061). 4b2: 19.69 (0.159), 19.83 (0.081), 19.86
(0.058), 19.98 (0.075), 20.36 (0.063). 7a: 19.69 (0.091), 19.89 (0.060), 20.28 (0.111), 20.80 (0.061).

Figure 3. ADC(3)/cc-pVDZ ionization spectrum of the twisted energy minimum form (D2) of biphenyl (spike spectra and convoluted densities of
states as a function of binding energies): 21) 4b3, 22 ) 4b2, 23 ) 7a. See Table 1 for a detailed orbital assignment and the available Supporting
Information for a comparison with ADC(3)/6-31G and ADC(3)/6-31G* simulations.
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belong to theσ-band system. In straightforward analogy with
the2E1g (σ) and2A2u (π) electronic states of the benzene radical
cation, whose vibronic couplings led to a particularly compli-
cated vibronic structure at electron-binding energies ranging
from 11.4 to 12.5 eV in the UPS spectrum of this compound
[see, in particular, refs 67], severe vibronic coupling interactions
for ionization of an electron of theσ orbitals5 (8b3) and6 (11a)
are also expected due to the very nearby presence of aπ one-
electron ionization line for orbital 8b2 (7). These probably
explain the poorer agreement between theory and experiment,
UPS in particular, at ionization energies around 11.5 eV. This
π state directly derives from the 1a2u π orbital of benzene and
can be distinctly identified in both the gas-phase UPS and the
PIES measurements (Figures 1a and 1b). In line with its
belonging to theπ-band system, this state is more strikingly
apparent in the latter case (Figure 1b).

The same consideration applies for the most intense line
produced by ionization of the innermostπ orbital [7b3 (9), IP
) 12.4 eV,Γ ) 0.63]: this line undoubtedly relates to the peak
that can be distinctly observed at an electron energy of 7.48
eV [i.e., at an ionization energy of 12.34 eV in the gas-phase
PIE spectrum (Figure 1b)]. A shoulder (S) with relatively limited
intensity can be discerned at an electron-binding energy of about
13.4 eV in both the UPS and PIES measurements of Figure 1a
and 1b and may, at first glance, be ascribed to the vibrational
tail of the π and σ orbitals 9 (7b3) and 10 (10b1). The EED
simulation for the twisted (D2) form of biphenyl in Figure 2b
suggests that this shoulder might also relate to a rather weak
π-2π*+1 satellite (S) with a pole strength ofΓ ) 0.12.

The next spectral feature predicted in the simulations given
in Figure 3 is a sharp and narrow peak around 14.1 eV. This
peak is produced by overlap of four one-electronσ-ionization
lines (11-14), among which a quasi-degenerate pair (within
0.06 eV) of cationic states (11, 12: 6b3

-1, 10a-1). With regard
to these energy degeneracies, strong vibronic coupling effects
can again be expected. Quite naturally, therefore, the bands from
the σ-ionization lines (11-14) display a somewhat different
appearance on the experimental side, in particular, with UPS, a
spectroscopic method which by virtue of its relatively large time
scale (∼10-12 s) is particularly sensitive to such effects. Lower
PIES intensities relative to the UPS ones suggest that bands14
and 16 relate to one-electron ionization lines derived fromσ
orbitals (5b3 and 5b2), which are merely localized around C-C
bonds. Such orbitals are not easily accessible to an incoming

He* probe and are therefore characterized by very limited EED
values, smaller than 0.65. A very considerable decrease of
intensity is correspondingly noted at electron energies around
5.0 eV in He*(23S) PIES (Figure 1b), compared with the
intensity measured at ionization energies of about 14.8 eV in
UPS (Figure 1a). On the other hand, orbitals15, 17, and 18
(9b1, 9a, and 8b1) are merely localized around C-H bonds.
These orbitals are intrinsically more easily reachable, and larger
relative EED cross sections (around 2) have been therefore
calculated. This is in qualitative agreement with the PIES
measurements, taking into account the presence of an intense
background signal at electron energies lower than ca. 5 eV. It
is worth noting that MO17 (9a) relates exclusively to C-H
contributions (see the MO plot of Figure 2). Ionization of this
orbital is thought therefore to result in very substantial excita-
tions of C-H stretching vibrations, which explains the very
significant broadening observed experimentally for this level,
in both UPS and PIES.

The last feature that the EED simulation of Figure 1c shows
is a band (19) at an electron energy of ca. 3.0 eV, which,
according to the ADC(3)/cc-pVDZ results, dominantly relates
to shake-up lines produced by ionization of an orbital (8a) which
extends fully in phase outside the molecular surface (Figure
2). It is known that the EED model tends to underestimate the
relative PIES of ionization bands derived from such orbitals,27,28

a fact which a comparison of Figures 1b and 1c confirms.
B. Experimental and Theoretical Characterization of the

Anisotropies of the Interaction Potential of He*(23S) around
Biphenyl. The slope parameters (m) characterizing the collision-
energy dependence of partial ionization cross sections (CED-
PICS) obtained from the 2D-PIES measurements on biphenyl

Figure 4. Collision-energy-resolved Penning ionization electron spectra
of biphenyl with He*(23S) metastable atoms (dashed curve:Ec ) 90
((7) meV, solid curve:Ec ) 120 ((12) meV, broken curve:Ec ) 150
((16) meV, dotted curve:Ec ) 200 ((25) meV).

Figure 5. Collision-energy dependence of partial ionization cross
sections of biphenyl with He*(23S) metastable atoms for bands 1-10
and band S.
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in the gas phase have also been reported in Table 1. These slope
parameters have been obtained by means of a least-squares
method for collision energies ranging from 90 to 235 meV. He*-
(23S) collision-energy-resolved Penning ionization electron
spectra (CERPIES) of biphenyl are shown in Figure 4 for
collision energies of∼90 (dashed curve),∼120 (solid curve),
∼150 (broken curve), and∼200 meV (dotted curve). The
CEDPICS of biphenyl are further displayed as logEc vs logσ
plots in Figure 5. These CEDPICS plots have been obtained
from 2D-PIES measurements within an appropriate range of
electron energies, typically in electron energy intervals equal
to the resolution of the spectrometer, i.e.,∼250 meV, in order
to avoid contamination from neighboring bands. Electron-density
contour maps ofσ orbitals are also shown on a plane including
a phenyl group. Forπ orbitals electron-density maps have
been plotted on a plane at a height of 1.7 Å above the plane
including one of the two phenyl groups along with the 3D plots
visualized by MOLDEN.68 In these plots thick solid curves
indicate the repulsive molecular surface approximated by van
der Waals radii. At last, Figure 6 provides the interaction
potential-energy curvesV*(R) calculated at the MP2/6-31G level
as a function of the distanceR between the model Li probe and
selected target points in the molecule along various direction
approaches.

The partial ionization cross sections of theπ-ionization
channels are characterized by strongly negative collision-energy
dependencies (Figure 5), which demonstrate on experimental
grounds that the potential-energy surface describing the interac-
tion between the molecule and the approaching He* probe is
strongly attractive around theπ-orbital region. The slope values
(m ) -0.34 to -0.45) obtained from the collision-energy
dependence of the Penningπ-ionization cross sections of
biphenyl are similar to those previously inferred for theπ levels
of benzene (m ) -0.32 or -0.34).62,63,69 In agreement with
these observations, strongly attractive potential wells are found
from our potential calculations (Figure 6) when the Li(22S)
model probe approaches theπ-orbital region of biphenyl along
axes that are perpendicular to the plane of one of the two phenyl
rings. Among these model interaction curves, the deepest well

is found when the approach follows an axis that intersects the
center of one of these rings.

In contrast with theπ levels, a much more limited collision-
energy dependence is observed in CERPIES and CEDPICS for
σC-H ionization bands such as bands5,6 (m ) -0.03).
Therefore, the very limited slope parameter characterizing the
CEDPICS of bands4,5 indicates that the interaction potential
that prevails around theσC-H bond region of aromatic hydro-
carbons is more strongly repulsive. For the sake of comparison,
it is worth recalling that slope parameters (m) ranging from
+0.10 to -0.02 have been previously inferred from the
CEDPICS ofσ bands of benzene in effusive condition.62,63,69

In contrast, the present 2D-PIES measurements on biphenyl
yield CEDPICS slopesm around-0.10 forσ bands (bands5,6
and11,12). Since the ADC(3) calculations demonstrate that the
contribution of shake-up lines in theπ-ionization band system
is overall extremely limited at binding energies larger than 13
eV, the more strongly negative collision-energy dependence of
σ cross sections can be ascribed to a stronger deflection of He*
trajectories by enhanced attractive interactions at larger distances
around the phenyl groups. Indeed, slope parameters around-0.1
have also previously been found for the CEDPICS characterizing
the σ-ionization bands of naphthalene (C10H8).70 For the sake
of comparison, slope parameters around-0.2 have been inferred
from the CEDPICS measured for theσ-ionization bands of
anthracene (C14H10).70 Considering all results obtained so far
for benzene, naphthalene, anthracene, and biphenyl, these
variations in the collision-energy dependence of Penning
ionization cross sections indicate that the affinity of large
π-conjugated molecules toward an impinging electrophilic
species such as He*(23S) increases with system size as a result
of an enhancement of the polarizability and electron-donating
(metallic) nature of these aromatic systems, an observation
which can ultimately be related to closure of the HOMO-

Figure 6. Interaction potential curvesV*(R) for biphenyl and Li along
various direction approaches.R is the distance between Li and C atoms,
or between Li and the center of the phenyl ring or the C-C single
bond.

Figure 7. Collision-energy dependence of partial ionization cross
sections of biphenyl with He*(23S) metastable atoms for bands 11-
19.
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LUMO band gap and significant enhancements of electron-
correlation effects (see ref 21 in particular). In line with this, a
previous comparative PIES study of ethylene derivatives has
also shown that the strength of the attraction forces between
the molecular target and the He*(23S) probe very substantially
increases as the ionization energy of an electron in the HOMO
decreases.71

The π6-π3 andπ2-π1 orbitals of biphenyl can be regarded
as in-phase or out-of-phase combinations of the 1e1g and 1a2u

orbitals of benzene, respectively. Since biphenyl has a nonplanar
structure in the gas phase, the electron-density distributions of
π orbitals are spatially rather intricate. In addition, the calculated
potential curves show that due to enhanced steric interactions
the central C-C bond is much less easily accessible than the
centers of the phenyl rings (Figure 6). Some subtle differences
in the CEDPICS characteristics of the three outermostπ bands
(1-4) are worth therefore a more detailed analysis. On the other
hand, the ionization bands relating to the 8b2 (7, π2) and 7b3
(9, π1) orbitals overlap withσ-ionization bands and are therefore
less easy to characterize. The CEDPICS of the 12a and 11b1

(2,3) ionization channels (π4, π5) have a slope parameterm )
-0.45, compared with values ofm ) -0.34 and-0.42 for
slopes characterizing the CEDPICS of the 9b2 (1, π6) and 9b3
(4, π3) ionization bands, respectively.

In Figure 5 we separately display the collision-energy
dependence of the partial ionization cross sections (CEDPICS)
of the shoulder (S) observed at an ionization energy around 13.2
eV in the He*(23S) PIES spectrum of Figure 1. The dependence
of the cross sections is markedly negative (m ) -0.40), which
confirms the suggestion that this shoulder relates to theπ-band
system as aπ-2π*+1 satellite of orbital 7b3 (9, π1) (Table 1,
Figure 3) rather than to the vibrational tail of the nearest and
σ-one-electron ionization line derived from orbital 10b1 (10) at
∼12.7 eV.

C. Conformational Fingerprints in the UPS and PIES
Measurements on Biphenyl.The ADC(3)/cc-pVDZ result
obtained for the planar first-order saddle-point form of biphenyl
is displayed as a spike spectrum and convoluted densities of

states in Figure 8. In Figure 9 we provide the He I UV and
Ne* PIES photoelectron spectra which Kubota et al.17 obtained
from polycrystalline and amorphous thin films of biphenyl of
about 10 nm thickness and deposited at temperatures of 170
and 109 K on a copper substrate, respectively. A simulation of
PIES measurements on the planar form of biphenyl with gas-
phase resolution is provided further in Figure 10 for the sake
of comparison. The reader is referred to Table 2 for a
quantitative assignment of these spectra and a comparison with
ADC(3) and OVGF results. Most of the observations that were
previously made regarding the accuracy of the computed one-
electron ionization energies as well as the significance of OVGF
pole strengths smaller than 0.85 are still valid and will not be
repeated here.

A comparison with the theoretical simulations in Figure 3
indicates that many bands in the gas-phase ionization spectrum
of biphenyl are rather sensitive to an alteration of the twist angle
between the two phenyl rings. According to these simulations
one of the most significant structural fingerprints for the planar
first-order saddle-point form versus the twisted energy minimum
form pertains to the relative energy location of the ionization
bands relating to theσ orbitals 17, 18, and19. Very clearly,
the UPS and PIES gas-phase measurements at electron-binding
energies ranging from 15 to 18 eV are completely incompatible
with the simulations drawn from a planar structure.

Compared with the situation that prevails in the gas phase,
at least one structural fingerprint of the planar form is clearly
apparent in the UPS and Ne* (PIES) (Figure 9) measurements
performed on polycrystalline thin films of biphenyl deposited
(or annealed) at 170 K.17 The ADC(3) and OVGF results
indicate that, by comparison with the twisted energy minimum
form, planarity induces a significant increase, by about 0.4 eV,
of the energy spreading of the four outermostπ bands (see also
Figure 2a), an observation which fully matches the experimental
data for these layers.17 These results demonstrate, therefore, on
further spectroscopic grounds that the thermodynamically most
stable configuration of biphenyl in an optimally relaxed crystal-
line network is planar at room temperature. In contrast, upon

Figure 8. ADC(3)/cc-pVDZ ionization spectrum of the planar (first-order saddle-point) form (D2h) of biphenyl (spike spectra and convoluted
densities of states as a function of binding energies). See Table 2 for a detailed orbital assignment and the available Supporting Information for a
comparison with an ADC(3)/6-31G simulation.
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both UPS and Ne* (PIES) measurements, it appears that the
energy spreading of the four outermostπ bands obtained from
the film deposited at 109 K is very similar to that found in the

gas phase and from the ADC(3)/cc-pVDZ calculations on the
twisted (D2) form of biphenyl. This obviously corroborates the
amorphous, i.e., disordered, nature of this film and indicates
that within the very top layers that are effectively probed by
means of UPS and Ne* PIES, biphenyl predominantly lies
within a twisted configuration. Such views are consistent with
the conclusions drawn from Kubota et al.17 upon considering
the very limited intensity of the Ne* PIES intensities measured
from the sample annealed at 170 K for theπ4 andπ5 orbitals
(2,3) compared with that found for the film originally deposited
at 109 K. Considering the topology of these orbitals (see Figure
2), these intensity variations indicate that the longitudinal axes
of the molecules of biphenyl are all (approximately) aligned
perpendicular to the surface of the polycrystalline layers,
whereas the molecules at the surface of the amorphous film are
merely randomly oriented.17

Identification of conformational fingerprints at higher ioniza-
tion energies is more difficult for the thin films because of the
lower experimental resolution and extremely strong inelastic
scattering background or solid-phase effects such as relatively
strongπ-stack intermolecular interactions, long-range electronic
and geometrical relaxations, phonon broadenings, etc. For a
comparison of ionization energies with simulations on an
absolute energy scale one would also need to know the work
function of the sample. As the latter is unknown, bands in these
measurements are therefore assigned (Figure 9) from their
relative location. Despite the complications inherent to the solid
phase, we note nonetheless that, in line with the simulations
displayed in Figures 1c and 10, significant differences for bands
18,19 in the PIES spectra (Figure 9) of the thin films prepared
at 170 and 109 K are observed. More specifically, a significant
lowering of the intensity of band19 relative to that of band18
from the 170 (polycrystalline) to 109 K (amorphous) samples
corroborates the suggestion that within the outermost layers of
these samples biphenyl molecules adopt planar (D2h) and twisted
(D2) conformations, respectively.

V. Conclusions

We have reported on the PIES and CERPIES study of the
valence electronic structure of biphenyl in the gas phase, up to
electron-binding energies of 20 eV, in conjunction with exterior
electron-density (EED) calculations of partial cross sections in
Penning ionization experiments and one-particle Green’s func-
tion (1p-GF) [OVGF and ADC(3)] calculations of the one-
electron and shake-up ionization spectra of model twisted and
planar conformations. In the present work Penning ionization
intensities have been analyzed by means of the EED model and
comparison with UPS measurements in the gas phase. The
agreement between theory and experiment is satisfactory overall
up to electron-binding energies of∼18 eV, despite the extremely
challenging nature of this compound, namely, its high torsional
flexibility around the central C-C bond, a strongly conjugated
character, and a propensity therefore to undergo electronic as
well as vibrational excitation processes upon ionization. Due
to near energy degeneracies between a number of states, likely
complications due to vibronic coupling transitions are expected
at ionization energies around 12 and 14 eV. It would be worth
studying explicitly the bands measured at these energies using
nuclear multistate dynamics.67

Compared with the lines originating fromσ orbitals, ioniza-
tion lines belonging to theπ-band system, including shake-up
lines, have much larger Penning ionization cross sections due
to their greater extent outside the molecular vdW surface. Due
to the neglect of phase factors, the EED model tends, nonethe-

Figure 9. Assignment of the UPS and Ne* PIES measurements by
Kubota et al.17 on (a) polycrystalline and (b) amorphous layers of
biphenyl deposited on copper at temperatures of 170 and 107 K,
respectively.

Figure 10. He*(23S) Penning ionization spectra simulated upon EED
model cross sections, and the ADC(3)/cc-pVDZ results for the planar
(D2h) first-order saddle-point form of biphenyl.
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less, to underestimate the relative intensity of fully bonding
orbitals compared with orbitals characterized by a rich nodal
structure. It would be worth improving on this model by
explicitly accounting for the overlap between the 1s orbitals of
the impinging He* atoms and the target molecular orbitals within
a model employing thermostatistical mechanics72 or classical
dynamical calculations73 based on quantum-chemical potential-
energy surfaces for computing and integrating the results of
different collision pathways rather than using rigid van der
Waals boundary surfaces.

As a byproduct of the present study, a comparison of ADC-
(3) simulations with the PIES and UPS measurements performed
by Kubota and co-workers17 on thin films of biphenyl deposited
at 170 and 109 K on copper demonstrates that biphenyl
molecules lying at the surface of polycrystalline layers adopt
predominantly a planar configuration, whereas within an
amorphous sample most molecules have twisted structures
similar to that prevailing in the gas phase. These conclusions
have been drawn on the very reasonable assumption that,
although they may change the ionization threshold of biphenyl
by a few tenths of an electronvolt (see a previous study of the
ionization threshold of oligoacenes at the confines of nonrela-
tivistic quantum mechanics21), geometrical relaxation effects and
further improvements of the quality of the basis set should
influence the outermost electron-binding energies of the twisted
and planar forms in very similar ways, considering that these
forms have comparable HOMO-LUMO band gaps (which, at
the HF/cc-pVDZ level, amount to 10.8 and 10.3 eV, respec-
tively).
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1 2b2g (π6) 7.93 (0.871) 7.86 (0.890) 7.92 4.87
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15 9b1u 14.88 (0.843) 14.83 (0.871) 16.59 1.76
16 5b2u 15.47 (0.808) 15.09 (0.854) 17.40 0.59
17 9ag 15.96 (0.781) 15.88 (0.856) 17.92 1.86
18 8b1u 16.38 (0.757) 16.29 (0.849) 18.35 2.10
19 8ag 17.43 (0.597), 17.65 (0.110) 17.34 (0.837) 19.57 1.03
20 7b1u 18.52 (0.112), 18.70 (0.128), 18.79 (0.265), 19.12 (0.082) 18.74 (0.822) 21.50 0.82
21 4b3g 18.71 (0.098), 18.85 (0.148), 19.08 (0.166), 19.23 (0.105), 19.33 (0.051) 18.99 (0.820) 21.82 0.99
22 4b2u 19.82 (0.109), 19.94 (0.115), 20.11 (0.061), 20.48 (0.078), 20.52 (0.059) 20.00 (0.798) 22.96 0.83
23 7ag 19.84 (0.081), 19.99 (0.058), 20.07 (0.071), 20.36 (0.051), 20.52 (0.076) 20.06 (0.815) 23.19 0.52

a Ionization energies are in eV. Only the lines with a pole strength larger than 0.05 (in parentheses) are reported. See Supporting Information for
a more detailed description of the above ADC(3)/cc-pVDZ ionization spectrum and a comparison with ADC(3)/6-31G results.
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(67) (a) Köppel, H.; Cederbaum, L. S.; Domcke, W.J. Chem. Phys.
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