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N-Arylation of the pyridinium electron acceptor unit in stilbazolium chromophores has been found by previous
experimental hyper-Rayleigh scattering and electronic Stark effect (electroabsorption) spectroscopic studies
to lead to substantial increases in the static first hyperpolarizabilityâ0 (Coe, B. J. et al.AdV. Funct. Mater.
2002, 12, 110; 2003, 13, 347). We show here that INDO/SCI calculations on the isolated cationstrans-4′-
(dimethylamino)-N-R-4-stilbazolium (R) methyl1, phenyl2, 2,4-dinitrophenyl3, or 2-pyrimidyl4) predict
only slight red-shifts in the energy of the intramolecular charge-transfer (ICT) transition and accompanying
relatively small changes inâ0 on moving along the series. The inclusion of acetonitrile solvent using a
polarizable continuum model affords a somewhat better agreement with the experimental data, especially the
red-shifting of the ICT transition and the increase inâ0 on going from1 to 4. Time-dependent density functional
theory (TD-DFT), finite field, and coupled perturbed Hartree-Fock calculations reproduce even more closely
the empirical data and trends; the latter two approaches lead to the highest quadratic nonlinear optical (NLO)
response of the studied chromophores for3, for which the predictedâ0 is ca. 50-100% larger than that of
the analogousN-methylated cation1. Although the TD-DFT and INDO/SCI approaches give quite different
results for ground- and excited-state dipole moments, the overall conclusions of these two methods regarding
the ICT absorption and NLO responses are similar.

Introduction

Over recent years, organic nonlinear optical (NLO) materials
have been intensively investigated, primarily for potential
applications in advanced optoelectronic and all-optical data
processing technologies.1 The range of compounds studied is
now very broad and includes salts such as stilbazolium species.2

Attractive features of the latter type of materials include the
use of counterion variations to modify crystal packing, poten-
tially affording noncentrosymmetric macroscopic structures
which are essential for bulk quadratic (second-order) NLO
effects. Crystalline salts also offer inherently greater stabilities
and higher chromophore number densities when compared with
alternative NLO materials such as poled polymers. Quadratic
NLO effects, which hold the most immediate promise for
practical applications, derive at the molecular level from first
hyperpolarizabilitiesâ. The tuning and maximization ofâ
responses has hence been a major focus of much recent research
work, and such studies with charged chromophores have been
greatly aided by the development of the hyper-Rayleigh
scattering (HRS) technique.3

By using a combination of HRS and electronic Stark effect
(electroabsorption)4 spectroscopic measurements on dipolar
ruthenium(II) complexes of pyridyl ligands, we have found that
species withN-arylpyridinium electron acceptor groups possess

static first hyperpolarizabilitiesâ0 which are 2-3 times larger
than those of theirN-methyl analogues.5 Related studies with
stilbazolium-type compounds have confirmed that such aâ0-
enhancing effect is also observed in purely organic chromo-
phores,6 and crystalline materials displaying very pronounced
second harmonic generation activity have been identified.6a,c It
is clearly of interest to develop a fuller physical understanding
of the origins of the effects of pyridiniumN-arylation in such
compounds, by recourse to MO theory. Previous INDO/SCI
calculations on some RuII pentaammine complexes failed to
reproduce the observed increases inâ0,5d predicting instead that
theN-arylated chromophores havesmallerNLO responses when
compared with their methylated counterpart. However, subse-
quent time-dependent density functional theory (TD-DFT)
studies on some related complexes by Lin et al. have afforded
results which are more consistent with the empirical observa-
tions.7 Our present theoretical investigations focus on the well-
studied N-methyl stilbazolium chromophore1 and its three
N-arylated analogues2-4.6a

Experimental Section

INDO/SCI Calculations. The geometries of cations1-4
were determined by the semiempirical method AM18 using the
program package MOPAC. All molecules were fully optimized,
and frequency analysis showed all structures to be minima on
the potential energy surfaces. The intramolecular charge-transfer
(ICT) transition energies, transition dipole moments, and state
dipole differences were derived from the INDO calculations
taking into account configuration interaction (CI). For the CI
calculations, all the singly substituted excitations over all
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π-orbitals were included (SCI). The zero frequency first
hyperpolarizabilitiesâvec () â0) were calculated by using the
Sum-Over-States (SOS) approach on the basis of the SCI results.
The term âvec is usually employed in electric-field-induced
second harmonic generation experiments and is the projection
of âtot along the dipole moment vector.

Hartree-Fock and DFT Calculations.All calculations were
performed by using the Gaussian 03 program.9 The molecular
geometries were fully optimized with no restrictions by using
the hybrid functional B3P8610 and the LanL2DZ11 basis set.
The same model chemistry was used for TD-DFT and finite
field (FF) calculations. Excited-state dipole moments were
calculated by using the one particle RhoCI density. Molecular
hyperpolarizabilities were also calculated by using the coupled
perturbed Hartree-Fock (CPHF) method and the LanL2DZ
basis set. The default Gaussian 03 parameters were used in every
case. Theâ0 values included in Table 3 are the zero frequency
âtot values from DFT calculations. Note that for dipolar
molecules,â is aligned to the dipole moment and therefore
âvec ) âtot. Molecular orbital contours were plotted by using
Molekel 4.3.12

Results and Discussion

Initially, we have carried out INDO/SCI calculations on the
isolated cations1-4. The results of MO calculations have been
reported previously for1,13 5,14 and for the neutral compound
trans-4′-(dimethylamino)-N-(2-benzimidazolate)-4-stilbazoli-
um (6),15 but N-aryl stilbazolium cations have not yet been
studied theoretically to our knowledge. The resulting first
hyperpolarizabilitiesâvec () â0) of 1-4 are shown in Table 1.

The INDO/SCI-calculatedâ0 for 1 is similar to that previously
reported (241× 10-30 esu).13bHowever, the calculatedâ0 values

are rather larger than those derived from either the HRS or Stark
measurements, and they also show only a very modest increase
in moving from1 to 4. The latter result is unsurprising given
that these calculations also predict that the ICT absorption
maximum remains essentially constant throughout the series,
whereas in practice a steady red-shifting is observed. One of
the reasons for this marked disagreement between theory and
experiment might be the conformation of the arylpyridinium
group. Because the AM1 dihedral angles between the pyridyl
and N-aryl rings differ from those observed in X-ray crystal
structures,6a,c we have also carried out calculations with the
optimized AM1 geometries but forcing the inter-ring dihedral
angles to the X-ray values. The results of these calculations are
also given in Table 1, but show only small differences from
the data obtained when using the AM1 angles. Clearly, the initial
INDO/SCI theoretical model does not accurately reproduce
either the linear absorption or NLO properties of [1-4]PF6 in
solution. We have therefore carried out further calculations by
using the optimized molecular geometries obtained via the DFT
method (see below) and also incorporating acetonitrile solvent
by using the polarizable continuum model (PCM).16 The results
of these calculations are shown, together with the corresponding
data for the cations in a vacuum, in Table 2 (∆µge is the dipole
moment change associated with the ICT transition andµge is
the transition dipole moment). Unfortunately, it proved impos-
sible to get the calculations for cation3 to converge, probably
because of the large dipoles induced by the-NO2 groups.

It is interesting to note the close agreement between the
INDO/SCI-derived (acetonitrile) and measured excitation energy
for 1. Although the INDO/SCI values ofµge and∆µge do not
agree very well with the experimental values, theâ0 values agree
somewhat better with the corresponding Stark-derived data when

TABLE 1: Experimental a and INDO/SCI-Derived Visible Absorption Maxima and First Hyperpolarizabilities for Cations 1 -4

λmax, Emax[ICT] (nm, eV) â1300(10-30 esu) â0 (10-30 esu)

cation exptb INDO/SCI INDO/SCIc HRSb,d INDO/SCI INDO/SCIc HRSb,d Starke INDO/SCI INDO/SCIc

1 470, 2.64 485, 2.56 60 733 25 118 260
2 504, 2.46 487, 2.55 492, 2.52 355 763 805 120 144 261 267
3 537, 2.31 486, 2.55 497, 2.49 370 901 846 100 181 324 283
4 553, 2.24 492, 2.52 498, 2.49 1015 846 912 230 159 283 295

a All measurements were made with PF6
- salts.b In acetonitrile solutions at room temperature.c INDO/SCI calculated, with X-ray crystallographic

dihedral angles (56°, 84°, and 12°, respectively for [2]PF6, [3]PF6, and [4]BPh4).6a,c d Data taken from ref 6a.e In butyronitrile glasses at 77 K; data
taken from ref 6c and derived by using the two-state equationâ0 ) 3∆µge(µge)2/2(Emax)2 (perturbation series convention).18

TABLE 2: Results of INDO/SCI Calculations for Cations 1-4 Using DFT-Optimized Geometries

λmax[ICT] (nm) Emax[ICT] (eV) µge(D) ∆µge(D) â0 (10-30 esu)

cation vacuum MeCN vacuum MeCN vacuum MeCN vacuum MeCN vacuum MeCN

1 507 474 2.44 2.62 12.4 11.6 11.5 11.4 255 179
2 506 470 2.45 2.64 13.0 12.3 11.5 10.7 255 163
3 518 a 2.39 a 13.6 a 11.0 a 297 a
4 517 512 2.40 2.42 13.5 13.5 11.0 11.2 283 280

a Not converged. Measured values at 77 K in butyronitrile (and used to derive Starkâ0 values in Table 1):µge (D) ) 9.1 (1); 9.4 (2); 9.5 (3);
9.5 (4). ∆µge (D) ) 16.3 (1); 16.3 (2); 18.4 (3); 14.5 (4).6c

TABLE 3: Results of TD-DFT and CPHF Calculations for Cations 1-4

cation
λmax, Emax[ICT]

(nm, eV)
µge

(D) fos

∆µge

(D) major contribution
â0[FF-DFT]a

(10-30 esu)
â0[CPHF]b

(10-30 esu)
â0[TD-DFT]c

(10-30 esu)

1 468, 2.65 11.5 1.32 13.9 HOMOfLUMO 150 186 163
2 482, 2.57 12.6 1.55 14.0 HOMOfLUMO 189 226 197
3 840, 1.48 0.9 0.03 44.1 HOMOfLUMO 290 277 9

472, 2.62 12.7 1.59 12.6 HOMOfLUMO+2 173
4 505, 2.45 13.1 1.60 16.7 HOMOfLUMO 259 263 279

a B3P86/LanL2DZ model Chemistry.b HF/LanL2DZ model Chemistry.c Calculated from the TD-DFT results by using the two-state equation
â0 ) 3∆µge(µge)2/2(Emax)2.
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the solvent is taken into account. In particular, a considerably
larger increase inâ0 is predicted on moving from1 to 4 in
acetonitrile when compared with the vacuum data. These results
can be interpreted as follows. These molecules possess large
ground-state dipole momentsµg, especially1 (although this is
a somewhat undefined quantity for a charged system; the
molecules were oriented along their principal axes of inertia in
all cases). Moving from1 to 4 results in a large decrease inµg,
due to charge-transfer to the aryl unit on the acceptor side in4
(Figure 2). The value of∆µge is, in contrast, very similar for
both cations. As expected from the larger dipole moment in
the ground-state, the ICT transition in1 is blue shifted when
going from the gas phase to solution, hence rationalizing the
smaller quadratic NLO response obtained in the latter case
(according to a simple two-state model). In contrast,|µg| ∼ |µe|
in 4, yet the state dipoles have opposite signs, so that a much
smaller shift in excitation energy is predicted for the latter
molecule and the gas-phase and solutionâ0 values are very close
to one another. Overall, the increase inâ0 on moving from1 to
4, as predicted at the INDO/SCI level in acetonitrile, arises
primarily from the lower transition energy to the ICT state
together with the larger associated transition dipole moment.
Such bathochromic and hyperchromic shifts when going from
1 to 4 are fully consistent with experiment.

Since we have previously found that TD-DFT and FF
calculations reproduce relatively accurately the measured dipole
and optical parameters for1 and for its extended homologues
with two or threeE-CHdCH linkages,17 it is clearly of interest
to apply such computational methods to theN-aryl stilbazolium
cations2-4 and to compare the results with those obtained by
using the more traditional INDO/SCI approach.

The optimization of the molecular geometries of cations1-4
yielded fully planar (Cs) geometries for1 and 4, while the
calculated dihedral angles between the pyridinium andN-aryl
rings in2 and3 of 50° and 80°, respectively, are in a reasonably
good agreement with those observed in the X-ray crystal

structures.6a,cThe calculation of optical properties was performed
by using these optimized geometries. It is worth noting that ab
initio calculations provide a very poor description of excited
states and thus are useless when performing SOS computations,
which are usually successful when using INDO/SCI. On the
other hand, coupled methods such as CPHF or FF which
compute the hyperpolarizability as the second derivative of the
dipole moment are usually accurate when using ab initio
methods, provided that an adequate basis set is employed.
Unfortunately, these coupled methods give no information on
the excited states involved and are not amenable to intuitive
interpretations. The situation is even worse when using DFT
methods, since the commonly used functionals present a bad
asymptotic behavior and fail to calculate the hyperpolarizability
of neutral or anionic molecules. Fortunately, cationic species
(such as1-4) with a more compact electronic cloud are not
affected by such bad asymptotic behavior, and their hyperpo-
larizabilities can be reasonably accurately calculated by DFT.
Theâ0 values calculated for1-4 by using either a FF-DFT or
CPHF model as well as the results of TD-DFT calculations are
gathered in Table 3, and the MOs that contribute to the ICT
transitions are depicted in Figure 3.

It can be seen that while the TD-DFT results are not
quantitatively accurate, they provide a somewhat better descrip-
tion of the experimental observations than do the gas-phase
INDO/SCI calculations, reproducing quite well the observed
trends in the linear and NLO behavior. The calculated total
bathochromic shift along the series1-4 of 0.20 eV is not as
high as that observed experimentally in acetonitrile solutions
(0.4 eV) but is more realistic than the small values of ca. 0.05
eV obtained via the INDO/SCI method in a vacuum (Tables 1
and 2). However, when the solvent is included the corresponding
INDO/SCI-derived shift is similar to that obtained from TD-
DFT, although only the latter theoretical method also predicts
a bathochromic shift on moving from1 to 2. In a similar manner,
both the FF-DFT and CPHF calculations account for a noticeable

Figure 1. Chemical structures of the stilbazolium cations investigated,
together with some related chromophores.14,15

Figure 2. INDO/SCI-derived charge distributions of the electronic
ground and first excited states for the cations1 (top) and4 (bottom) in
a vacuum.
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and continual enhancement ofâ0 along the series1-4 that is
only partly predicted by the INDO/SCI method (either in the
gas phase or solution). However, all three theoretical approaches
agree in predicting that the 2,4-dinitrophenyl (2,4-DNPh)
chromophore3 has the largest NLO response, although non-
convergence was found for this cation when incorporating the
solvent into the INDO/SCI calculations. The latter conclusion
also emerges from the Stark data, but not from the HRS results
which indicate that4 has the largestâ0. Hence, while the
theoretical and experimentalâ0 values do not agree closely, there
are also clear differences between the corresponding values
determined via either the Stark or HRS techniques. Furthermore,
TD-DFT calculations such as these that do not include solvent
effects can be expected to yield the correct experimental trends
but not quantitative predictions of the transition energies or
molecular hyperpolarizabilities (see below). It is interesting to
note the close agreement between the INDO/SCI-derived
(acetonitrile) and DFT-calculatedµge values for1, 2, and4 and
also the corresponding and almost exact agreement forâ0 of 4.

A more intuitive explanation of the effects caused by
N-arylation in these stilbazolium dyes can be drawn from the
results of our TD-DFT calculations and considering the param-
eters involved in the two-state model18,19

wherefos is the oscillator strength. For the PF6
- salts of cations

1-4, theµge and∆µge values measured in butyronitrile at 77 K
are given in the footnote for Table 2.6c It is apparent that TD-
DFT somewhat overestimates the magnitude ofµge, but (with
the exception of4) underestimates∆µge for these chromophores.
Although the excited-state dipole moments calculated by using
the RhoCI density (and hence the∆µge values) are probably
inaccurate, theâ0 values derived by application of the two-
state model to the TD-DFT results are (with the exception of

3) in surprisingly good agreement with the outcomes of the FF-
DFT and CPHF calculations (Table 3).

When comparing1 and2, the topology of the DFT-derived
MOs remains largely unchanged (Figure 3), but replacement
of anN-Me with aN-Ph group gives rise to a reduced HOMO-
LUMO gap and hence to a bathochromic shift inEmax.
Furthermore, bothfos and∆µge are (albeit only slightly for the
latter quantity) larger in the more extended cation2, and all of
these changes are responsible for an increasedâ0 response.

The 2-pyrimidyl group in4 has a much larger electronic
influence than the phenyl group in2 due to mixing of pyridine
and pyrimidineπ orbitals which yields a LUMO that spreads
over these two heterocyclic rings and has a lower energy when
compared to the LUMOs of1 or 2. This lowering of the LUMO
gives rise to a decreased HOMO-LUMO gap and hence a lower
Emax for 4. The extension of the LUMO over the pyrimidine
ring is responsible for extending the electron-transfer distance
for the ICT transition and therefore leads to a larger∆µge. The
calculations also predict a somewhat largerµge for 4 when
compared with2, and therefore all of the factors involved in
the two-state approach account for an increasedâ0 for 4 when
compared with1 or 2. These observations parallel the INDO/
SCI results, except that the latter do not predict an increase in
∆µge on moving from1 to 4. Notably, the results of the Stark
measurements concur with the INDO/SCI treatment on this
point.

The TD-DFT calculations give rise to a more complex picture
for cation3, in which there is poor mixing of theπ orbitals of
the 2,4-DNPh group with the pyridine orbitals, probably due to
the large twisting angle of 80° between the two rings. Compared
to 1 or 2, the acceptor 2,4-DNPh group stabilizes both the
HOMO and the LUMO (that becomes LUMO+2) but makes
little difference to the calculated energy gaps and the resulting
transition energy (2.62 eV) lies between those calculated for1
and2. A two-state picture based on this ICT transition cannot
explain the increasedâ0 of 3 when compared with2. In fact,
the intense ICT transition in3 displays a somewhat higherEmax,

Figure 3. 0.05 Contour plots of the MOs involved in the ICT transitions for cations1-4 calculated by B3P86/6-31G*.

â0 ∝
∆µge(µge)

2

(Emax)
2

∝
∆µgefos

(Emax)
3

N-Arylation Pyridinium Groups in Stilbazolium Dyes J. Phys. Chem. A, Vol. 109, No. 44, 200510055



a similarµge and a smaller∆µge. However, the calculations on
3 also predict an additional weak ICT band at very low energy
due to a transition from the HOMO to the LUMO which is
located on the 2,4-DNPh group. Considering that this is a very
weak band and that TD-DFT often fails in the prediction of
charge-transfer energies,20 it is possible that this transition is
hidden by the more intense HOMOfLUMO+2 band and is
not observed experimentally, but the overlapping of these two
bands causes an apparent shift to lower energy of the more
intense band. Although this HOMOfLUMO transition has a
very low µge, it gives rise to a large∆µge and is therefore
expected to contribute to the largerâ0 of 3.

In view of the beneficial effects of including solvation in the
INDO/SCI model, we have also studied the effects of including
the solvent in TD-DFT calculations, and the results of these
studies are shown in Table 4. Recent TD-DFT studies with some
zwitterionic chromophores related to1 have predicted very
marked effects onâ responses of changing the solvent.21

Unfortunately, with the present chromophores attempts to
calculate FF or CPHF hyperpolarizabilities in solution give rise
to unrealistically huge values. The data in Table 4 show some
significant differences when compared with the corresponding
vacuum data, but the overall trends are unchanged. Notably,
the magnitude of theEmax decrease on moving from1 to 4 has
increased to 0.27 eV by including the solvent, reflecting more

closely the experimental results. For several parameters, there
is an excellent level of agreement between the calculated TD-
DFT (acetonitrile) and INDO/SCI (acetonitrile) values. Interest-
ingly, although these two techniques lead here to very similar
overall results, the TD-DFT calculations in certain respects
predict an opposed behavior to that described by INDO/SCI.
For example, in contrast with INDO/SCI, TD-DFT predicts that
theµg andµe values of1 are very similar, although with different
signs (µg ) 6.6 D, µe ) -7.3 D in a vacuum), and therefore
the ICT absorption spectrum of1 is little affected by the solvent.
On the other hand, for4 the predictedµe is larger thanµg (-15.9
as opposed to 0.8 D in a vacuum), and therefore there is quite
a large red-shift when the spectrum of the latter cation is
calculated by TD-DFT in solution.

It is of interest at this point to consider the calculated charge
distributions of the electronic ground and first excited states
derived from TD-DFT (Figure 4), which may be compared with
those obtained by using INDO/SCI (Figure 2). When considering
the predicted ground-state charge distributions, it is interesting
to note that while both methods yield about the same charge
on the pyridinium unit (ca. 0.7|e| for both1 and4), they give
rise to a quite different charge distribution over the rest of the
molecule, for example for1 the charge on the phenyl ring is
0.44 |e| at the TD-DFT level and only 0.16|e| at the INDO/
SCI level.22 Since the dipoles are calculated using the same
convention by the two methods (namely with the center of
inertia as origin of the axes frame), the fact that different results
are provided by the two theoretical approaches is not an artifact
but a consequence of the different charge distributions in the
ground state. The results of preliminary solvatochromism
measurements (performed for1 and4 in seven different solvents,
Table 5) indicate that the lowest optical transition of1, and to
a smaller extent that of4, is blue-shifted when going from a
less polar solvent such as dichloromethane to a more polar

Figure 4. TD-DFT-derived charge distributions of the electronic ground and first excited states for the cations1 (top) and4 (bottom) in a vacuum.
Because software limitations preclude plotting a graphical representation, the numerical values of the Mulliken charges are shown with hydrogens
summed into heavy atoms.

TABLE 4: Results of TD-DFT Calculations for Cations 1-4
in Acetonitrile Using a PCM Model

cation
λmax, Emax[ICT]

(nm, eV)
µge

(D) fos

∆µge

(D)

1 476, 2.61 11.9 1.40 14.6
2 494, 2.51 13.1 1.63 14.7
3 1029, 1.21 2.75 0.03 44.4

488, 2.54 13.1 1.66 12.6
4 529, 2.34 13.9 1.71 16.5

TABLE 5: ICT Maxima for the PF 6
- Salts of 1 and 4 in Common Organic Solvents

λmax, Emax[ICT] (nm, eV)

salt MeCN DMF DMSO acetone MeOH CHCl3 CH2Cl2 ∆E (eV)a

[1]PF6 470, 2.64 470, 2.64 472, 2.63 474, 2.62 476, 2.61 504, 2.46 520, 2.38 0.25
[4]PF6 553, 2.24 556, 2.23 556, 2.23 554, 2.24 558, 2.22 592, 2.09 600, 2.07 0.18

a Total energy shift on moving between MeCN and CH2Cl2.
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solvent such as acetonitrile. This result is consistent with the
trend observed at the INDO/SCI level when going from gas
phase to acetonitrile solution (although the effect predicted for
4 is underestimated) but is in contrast with the TD-DFT results.
Additional work on both the experimental and theoretical sides
is needed to understand the origin of such a discrepancy.

Conclusions

Vacuum INDO/SCI calculations on the cations1-4 predict
only slight red-shifts in the energy of the ICT transition and
accompanying relatively small changes inâ0 moving along the
series1-4, in contrast with experiments which show a relatively
large red-shift and increase inâ0. The extent of agreement with
the experimental data is somewhat improved by the inclusion
of an acetonitrile solvent continuum. TD-DFT, FF, and CPHF
calculations reproduce even more closely the empirical data and
trends, the latter two methods affording the highest quadratic
NLO response for3, for which â0 is predicted to be ca. 50-
100% larger than that of1. The inclusion of solvent in the TD-
DFT calculations also affords ICT energies which reflect more
closely the experimental results. For several parameters, there
is an excellent level of agreement between the values calculated
via TD-DFT and INDO/SCI in acetonitrile. Although these two
methods afford rather different predictions for ground- and
excited-state dipole moments, they yield similar overall conclu-
sions regarding the ICT absorptions and NLO responses.
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