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The multistate empirical valence bond (MS-EVB) model, which was developed for molecular dynamics
simulations of proton transport in water and biomolecular systems, is extended for the modeling of protonatable
amino acid residues in aqueous environments, specifically histidine and glutamic acid. The parameters of the
MS-EVB force field are first determined to reproduce the geometries and energetics of the gas phase amino
acid—water clusters. These parameters are then optimized to reproduce experirkgntalyes. The free
energy profiles for acid ionization and the correspondiig yalues are calculated by MS-EVB molecular
dynamics simulations utilizing the umbrella sampling technique, with the center of excess charge coordinate
chosen as the dissociation reaction coordinate. A general procedure for fitting the MS-EVB parameters is
formulated, which allows for the parametrization of other amino acid residues with protonatable groups and
the subsequent use of the MS-EVB approach for molecular dynamics simulations of proton transfer processes
in proteins involving protonation/deprotonation of the protonatable amino acid groups.

1. Introduction While the aforementioned systems illustrate the importance
of ionizable amino acid residues in biological systems, con-
ventional molecular dynamics (MD) simulations do not permit

explicit protonation/deprotonation dynamics or Grotthuss shut-
tling during the trajectory. In a typical protein simulation, the

rotonation states of the constituent residues are initially
etermined and remain a constant for the remainder of the

The protonation state of amino acid residues plays a key role
in determining protein conformational mobility, enzyme ca-
talysis, substrate binding, and proton translocation pathways.
One of the most intensively studied proton transport (PT)
processes in enzymes occurs in carbonic anhydrase (CA) duringﬁ

the interconversion of carbon dioxide and bicarbonate. The rate-". . . i .
limiting step for this reaction is one of two PT events, the PT simulation. This approach is inadequate when the conformational

from the zinc bound water through a water bridge to His6i sampling is sensitive to the protqnation states and when the
the PT from His64 to bulk watéf.depending on the exogenous ~Protonation states may change in response to the sampled
buffer concentration. Site-directed mutations of the acidic configurations. This deficiency in molecular dynamics becomes
residue at position 64 in human carbonic anhydrase (HCA) to €vident when attempting to calculat&gpvalues for ionizable
nonionizable residues (H64A and L64E) leads to a reduction @Mino acid residues in biological systems.

in the enzymatic activity of 1850-fold 218 Buffering the H64A When the K, value of a solvent-exposed amino acid residue
mutant in a solution of 4-methyl-imidazole, a molecule with is comparable to the pH of the aqueous buffer solution, the
an acid proton, recovered as much as 40% of the maximal depronation process can be described by the general weak acid

activity observed in the wild-type systeth?® Suchchemical equilibrium dissociation reaction
rescueof enzymatic activity suggests a direct link between the
chemical nature of the protein residue and the enzyme activity. HA +H,0<A" + H3O+ 1)

In addition to affecting catalysis, the protonation state of amino
acids also affects proton diffusion through the influenza A virus
M2 ion channef-3In the M2 ion channel a set of four histidines
form the entrance of the channel and are responsible for the . . )
experimentally observed gating mechanism via a reversible are be_lsed on standard clas§|cal molecglar mechanical force fields
protonation/deprotonation of the histidine residues. To describeWIth fixed molegular bonding topologies are not adgquate to
the PT processes, a model that accurately describes the ability"€at such reactions, as bond cleavage and formation are the
of ionizable residues to act as a proton acceptor/donor is of key €SSential part of the chemistry. One implementation that can
importance. However, and more importantly, the model must descnb_e chemlca! Qynamlcs at a computational expense similar
also incorporate the process mfoton shuttlingof the excess 0 MD is the empirical valence bond (EVB) a_lpproaiclm the
proton away from the conjugate base via the Grotthuss mech-Simplest two-state case, the system is described by the ground

where the acid HA donates a proton to water to form the
conjugate base Aand a hydronium D*. Methodologies that

anism?1.22 state potential energy surface of ax22 Hamiltonian matrix,
where the diagonal elements are the valence bond states
t Part of the special issue “Donald G. Truhlar Festschrift”. describing the reactant and the product and the off-diagonal
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parametrized to reproduce experimental properties or results
from quantum mechanical calculations on small fragments of
the system.

The multistate empirical valence bond (MS-EVB) model for
PT in watef® 26 is a model capable of handling transient
molecular topologies and recently has been extended for the
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water?”:28|n the latter augmented MS-EVB model, an additional
EVB state describing the protonated acid molecule is explicitly
included within the MS-EVB description of PT in water. Thus | 2)
in the reaction system consisting of a WA surrounded by water

molecules there are two classes of EVB states (although there ®

may be many EVB states in number). The first class corresponds W Q'
to the protonated acid molecule HA and the second corresponds v p
to the hydronium (HO™) ion from eq 1, where the WA and

water are strongly coupled during the initial PT event. ,-

The present paper describes the development of a genera —
and systematic MS-EVB parametrization procedure and its| ¢
application to histidine and glutamic acid, two of the relatively
few protonatable amino acid residues found in proteins. Utilizing , @®
WA models that accurately describe the protonation event will | ¢ ™
allow for the study of a multitude of biological environments
with several different amino acid residues. These WA models ) ‘
will allow for detailed analysis of the related mechanistic and ,'
dynamical properties of proteins, which can help to explain pH- =
dependent experimental results. This approach also promlsesFlgure 1. Schematic picture of the HisH-(H20); (|10 and His-
to provide a better understanding of the role amino acids play 130" —(Hz0): (120)[3Jand|4l) diagonal EVB states used in the MS-
in PT in proteins. EVB model.

description of weak acid (WA) dissociation processes in ,
L J
v

states 3 and 4. One can imagine that the number of EVB states
can grow exponentially as the number of solvating waters
The MS-EVB method for simulating proton transport in approaches the bulk limit. Since the couplings between a donor
aqueous solution and the generalization to acid dissociation EVB state and the acceptor EVB states are expected to decay
reactions have been presented in full detail elsewkefé The as a function of distance, the EVB state generation routine
present study describes maodifications to the previous methodol-truncates the basis set based on solvation distance criteria. It
ogy and provides a more systematic procedure for obtaining has been shown that a general cutoff criterion-e8%olvation
the parameters for ionizable amino acid residues. In this section,shells is sufficient for most applications, although this parameter
we briefly summarize the MS-EVB approach for treating proton can be adjusted to satisfy the level of accuracy and computa-
transport, outline the optimization scheme for determining MS- tional practicality that one desires. The ability of the MS-EVB
EVB parameters for amino acid residues, and describe themethod to treat many EVB states in the underlying solvent and
simulation details to our implementation for histidine and thus its ability to include the important Grotthuss shuttling
glutamic acid. behavior in the acid dissociation distinguish the MS-EVB
A. MS-EVB Potential. In the MS-EVB model, the system  method from the earlier and simpler EVB approach.

evolves on the potential energy surface that is defined as the The potential energy corresponding to each of the above EVB
lowest energy solution of the Hamiltonian matrix in the state molecular topologies is computed using the AMBER
representation of valence bond stali€s)] force field, which has been shown to be adequate in describing

equilibrium structures, conformational energies, and interaction
) energies of proteins, nucleic acids, and related organic mol-

ecules. The interactions that comprigenclude terms describ-

ing bond stretches, angle bends, proper and improper dihedral

where the vector represents the complete set of nuclear degrees bends, Lennard-Jones interactions, and electrostatics. To prop-
of freedom. The diagonal elements of the EVB Hamiltortign erly represent the dissociation limit as a proton transfers from
correspond to the potential energy of EVB stiifé and the the donor to the acceptor, we replace the AMBERarmonic
off-diagonal elementy; represent the coupling between EVB bond stretch potential describing the donproton bond and
states|iJand [jJ the acceptorproton bond vibrations with a standard Morse
The algorithm used for generating the set of EVB states fUnction,
during the MD is based on the implementation described in the
second generation MS-EVB pap#rAs an example, Figure 1
depicts the complete set of valence bond states for a system
composed of a histidine amino acid residue, an excess protonwhere ay, a;, and a, are parameters. These parameters were
and three water molecules. In EVB state 1, the proton is bondeddetermined by fitting the gas phase ab initio relaxed potential
to the nitrogen of the imidazole moiety of the histidine side energy scan for the deprotonation reaction of the bare amino
chain, whereas in EVB state 2, the proton is bonded to the acid residue (no solvating water cluster) to the above functional
oxygen of a nearby water. Permutation of the excess protonform. Since systems with differing molecular topologies do not
bonding topology between the other two waters defines EVB share a common (classical force field) energy origin, each

2. Methodology

HEVE = D 1) dy (N Hn))
1]

UMorse(r) — ao[l _ eal(rfaz)]Z (3)
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diagonal EVB matrix element is augmented with a constant however, can be determined using an iterative procedure.
energy shift parametev? to correct for the relative energies ~ Starting from an initial guess of the MS-EVB parameters, a
among the EVB states. subspace searching variant of the Simgleptimization method
The off-diagonal elements of the EVB matrix contain all the was employed to minimize the sum of square deviations between
interactions responsible for describing transitions among the the MS-EVB PT PES and the ab initio PES. The sum of square
empirically determined EVB states and are represented by thedeviations of the MS-EVB derived equilibriufRa and Ron+

functional form distances andlpy*a angle relative to the geometric properties
obtained from the ab initio calculations was also included in
h; (@.Rsa) = Vi°"*f(R5,) 9(0) (4) the target function. Optimization of this target function provides
a preliminary set of parameters.
whereq is the PT coordinateRpa is the distance between the In general, these optimized parameters from gas phase clusters
donor D and acceptor A atoms, anj°™'is an adjustable do not provide an adequate description of the solution phase
parameter. The functiorf§Rpa) andg(q) are defined as dissociation reaction and need to be adjusted to reproduce
experimental [, values. If one were to use the set of MS-
f(Roa) = [Cexp{—a(Rpp — aDA)Z} +@1-0 EVB parameters that were optimized for the system depicted
expl —B(Rop — bDA)z}][l + tanH e(Rop — Co)H] (5) in Figure 1 to simulate the deprotonation of histidine inside a

periodic cell containing 500 water molecules, it would not be
. .2 6 surprising if the equilibrium concentrations for the reactants and
9(q) = exp[=yq] ) products do not agree with experimental measurements. How-

whereC, o, B, 7, €, apa, boa, andcpa are adjustable parameters.  €Vver, the primary effect of adding more solvating waters is to
The PT coordinate is defined in terms of the distance between change the relative free energies of the EVB state minima, thus

the proton H and a point on the line connecting the donor and altering the direction of the equilibrium. Thé parameter in
acceptor atoms, the diagonal element of the EVB matrix adjusts the energy

difference between the HiSHEVB state and the §O* EVB
Rpn+ state of Figure 1 to correctly reproduce the asymmetry of the
9= [Rpp: — rSCT| @) ab initio PES about the barrier. Since the gas phase cluster
includes only a limited number of solvent molecules, the
where optimized parameters from such a model are generally not
0 transferable to simulations consisting of bulk solvent densities.
Fee= oo~ A(Roa — R3a) (8) An indication of this lack of transferability is the disagreement
0 ) between the simulation derivedpvalue and experiment.
and rg, 4, and R}, are also adjustable parameters. The  One strategy for refining the preliminary MS-EVB parameters
combination of the AMBER® force field (with the modifications so that they can be used in condensed phase simulations is to
noted earlier) a}nd the functional form fpr the coupling element ~gnstrain all parameters except for tbli%term and adjust this
and the associated parameters constitutes the MS-EVB force,g1ye until the amino acid in bulk water simulation reproduces
field for PT in aqueous amino acid systems. the experimental g, Each [K, calculation, using the procedure
B. MS-EVB Parametrization. The MS-EVB parameters for  gescribed below, requires the generation of a new potential of
a particular amino acid residue were determined in two stages: ;oo force (PMF). Altering the value of thé parameter to
an initial parametrization to fit results from quantum mechanical ; gojution chemistry invariably reduces the agreement between
(QM) calculations followed by a parametrization to reproduce o MS-EVB and ab initio gas phase cluster potential energy
experimental solution i, values. Whilg empirical potentials g, faces. An alternative, computationally more demanding,
can adequately rgpresent.t.he dynamics of §tab|e EVB S'[""te":’strategy is to self-consistently optimize the MS-EVB parameters
they cannot describe transitions over the barriers between thesg,, ,oih the gas phase and condensed phase systems until one

ﬁtates. Quantum chemistry has” matured lto thf point where ity yes at a single parameter set that is practical for both types
as now become computationally practical to elucidate proper- ot imjations. One cycle of the iterative procedure consists of

ties of transition states or map out the potential energy surface,o following steps: (1) optimize the MS-EVB parameters to
(PES) fora mode_rate size system at a reasonably accurate I_ev eproduce results from QM calculations on the cluster system,
of theory. An amino acid model in an aqueous phase or inside (2) constrain all parameters except fvﬁ and adjust this

:x pé?]ﬁ\'/r; ?2;"rdoi?er?:fnéélgl?l\;"ggsr’usrﬁ]ma'njariﬂmp%tﬁé';?ggy constant energy offset so that the condensed phase simulations
m(fthodolo ies 94 y using this modified parameter set reproduce the experimental
gies. ) ) pKa and (3) return to the first step and optimize all the
Our approach is to first fit the MS-EVB parameters to arameters except fof. The last step corrects the parameters
reproduce the ab initio PT PES along with the geometric features,f’O compensate fofthe i(ia.f'fect on the MpS-EVB PES frc?m chanain
of small amino acie-water clusters in the gas phase. Since the pe . ging
the previously optimized (gas phasé,b parameter. To explore

PT barrier height depends strongly on the doerecceptor both al . ther of which i ; he f h
distanceRoa, the PT PES includes this degree of freedom in POth alternatives (neither of which is perfect), the first approac
was used for the parametrization of histidine, while the iterative

addition to the donotrproton distanceRpn+. The geometries o ) .
of the amino acig-water clusters were optimized at the level procedure was used for the parametrization of glutamic acid.

of density function theory (DFT) using the B3LYP/6-31G(d,p) The cqlculation of_ thelg, is based on the classical statistical
functional/basis set. During the optimization, all of the coor- mechanics expressidh

dinates are allowed to relax except for the constraints imposed o paE)

on theRoa andRow+ bond lengths. The nonlinear dependence PK, = log[4z [, dg &2 e 7¥) 9)

of the MS-EVB electronic ground state energy on the coupling

parameters precludes a direct solution of these parameters, i.e where = 1/(kgT) is the inverse of the Boltzmann fact@(&)

by matrix factorization methods. A nonunique set of parameters, is the free energy (potential of mean force) as a function of the
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reaction coordinate (RG), and¥ is the value of the RC dividing  independent variables of the PES (Rgo andRy,4+ distances).
the reactants (protonated amino acid and water) from the The equilibrium bond lengthd$R{,0 andRy,++) and equilibrium
products (deprotonated amino acid and a solvated hydronium).bond angle [UnsH+0) Were also computed at the same level of
An outline of the derivation is provided as Supporting Informa- accuracy. All of the above ab initio calculations were performed
tion. with the Gaussian 03program packag®. Using a subspace
The free energy barrier separating the protonated and depro-searching version of the Simpfxalgorithm, we fit the MS-
tonated states is typically much larger than the accessible thermaEVB parameters to the QM data by minimizing the sum of
energy at standard temperature. To enhance the sampling osquare deviations between the corresponding MS-EVB PT PES
rare events near the transition state region, we use umbrellaand equilibrium geometrical properties relative to the ab initio
sampling?32and adaptive sampling techniqiég.he dissocia- counterparts. The MS-EVB calculations were performed using
tion RC &cec was defined as the distance between the center of a modified DL._POLY 2.14 softwaré incorporating the MS-
excess charge (CEC) of the MS-EVB complex and the amino EVB algorithm3® These optimized parameters were then used
acid donor atontp in subsequent aqueous phase simulations to computekthe p
value described below.

Ecec= Ifcec ~ Mol (10) The solution phase histidine model consists of the above Ace/
Nme-terminated histidine residue immersed in a cubic simulation
box (L = 19.66 A) containing 241 modified TIP3P water
Nevs molecules and one chloride counterion. With the exception of
Fo = Z C_z(r)r_coc (11) using a Morse potential to describe the gas phase dissociation
cEC £ limit of the histidine NH* bond, the AMBER? force field was
used to describe the amino acid model and the counterion. The
In the above equatioMeys is the total number of EVB states, fitting of the Morse function to the gas phase deprotonation
c(r) is the population of EVB statecontributing to the MS-  potential energy profile yielded the following parameteeg:
EVB ground state, and®°C is the position of the center of = 135.07 kcal/molay = —2.06 A%, anda, = 1.01 A. Periodic
charge given by boundary conditions were employed, and the long-range Cou-
lombic interactions were treated with Ewald summatidiihe
1 {1 short-range nonbonded interactions and forces were subject to
—Zlqklrk (12) a 9.5 A cutoff. The MD time integration step within the Verlet
{i} integrator was 0.5 fs in all simulations. As in the imidazole
Z [Cl MS-EVB parametrizatioR’ to compensate for an overattraction
between the histidine’s Nproton donor/acceptor atom and the
) ) ) hydronium hydrogens, a Lennard-Jones potential was used to
where the summations are over the atoms (with partial charge yegcripe the interaction between the excess proton and the

) comprising theith EVB complex. A series of harmonic  pjgtigine atoms, with the proton’s LJ parameters beirg 0.40

wherercec is the center of excess protonic charge defined as

rCoC—

restraining potentials A and e = 0.046 kcal/mol. Prior to the MS-EVB simulations,
Kk, the above classical system was equilibrated for 1 ns in the
Uzmbfe"a(gcm) ZE(‘ECEC_ )2 (13) constant NVE ensemble followed by an additional 2 ns of

equilibration in the constant NPT ensemihe.

were used to bias the sampling &¢cc, spanning from the For the calculation of thelfa, one needs to generate the PMF

protonated amino acid out to the bulk aqueous phase. The forcg©" Proton dissociation into the bulk. A total of 80 umbrella
constantk, were adjusted to ensure adequate sampling in eachWindows, spanning the range ) = 0.65 to 4.45 A, were
window, and the restraint point§] were chosen to give used to enhance sa}mpllng of phase space. The Llrznbrella force
sufficient overlap between adjacent windows. The constant COnstantkn, was varied from 175 to 450 kcal melA~2 Each
temperature weighted histogram analysis meth&{WHAM) window was equilibrated in the constant NVT enserfiblsing _
was used to unbias the individual umbrella simulations for & Nose-Hoover thermostat for 25 ps followed by data collection
constructing the PMF corresponding to dynamics on the EvB for @ period of 100 ps. The WHAR-*technique was used to
ground state. In the adaptive sampling approach the phase spac atch the |nd|V|duaI umbrella windows to obtain a continuous
sampling is enhanced by adding the negative of the PMF to the [T6€ €nergy profile. This PMF was then used to construct the
Hamiltonian. This procedure effectively removes the free energy INitial adaptive potential for the subsequent PMF calculations
barrier, and the sampling becomes uniform along the RC.  With an adjustable/; term for fitting to the experimentaltf.

C. Simulation Details for Histidine. The histidine model ~ All other parameters are fixed to their optimized gas phase
for the gas phase small cluster calculations consists of an all-values at this stage of the parametrization. During the adaptive
atom representation of the protonated (zwitterionic) histidine Simulations, the restraining potential applied to the CEC
and three solvating waters adjacent to thenlrogen atom of ~ corresponds to the relevardicec range of the previously
the imidazole ring. Standard AMBERcapping groups Ace and calculated PMF, which was then m_ultlplled byl and h_a_rmonl-
Nme terminate the N- and C-terminus of the amino acid residue. Cally capped at each end. The windows were equilibrated for
Since the PT barrier height depends strongly on the denor 25_ps, and then data was collected in aco_nstant_NV'I_’ ensémble
acceptor distance, six different fix&i,o distances of 2.4, 2.5,  Using a Nose-Hoover thermostat for a simulation time of 100
2.6,2.7, 2.8, and 2.9 A were used as the transferring hydrogenPS t0 1 ns, depending on the window convergence. A total of 5
atom was scanned in increments of 0.05 A from the donor to 15 adaptive windows were used, spanning the rajige
histidine to the nearest acceptor water. The geometry of the 0.68 to 6.55 A.

HisH*—(H,0); cluster was optimized at the level of DFT using D. Simulation Details for Glutamic Acid. The gas phase
the B3LYP/6-31G(d,p) functional/basis set. During the optimi- cluster model for glutamic acid includes 5 solvating waters and
zation, all degrees of freedom were relaxed except for the an all-atom representation of the protonated glutamic acid
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residue that is terminated by standard AMBERapping

residues Ace and Nme. All QM calculations were performed Glutamic Acid Residues

J. Phys. Chem. A, Vol. 110, No. 2, 200635

TABLE 1. MS-EVB Parameters for the Histidine and

using theGaussian 03rogram packagé at the level of DFT parameter histidine glutamic acid
using the B3LYP/6-31G(d,p) functional/basis set. For the Y ~97.90 keal mof* —106.72 keal mol®

. - : 0 . .
calculation of the ab initio PES, a series of relaxed PT scans eonst —96.92 keal mot —26.43 keal mof
were performed whereby the geometries of the cluster were K 119 A 103 A
optimized as a parametric function of the donacceptor Ise 19 03
separationRo,0 = 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9 A) and the A (2)'?1?}\ E%%&G
donor—proton bond length. The equilibrium bond lengtR,0 RoA : :

S C 0.46 0.8911

and Ro,H+) and equilibrium bond anglelJo,1*o) Were also o 1.33 A2 1.83 A2
included in the target function for the Slmp¥@>opt|m|z§1t|on aoa 372 A 286 A
of the MS-EVB parameters. For the MS-EVB calculations, the B 3.50 A2 —0.058 A2
partial charges of the protonated glutamic acid residue GIuH boa 2.20A o 2.27 Al
were derived using the RE$Hmethod from a DFT calculation € %32-2"}&'& 1275272
at the level of B3LYP/631++G(2d,p) functional/basis set. ;DA 557 A2 6.43 A2

Except for the Morse potential accounting for the dissociation
limit of the O,H* bond in the GluH residue, all interactions for
the model Ace-GluH-Nme molecule were described within the
AMBER?° force field. The Morse parameters obtained from
fitting the functional form to the QM gas phase dissociation
potential energy profile arag = 143.48 kcal/mola; = 1.98
A~ anda, = 0.99 A.

The solution phase glutamic acid model consists of the above
Ace/Nme-terminated glutamic acid residue immersed in an
orthorhombic simulation cell (31.3% 31.18 x 31.24 &)
containing 998 modified TIP3P water molecules. The AMBER
force field with the modifications noted above was used to
describe the amino acid model. Periodic boundary conditions
were employed, and the long-range Coulombic interactions were ; . .
treated with particle mesh Ewatd The short-range nonbonded a,C'q r,es'd,“? IS more |nvo!ved thap the approach selected for
interactions and forces were subject to a 13.0 A cutoff. The histidine, it is not clear which provides better parameters. One

MD time integration step within the Verlet integrator was 0.5 advantage of the self-consistent procedure is the possible
fs. Prior to the MS-EVB production run, the classical system transferability of the parameters between the gas phase cluster

was equilibrated for 4 ns in the constant NPT ensemble and model and the condensed phase system. If the functional forms

then another 2 ns in the constant NVT ensenible in the force field are sufficiently flexible, then one can in
For the calculation of the PMF, a series of 30 umbrella prmmple (_Jleterm_lne a set that is appllc_:able for clustgrs_of

windows were used to restrain the’ samplingZgéc over the arbitrary size by including these systems in the parametrization.

range 0.8-6.6 A. Each window was equilibrated for 100 ps in However, the additional computational cost required for deter-
the constant NVT ensemBfeusing a Nose-Hoover thermostat mining a general parameter set may ma_tke this prescription
followed by 500 ps of data collection. The WH/ARES unattractive. Furthermore, when the functions depend nonlin-
technique was used to unbias and combine the sampling fromfe.alr(ljy tc;]n thel Fi?“ameterts’ as Is th_(rahcase |n.bt.P|1.e MfSIi\t/B force
all the windows to form the free energy profile corresponding leld, the solution Is not unique. The possibility of obtaining

to evolution on the MS-EVB ground state surface. Using eq 9 multiple solutions to the same problem raises the question if it
the (K. was computed and the iterative procedure described iln is even worth the effort to seek transferability of the parameters

a

section 2B was then used to self-consistently determine a final ?et;/ve;en t?e clu]?tcle(; mogzel and t'k;e ![oulk systim. Th; (t:nttr:cal
set of MS-EVB parameters. est of a force field is its capacity to correctly predict the

properties of related systems that were not explicitly included
within the parametrization set. The performance in protein
simulations will be the key test for the histidine and glutamic
A. MS-EVB Parameters and Equilibrium Geometries. The acid MS-EVB models.
results of the MS-EVB models for the ionizable histidine and To assess the accuracy of the MS-EVB potential, we compare
glutamic acid residues are given in Table 1. For histidine, all the equilibrium geometric properties to those obtained from ab
the adjustable parameters were initially fit to reproduce ab initio jnitio calculations. The QM results are from a DFT geometry
energetics and equilibrium geometric features of the HiisH  optimization of the amino acigwater cluster using the B3LYP/
(H20)5 cluster in the gas phase. Keeping all other parameters 6-31G(d,p) functional/basis set. Density functional theory was
constrained to their optimized values from the cluster param- chosen because electron correlation has a noticeable effect on
etrization, the constant energy correctmfh(of the protonated the optimized geometry of the PT systefdsThe MS-EVB
histidine EVB state relative to the hydronium EVB state) was results are from a simulated annealing to zero temperature
then adjusted to reproduce the experimental equilibrium con- trajectory. For a proton transfer reaction, the important geometric
centrations for the aqueous phase dissociation reaction. A valueelements are the doneacceptor distancBpa, the donor-proton
of —97.90 kcal/mol provided a simulatiorkpof 6.3 is in good distanceRpy+, and the angl&lpy+a formed by the proton with
agreement with the experimental value of 6.04 to 6.07. The the donor and acceptor. Table 2 shows that the MS-EVB force
above procedure constitutes one iteration step within the self-field is capable of reproducing the important equilibrium bond
consistent determination of the MS-EVB parameters for glutam- lengths. The histidine model provides better agreement with the
ic acid. Once we have determineo\/%that gives the correct  B3LYP hydrogen bond angle geometry than the glutamic acid

dissociation reaction in solution, all other parameters are
reoptimized to reproduce the ab initio energetics and equilibrium
geometric properties of the GluHH,O)s gas phase cluster.
Next, these optimized parameters are constrained\ﬁn'd;
adjusted to reproduce the experimentil.pThe above steps
are repeated until the optimization has reached self-consistency
in the parameter values. Given the measurkd @f 4.07 for
glutamic acid, it was found that the MS-EVB parameters given
in Table 1 provide the best agreement with the QM PT PES,
QM equilibrium geometric features, and experiment&;ghe
calculated §, from simulation is 4.3.

Although the parametrization scheme used for the glutamic

3. Results and Discussion
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within the range of what is considered a hydrogen bond in 0.5
conventional MD, the small deviation from the QM optimized

TABLE 2: Comparison of Equilibrium Geometric b T y r T &1 2
Properties
0
property system EVB B3LYP
Ron+ HisHt—(H.0); 1.06 A 1.07 A 23
GluH—(H20)s 1.06 A 1.06 A g
Roa HisH™—(H,0)3 2.69 A 2.62 A -4 3
GluH—(H20)s 2.53A 2.48 A =
Oprta HisH*—(H20)s 167.9 165.0 -6 9
GluH—(H20)s 179.9 173.3 5
a Calculation was performed using the 6-31G(d,p) basis set.
-10
TABLE 3: Hydrogen Bonding Energies of HisH"—(H,0),2
Clusters
EVB HF® B3LYP® §
HisH"—H,0O —18.56 —17.20 -17.35
HisH"—(H0), —38.01 —26.64 —32.22
HisH"—(H,0); —49.32 —42.13 —45.50 0.8 105
2 All energies are reported in units of kcal/m8ICalculations were "f ot } E
performed using the 6-31G(d,p) basis set. * | E
. . . . 0.6 S
model. Since the angle of the glutamic acidater complex is J g
. e

geometry is not expected to impact the performance of the 04 1 3 3 y '5 G -10
model. The overall agreement in the comparison for the two Eepe A

models indicates that the MS-EVB force field is adequate in EC

reproducing key equilibrium geometries. Figure 2. Free energy profiles for the amino acid deprotonation

- : - - : - reaction (black curve). 3-D plot of the deprotonation free energy surface
To investigate the capacity of the force field in reproducing =2 funE:tion > the)centepof s cpharge o diE@geangythe

solvation effeCts’ we compute the h_ydrogen bonding energleslargest EVB state populatioqznax (colored contours). (A) Histidine.
as a function of the water cluster size. Table 3 compares the(B) Glutamic acid.

total hydrogen bonding energies obtained from the EVB,
Hartree-Fock (HF), and DFT approaches for the HisH mental reaction free energy of 8.29 to 8.33 kcal/mol, estimated
(H20) (n=1, 2, or 3) clusters. We define the total hydrogen from the equation
bonding energy as the difference between the energies of the
amino acid-water cluster and the bare gas phase amino acid. AG = 2.3RT(pK,) (14)
The energies from the QM calculations correspond to the
equilibrium energies (geometry-optimized clusters), while the where R denotes the molar gas constaiit,represents the
EVB energies correspond to cluster configurations obtained from standard temperature, and th&,phas been experimentally
simulated annealing to zero temperature trajectories. The MS-measured to be between 6.04 and 6.07 units for histidine in
EVB model provides hydrogen bonding energies that are closerbulk water. In Figure 2A, the first minimum of the FE curve
to B3LYP than HF; however, the model consistently overesti- corresponds to the protonated histidine species, while the second
mates the energies when compared to B3LYP, which may causeshallow minimum corresponds to a local stabilized environment
a slight overstabilization of the solvated structures during the where the excess proton resides on the first solvating water.
simulations. Given that DFT methods include some measure The third minimum (plateau) is due to the solvent stabilization
of electronic correlation, which has been shown to be important of the excess proton charge. The solvent stabilization of the
for describing hydrogen bonding interactions, it is encouraging excess proton in bulk is clearly evident beyond 4.5 A. Since
that the MS-EVB force field gives results that are in reasonable the PMF that enters in the calculation of tHe,gs zeroed with
agreement with the much more computationally expensive QM respect to the free energy of the hydronium in the bulk [see eq
approach. 9 and Supporting Information], it is important to sample the
B. Amino Acid Free Energy of Deprotonation. The PMF CEC many angstroms away from the weak acid. If the FE curve
for the protonation/deprotonation reaction provides information is stopped prematurely, the resulting free energy of reaction
about the relative stability of the reactant and product states as(solvation) will not be calculated from bulk properties but from
well as the height of the transition state barrier that separatesan intermediate structured environment, thereby leading to an
them. The present choice for the Rgecis the position of the incorrect K.
CEC relative to the donor atom of the amino acid residue. Thus, The FE curve in Figure 2B gives a PT barrier for glutamic
at low values ofécec, the system corresponds to the undisso- acid deprotonation and glutamate protonation of 13.02 and 8.55
ciated acid molecule solvated in water; whereas, for |1&ege, kcal/mol, respectively. The difference in the free energies
the system corresponds to the solvent-separated conjugate badgetween the solvated glutamic acid (first minimum) and the
of the amino acid and the hydronium cation. The black curves solvent separated glutamate and hydronium cation (bulk limit
in Figure 2 show the PMMV(écec) for the (A) histidine and of the PMF) is approximately 8 kcal/mol, which does not agree
(B) glutamic acid dissociation reactions. as well with the experimental estimate of 5.5 kcal/mol using
The free energy (FE) curve gives a PT barrier for histidine eq 14. This discrepancy may be due to the fact that the difference
deprotonation and histidine protonation of 10.38 and 1.39 kcal/ of two PMF values does not rigorously correspond to the FE
mol, respectively. The free energy of reaction for deprotonation difference. In constructing the PMF, the RC degree of freedom
is 9.2 kcal/mol, which agrees reasonably well with the experi- is projected out of the phase space integration; whereas the
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2 diffuses through the solvent, in agreement with our previous
Conax ~ 0.5 simulations of the excess proton in bulk wat&The 2-D PMF

monitors the progress of the PT event, while also elucidating

the characteristics of the structures formed during the reaction.
A comparison of the 1-D PMF (black curve) and the 2-D
contours in Figure 2A shows that the local minimum at 2.5 A
in the PMF corresponds to the proton on the first solvating water
in its Eigen cation form. The local minimum is more stable
than the solvent stabilized Eigen cation by 0.21 kcal/mol. This

Zundel cation can be explained by the formation of the strong hydrogen bond

2 between histidine and the Eigen cation. The energy stabilization

; can be attributed to one of the Eigen cation’s hydrogen bonds

with a surrounding water molecules being replaced by a stronger
hydrogen bond with the nitrogen of the deprotonated histidine.

‘j\’ The colored contours in Figure 2B indicates that the first

miminum corresponds to the glutamic acid GluH, where this
EVB state contributes approximately 99% of the population to

‘-’ the ground state. Near the transition state regicfcat = 1.5
J A, the hydronium complex assumes the Zundel form where the
Eigen cation excess proton is shared between the amino acid and the first

Figure 3. Structure of the water Zundel and Eigen cations. The Zundel solvation water. An Eigen cation is formed at the second

and Eigen cations correspond to the largest EVB state popukzﬁggqn minimum an.d. IS §tablllzed by the glutamgte anion Gluihis
of ~0.5 and=0.6, respectively. charge stabilization accounts for approximately 4.5 kcal/mol

relative to the solvent stabilized Eigen in the bulk. It is not until
partition function (which gives FEs) entails integration over all the Eigen diffuses beyond the second solvation siefld > 5
phase space. Equation 9 provides a rigorous approach withinA) that the interactions of the solvent separated ion pairs become
classical statistical mechanics for computing th€, from attenuated sufficiently to give rise to bulk features in the PMF.
simulation data, which is the quantity one should compare with ¢ solvation Structure. A useful aspect of MS-EVB

experiment. The procedure entails integration over the RC gimylation is the ability to evaluate the solvation structure during
degree of freedom that was projected out in the PMF. the PT event. The solvation structure can be characterized by

While £cec is a natural RC for monitoring the progress of  ha ragial distribution function (RDF). The RDFs for thg®|
the deprotonation reaction, it does not provide any information NsH, and N\CI~ atom pairs in the histidine system are shown

ﬁbgm t.he structure of the hydr(cj)nlium caltion, ihe., \évhether: the ;. Figure 4. As one can see from the® RDF (Figure 4A),
ydronium is an Eigen or a Zundel complex. It has been shown oxygen atom of the water molecule in the first solvation

numerically, within the MS-EVB approach,. that the.range of shell stays at about 2.65 A from the protonated nitrogen atom
value of the largest EVB state populatiarf,,, uniquely of the histidine, and this distance increases to 2.85 A as

characterizes the solvation structure of the excess proton. ANyieqciation progresses along the reaction coordinate (at large
EVB state population greater than 0.6 delineates the Eigen Eced. The amplitude of the first peak and the minimum

cation, while a value around 0.5 characterizes the Zunde"following the first peak show that the first solvating water

?}CEierS?:% representations of these two complexes are ShoWr}:lssocia'[es very strongly as the proton is transferred fromHisH
9 ' to the first water. When the first protonated water is in its Eigen

To better understand the nature of the hydronium complex . A . A .
during the deprotonation process, it is meaningful to represent cation fqrm ataround 2.5 ! there IS a reduction in the_amphtu_de
' of the first peak and density begins to accumulate in the first

the PM'.: asza funct_lon (ﬁCE‘? as W(.e” as the largest EVB state minimum. This indicates that the Eigen cation is not strongly
population G, This two-dimensional (2-D) PMPAMScec bound to the His molecule and that the hydronium ion is

2 . .
Cmax)» CaN be constructed using the equation becoming more mobile. In the Zundel water structure that
2\ 2 . follows the Eigen cation formation, the amplitude of the first
W(EceoCma) = WEced — KeT IN[A(ChanSced I C(15) peak in the corresponding cross section of the RDF decreases
significantly while the first minimum is almost nonexistent. This
whereW(Eceo) is the 1-D PMF depicted by the black curves in  is due to the formation of a strong hydrogen bond between the
Figure 2, @(Cﬁ,anfcec)Dis the average density afnax at a water molecules in the first and second solvation shells. At
givenécec, andC is a constant Figure 2 shows the 2-D PMF  further dissociation, the first peak stabilizes at a moderate
contours as a function dfcec and ¢, for (A) histidine and intensjty represen_ting thg transient hydrogen bond of th.e first
(B) glutamic acid. solvating water with a His molecule. The second peak in the
At short distances, HisHis the most stable form with the =~ RDF of the NO pair exhibits very dynamical behavior with
corresponding EVB amplitude over 90%. As the reaction increasing&cec It is clear that as theécec increases, the
coordinate increases, the CEC becomes delocalized over thePredominant second water peak draws closer to the first peak
His and the first solvating water. At around81A a Zundel until they merge at the watewater Zundel structure and then
structure is formed between the His and the first solvating water. the second water returns to a position farther away form the
Increasing the reaction coordinate further causes the CEC tofirst water at largécec. The NsH RDF (Figure 4B) shows the
first become localized predominantly on the first solvated water same basic trends seen in thgONRDF with the exception that
and then become delocalized, forming g0 Zundel cation the shift of the first peak from a short distance to larger distance
at 3.4 A. After 3.4 A the CEC forms an Eigen cation while it is more pronounced. This is accounted for because the position
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Figure 4. 2-D radial distribution function: (A)gn,o(r;éced), (B)
OnH(NEced), and (C)gnser (M Eced)-

of the excess charge skews the data at st where it is
the closest hydrogen to the His molecule.

The surprising result is the position of the counterion during
the deprotonation process (Figure 4C). It is striking that the
chloride ion is freely diffusing at small and large valueggfc,
yet when the first water forms a Zundel-like cation with

Maupin et al.
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Figure 5. 2-D radial distribution function: (Ao,o(r;écec) and (B)
9o,H(r;Eced)-

4. Conclusions

This paper has presented the development of the MS-EVB
force field for describing the agqueous phase deprotonation of
amino acids, specifically histidine and glutamic acid. Fitting of
the parameters to reproduce relevant ab initio equilibrium
geometric properties and the PT PES for small amino-acid
water clusters in the gas phase provided an initial model, which
was then optimized to reproduce experiments}, pneasure-
ments. Importantly, this force field includes the effects of the
Grotthuss proton shuttling and delocalization in the acid
ionization process, which has not before been included in such
molecular models. The MS-EVB model for amino acids consists
of a modified AMBER® force field for the descriptions of the
EVB states and functional forms and associated parameters for
the description of the couplings among these states. In this
prescription, the system evolves on the ground state of the MS-
EVB Hamiltonian expressed in the representation of empirically
determined valence bond states.

Molecular dynamics simulations of histidine and glutamic

histidine, the chloride strongly associates with the complex to acid dissociation in the aqueous environment have illustrated
form a contact ion pair. This complex seems to be close to the fundamental elements of the PT dynamics. During the initial

maximum value, transition state, of the PMF.

The solvation structures shown in Figure 5 for the glutamic
acid model exhibit features similar to those of the histidine.
Panel A displays the RDF between the @ the glutamic acid

and the water oxygens. As the acid dissociates, the first solvation
water, which is approximately 2.5 A away, approaches to accept
the excess proton. This distance increases to about 2.75 A a

the hydronium cation diffuses into the bulk. The first peak of
the QH RDF (Figure 5B) shows a trend simlar to that observed
in histidine of increasing in distance along the deprotonation
RC, while at small values dfcec, the excess proton contributes
a significant percentage to the RDF. This combined with the
restricted mobility in the PMF wells gives rise to the higher
intensity peak compared to the bulk environment.

events, the excess proton CEC moves from being completely
localized on the amino acid molecule to forming a Zundel cation
with the closest solvating water. At the next stage, an Eigen
cation is formed in the first solvation shell and is stabilized by
a pair of hydrogen bonding waters and the deprotonated amino
acid. In the histidine system, this stabilization is a hydrogen
bonding interaction (between thes Mf the imidazole moiety

$nd a hydronium proton); whereas for the glutamic acid case,

this stabilization is electrostatic in nature (between the newly
formed glutamate/hydronium contact ion pairs). In the final
stage, a waterwater Zundel cation is formed which then is
transformed into the solvent-stabilized Eigen cation in the bulk.
While these key steps of the solution phase PT dynamics are
interesting, our motivation for developing protonatable amino
acid models is for the elucidation of important PT pathways in
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biological systems. The parametrization described herein pro-

vides the framework for the modeling of, for example, the HCA
enzyme and the M2 channel with explicit dissociable histidine
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