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We present simple atom and group-equivalent methods that will convert quantum mechanical energies of
molecules to gas phase heats of formation of CHNO systems. In addition, we predict heats of sublimation
and vaporization derived from information obtained from the quantum-mechanically calculated electrostatic
potential of each isolated molecule. The heats of sublimation and vaporization are combined with the
aforementioned gas phase heats of formation to produce completely predicted condensed phase heats of
formation. These semiempirical computational methods, calibrated using experimental information, were applied
to a series of CHNO molecules for which no experimental information was used in the development of the
methods. These methods improve upon an earlier effort of Rice et al. [Rice, B. M.; Pai, S. V.; Hare, J.
Combust. Flamé&999 118 445] through the use of a larger basis set and the application of group equivalents.
The root-mean-square deviation (rms) from experiment for the predicted group-equivalent gas phase heats of
formation is 3.2 kcal/mol with a maximum deviation of 6.5 kcal/mol. The rms and maximum deviation of the
predicted liquid heats of formation are 3.2 and 7.4 kcal/mol, respectively. Finally, the rms and maximum
deviation of predicted solid heats of formation are 5.6 and 12.2 kcal/mol, respectively, an improvement in
the rms of approximately 40% compared to the earlier Rice et al. predictions using atom equivalents and a
smaller basis set (B3LYP/6-31G*).

1. Introduction dynamic data is often very limited, particularly with regard to
o some of the emerging exotic energetic materials.

In an effort to make the best use of limited resources and to  For these reasons, Rice, Pai, and Hare developed a semi-
minimize the waste ensuing from experimental measurements,empirical atom-equivalent tool based on density functional
computational methods have been developed to aid in thetheory516(DFT) calculations that predicted gas phase heats of
formulation of advanced propellants and explosiveBhe formation of CHNO molecule¥ This procedure was chosen
screening of hypothetical energetic materials through compu- because it produced fairly accurate results with only modest
tational modeling allows experimental researchers to expend computational requirements. The atom equivalent gas-phase heat
resources only on those molecules that show promise of of formation for a particular molecule is written as
enhanced performance, reduced sensitivity, or reduced envi-
ronmental hazard. AH®%, =E -~ anej (1)

A key property of an energetic material that is used to assess ] ] ] )
its potential performance in a gun or warhead is its heat of WhereE is the quantum mechanically determined electronic
formation (AH®5). For notional compounds, significant resources €nergy of the moleculey is the number of atom tygecontained
could be expended in synthesizing the material, only to discover IN the molecule, ang is the “atom equivalent” energy of atom
upon measuring itd\H°; that it is an unsuitable candidate for - Thee; are determined through a least-squares fit of eq 1 to a

use. Therefore, efforts have been made to develop computationaP€'ieS OfE and experimentally reliablaH®yq) values for a set
tools that will predict this important property a priérit® This of “training” molecules. As this method is semiempirical, care

paper presents a refinement of the computational tools developed. ust be taken tp ensure that the trammg set contams reprgsenta—
by Rice et alt® that utilize quantum mechanical calculations to ive atom types in compounds for which the tool is parametrized.

' . , o . Thus, the tool is limited to prediction of th&H°;g for the
predict the heats of formation of energetic materials in the solid, - : .
liquid, and vapor phases representative compounds. For example, attempting to predict

) the AH®;q of a sulfur-containing compound would result in a

There are several methods that predict gas phase heats ofajlyre of the method, as no molecules containing sulfur were
formation (A\H°f)) from quantum mechanical calculatios** used in parametrizing the tool. Representative compounds of
Theories using high-level treatment of electron correlation, such conventional CHNO energetic materials include molecules with
as the G2/G3 (and assorted hybrids) schethed,are usually  the nitro, nitroso, or azido functional groups. Molecules in this
highly accurate but suffer from the scaling problems normally study include nitroaliphatics, nitroaromatics, nitramines, and
encountered by such theories when applied to large moleculesnitrate esters, azidoaliphatics, and azidoaromatics. While limited
Other methods, such as those based on Hess'$*lasually in predictive capability, the atom-equivalent method offers the
require reliable experimental heats of formation for all com- advantages of not requiring high-correlation quantum mechan-
ponents of the reaction except for the one being predicted, andical theories or needing additional experimental values after the
an accurate heat of reaction. The availability of such thermo- initial fit has been completed.
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Rice et alt® calculated the optimized structures and corre- adequately represent the gas phase heats of formation for the
sponding energies for 35 molecules containing functional groups variety of different classes of CHNO explosives. Third, a modest
common to CHNO explosives at the B3LPY/6-31G* level. They level of quantum mechanical theory (B3LYP/6-31G*) was used
determined the atom equivalents through a least-squares fittingdue to computational restrictions and sizes of the molecules
of eq 1 using these energies and experimental gas-phase heatstudied. Fourth, the tool was parametrized from a set of
of formation. As a means to encompass the different types of experimental information assumed to adequately represent all
functional groups (i.e. for oxygerCHO versus-COH), seven of the various classes of CHNO explosives. Unfortunately, there
different atom types were defined: those atom types with single is a limited amount of such measured data. Finally, many of
Lewis structures and those with multiple Lewis structures. The the experimental molecular structures in the condensed phase
seven atom types are divided into four representing single- were not used as initial starting points for the geometry
bonded atoms, namely, C, H, N, and O, while the remaining optimizations due to limited knowledge. Subsequently, con-
three are those atoms that are involved in multiple-bonded formers used in the calculations might not necessarily cor-
environments, namely,'CN’, and O. The root-mean-square respond to experimental counterparts in the crystalline or liquid
(rms) deviation of the predictedH°g from experiment was  phases. This study is undertaken to eliminate these sources of
3.1 kcal/mol, with a maximum deviation of 7.3 kcal/nél. error where possible, and determine if our efforts will provide

For assessment of the potential performance of the energetica more accurate means of predicting the heats of formation of
material of interest, however, the desired quantity is usually CHNO energetic materials.
the condensed phaadH°;. To accommodate this need, Rice et
al. applied a procedure proposed by Politzer and co-workéfs 2. Experimental Data Used in the Study
to calculate the solid and liquid phase heats of formation using

predicted heats of vaporizationK,s) and heats of sublimation ~_TWo Sets of data are discussed throughout this paper: The
(AHsuw). According to Hess’s lawt the solid phase heat of first is denoted as the training set, and it contains information
formation (A\H°¢s)) can be obtained by about CHNO systems that are used in parametrizing eqs 1, 3,

and 4. The second is denoted as the test set, which contains

AH®%g = AH%q - AHg, @) information that is used to assess the accuracy of the compu-

tational tools developed by fitting to information from the
with a similar equation for the liquid phase heat of formation training suite. Experimental thermodynamic information for
(AH°g) using the heat of vaporization insteadAtfis,, Politzer ~ these compounds is given in Table 1S (Supporting Information).
et all’~19 demonstrated that correlations could be established Because the procedure requires using optimized geometries,
between statistically based quantities of electrostatic potentialsthe results could be dependent upon the initial molecular
(ESP) mapped onto isodensity surfaces of isolated moleculesstructures used in the geometry optimizations. For the training
and their heats of sublimation and vaporization. The predicted set, we had hoped to include only those molecules that had both

heat of vaporization can be represented as experimental crystal structures that could be used as initial states
in the geometry optimizations and a measured heat of vaporiza-
AHypp= av/(SA) + bv/(o%,) + ¢ 3) tion or heat of sublimation. We also wanted systems that are

representative of various classes of CHNO explosives. However,
where SA is the surface area of the 0.001 electronfohr limited heat of vaporization data and information on compounds
isosurface of the electron density of the molecul& is a containing azido functional groups-N3) forced us to relax our
measure of the variability of electronic potential on the surface, original requirements for inclusion in the training set. The
andv is the degree of balance between the positive and negativefollowing molecules were added to the training set, regardless
charges on the isosurface. The latter two quantities have beerof their lack of experimental crystal structural information:
shown by Politzer et al. to be important in treating macroscopic 2-hydroxymethyl-2-methyl-1,3-propanediol trinitrate azidoben-
properties that are dependent on noncovalent electrostaticzene, azidomethylbenzene, 1-azido-1,1-dinitroethane, 1-azi-
interactions’1® The constants, b, and ¢ are determined  doadamantane, 2-azido-2-phenylpropane, azidotrinitromethane,
through a least-squares fit of eq 3 with experimental values for 3-azido-3-ethylpentane, and tetranitromethane. In order to
AH,qp Similarly, the equation for the prediction of the heat of expand our fitting suite of gas-phase training molecules, we also

sublimation is written as included N-nitrobis-2,2,2-trinitroethylamine, HNS (1;(1,2-
ethenediyl)bis[2,4,6trinitrobenzene]), andll-nitrobis-2,2-dini-
AHg,, = a(SA)2 + b\/(UztotV) +c (4) tropropylamine as they possessed experimental structures but

only gas phase heats of formation (no heats of vaporization or

with a different set of fittedh, b, andc parameters. This method  sublimation). Finally, we included TTT (hexahydro-1,3,5-
of predicting the heats of vaporization or sublimation will be trinitroso-1,3,5-triazine) to increase the number of nitroso
referred to hereafter as the “ESP method”. functional groups €NO), even though we could not find

While the method prescribed in Rice ef@has demonstrated ~ experimental structural data. The total number of molecules in
its utility, the error in theAH®s () predictions was larger than  the training set is 38 (Table 1), with 30 molecules having
most propellant and explosive formulators prefer (2 kcal/fffol). measuredAH’%g), 23 having measuredHs,, values, and 10

For example, the rms and maximum deviations of predicted molecules having measuréd,«pinformation. The set consists
solid phase heats of formation from 75 measured values wereof nitroaliphatic, nitroaromatic, nitramine, and azido-containing
9.0 and 35.0 kcal/mol, respectively. The causes for the errorscompounds. Additionally, two of the systems contain the
could be due to a variety of reasons. First, some of the error N-nitroso functionality.
could be attributed to varying and conflicting experimental One of the major concerns in any parametrization is the
information. For instance, numerous systems reported in ref 2 quality of data used in the fitting. Many of the molecules
had different measured values of the heats of formation, included in this study had multiple different experimental values
sublimation, or vaporization. Second, it is possible that the for the various thermodynamic properties of interest. In the
simple application of the method of atom equivalents did not interest of a consistent algorithm and as not to bias the fitted
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TABLE 1: List of Molecules? Included in Fitting Set (38 training and test sets were done utilizing the Gaussian 03 (G03)
Molecules) quantum mechanical program pack&@dhe B3LYP hybrid
name expe formula generalized-gradient approximation (GGA) density functional
nitromethane gLV CENO, theory (DFT¥7:28 was used with the 6-31G* basis %eto
trinitromethane s, v,sub CHDs optimize geometries. Normal-mode analyses were performed
tetranitromethane g, v CN4Og ini
avidotminitomethane o1 cno, for a}ll systems contalr)lng no more than 21 heavy atoms to
DMNO (N-methyIN-nitromethanamine) 9.1,'s, sub 28sN,0, confirm that the optimized structure corresponded to a local
1-azido-1,1-dinitroethane g,l, v C2H3Ns0,4 minimum on the potential energy surface. For molecules with
Eﬁi‘s&ggm‘aﬂe ggi s sub éﬁéﬁmo more than 21 heavy atoms, the optimized structure is assumed
s by 5IN3V9 H H
TTT (hexahydro-1,3,5-trinitroso-1,3,5-triaziney, s, sub  CsHeNgO3 to correspond to a |(?Ca| potential energy minimum. The
RDX (cyclotrimethylene-trinitramine) g,s,sub  3isNeOs 6-311++G(2df,2p) basis sét32 was used to determine the
iyi'gm:gg;?ppe'fg%ze'”e gg’ SS SSSS 4&“482 densities for generating the electrostatic potentials (ESPs) and
- y Sy 4l 404 : P .
N-nitrobis-2,2,2-trinitroethylamine gs 8uNsO14 in dete_rmlnlng t_he atom and group equivalents. Molecular
2-hydroxymethyl-2-methyl-1,3-propanediol s, v CsHoN3Og properties used in egs 1, 3, and 4 generated from the quantum
trinitrate . . mechanical calculations are provided in Table 2S (Supporting
PETN (pentaerythritol tetranitrate) s, sub 5HEN4O12 Inf fi
nitrobenzene gl v G1:NO, nformation).
2-nitrophenol g,s,sub  ¢EIsNOs We also evaluated the effect on the predictive capability of
ijmgggﬂgﬂg: g’ > zﬂg ﬁgmgz the tools when using structures optimized using a larger basis
menitroaniline g5, sub  EIeN20z set. We optimized the geometries using the 6-B+G(2df,-
o-n!{roan!:!ne s, sub ) $6“282 2p) basis set for a majority of the molecules included in this
p-nitroaniline g,S,su 6IN2U2 i 1 i
1.3-dinitrobenzene e sub  BNO. study, and reparametrlz_ed the cor_nputatlonal tools. The result_mg
azidobenzene AR CeHsNa pred|c_t|ons were not in appremab_ly better agreement wnh
TNB (1,3,5-trinitrobenzene) s, sub 6/83N306 experiment than those produced using methods associated with
1-azido-4-nitrobenzene . g.S,sub  HGN4O, the B3LYP/6-31G* optimized structures. Since the effect was
N-nitrobis-2,2-dinitropropylamine (DNPN) g,s 6810N6O10 . . : N
PNT (1-methyl-4-nitrobenzene) 9,s,sub 7HGNO, neg_llg_|ble, all calculations reportegl herein use B3LYP/6-31G
2,4-DNT (1-methyl-2,4-dinitrobenzene) g,s,sub 7HEN204 optimized structures. All geometries were allowed to relax to
azidomethylbenzene g.Lv  CrthNs default GO3 settings, with the energy converged to* Hartrees.
3-azido-3-ethylpentane ge C7H1sN3 . . .
TNT (trinitrotoluene) g,s,sub  E1sN3Os In addition to generating atom equivalents for eq 1 from the
g-zﬁgpx%/'l'3154””{”0“”29”6 sub b S*gN?\lozj B3LYP/6-31H-+G(2df,2p)//6-31G* energies, we used a group-
1 azidbadomantang geg’ S N equivalent scheme similar to the atom-equivalent scheme, where
2-azido-2-phenylpropane g CioH13N3 the gas phase heat of formation as represented in eq 1 now
HNS (1,1-(1,2-ethenediyl)bis[2,4,6- g s GaHoN6O12 definese; as the “group equivalent” energy angdrefers to the

trinitrobenzene])

trityl azide s, sub GH1Ns number of group typg within the molecule instead of atom

type. The groups that were included represent nitro groups

- ; attached to carbon (nitroaliphatics or nitroaromatic), nitrogen
from which to start®? Symbols denote what type of experimental data - - - o
are available for each species: gas-phase heat of formation (g), quuid-_(n'tram'ne)’ or oxygen (n'tr_ate eSterS_)' Add't'c_maHY’_ we have
phase heat of formation (1), solid-phase heat of formation (s), heat of included a group representing the azide functionalities bonded
sublimation (sub), and heat of vaporization (¥References 21, 22.  to carbon atoms only. For those atoms within a molecule that
4 Reference 232 Reference 24. do not belong to one of the specified groups (e.g. H, the oxygen

in a carbonyl group) atom equivalent energies are used in eq 1.

parameters toward molecules that had more than one experi-To accommodate this requirement for atoms not belonging to a
mental datum to use in the parametrization, we arbitrarily chose specified group, new atom equivalent energies are generated in
to employ the most recently published value unless it was clear conjunction with the group equivalent energies. For both the
that the experimental information was poor. Likewise, when atom and group equivalent schemes, the atom and group
comparing predicted values with those in the test suite of equivalents determined by eq 1 are correlated to experimental
molecules, we used the most recently published experimentalheats of formation for several representative molecules.

data point. ) ) ) _ An alternate method for predicting the heat of sublimation
The test set, listed in Table 2, includes molecules for which ot these materials was also evaluated. This approach, referred
exper!mental structural data are missing or molecules for which {5 55 the quantitative structure property relationship (QSPR)
experimental structures are known, but which lack thermody- method®334 is used to establish relations between molecular
namic data with which to fit. For several of the molecules gy ctures with their chemical or physical properties. The QSPR
lacking experimental structural data we performed a limited approach using the CODESSA suite of QSPR soft¥amas
confqrmer search by starting at different i.ni.tial geometries .and applied to the training set of molecules. Various combinations
allowing each to reIaXQt? zziglocal energy minimum as prescribed of ayajlable molecular descriptors were used to establish
by the B3LYP/6-31G*""*" forces. Like the training set, the  cqrrelations with the heats of sublimation with the restriction
test set is composed of nitroaliphatic, nitroaromatic, nitramine, that each combination could contain only five descriptors. The
and azido-containing compounds. However, it also contains fin,) set that was chosen for this exercise is the one that provided
compounds with chemical functionalities not included in the .o largesR2 value (0.9814) and cross-validated (CR)value
training set: nitrites, nitrotriazoles, nitrofuroxans, and C-nitroso (0.9662)3 These five descriptors, described in the CODESSA
species. User's manuaf® are the WNSA-3 weighted PNSA
(PNSA3*TMSA/1000) [Quantum-Chemical PC], PPSA-3 atomic
charge weighted PPSA [Zefirov's PC], RNCG relative negative
Geometry optimizations, electronic energy computations, and charge (QMNEG/QTMINUS) [Zefirov’'s PC], principal moment
generation of electrostatic potentials of all molecules in the of inertiaC/number of atoms, and the Kier and Hall index (order

aMolecules in italics did not have an experimental crystal structure

3. Computational Details
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TABLE 2: List of Molecules? Included in Test Set

name exgtc  formula name expe formula
methyl nitrite g,l,v CH:NO, 1,4-dinitrobenzene S dEl4N2O4
methyl nitrate g,V CH3NG; triclinic 2,3-dimethyl-2,3-dinitrobutane S 6812N204
dinitromethane g,,v  CH:NO4 o-DNP (2,4-dinitrophenol) S §14N205
nitroguanidine S CHN,O,  f-DNP (2,6-dinitrophenol) S §H4N20s
nitroguanyl azide s CHN6O> 4,6-dinitro-1,3-benzenediol S 684N206
ethyl nitrite g CoHsNO, azidocyclohexarfe I, v CeH11Ns
nitroethane l, v C:HsNG, 1-azidohexane I, v CeH13Ns3
ethyl nitrate g,l,v CiHsNGO; 2,4,6-trinitrophenol S H3N3O7
2,2,2-trinitroethanol S CH3sNsO7;  2,4,6-trinitroresorcinol S CsH3N3Og
5-nitro-s-triazol-3-ol S GH2N4O;  ETTN (2-ethyl-2-hydroxymethyl-1,3-propanediob CsH11N30g

trinitrate)
FOX-7 (1,1-diamino-2,2-dinitroethylene) 9s C:HiN4Os  2,4-DNPH (2,4-dinitrophenyl hydrazine) S 6N 4O,
N,N'-dinitro-1,2-ethanediamine S 2BeN4O,  NFS (5-nitro furfural semicarbazone) S sHEN4O4
1-nitro-3-guanidinoure& S C:HsNsO3  2,4,6-trinitrobenzenamine (2,4,6-trinitroaniline) s sH@N4Os
5,5-hydrazotetrazofe S C,HaN1o DATB (2,4,6-trinitro-1,3-benzenediamine) S CsHsNsOg
1-nitropropane l, v CsH/NG;, TNA (2,3,4,6-tetranitro-aniline) S ¢E15N50g
2-nitropropane l, v C3H/NG; benzotrifuroxan S NeOs
propyl nitrite g,l,v CsH/NG, TATB (2,4,6-trinitro-1,3,5-benzenetriamine) S 6HEN6Os
propy! nitrate l, v C3H/NG; N,N-dinitro-N,N-bis(2-hydroxyethyl)- S CsHgNgO12
oxamidedinatrate
3-methyl-4-nitrofuroxan S @¢3NsO,  4,4,4-trinitrobutyric acid 2,2,2-trinitroethyl ester s CsHeNgO14
2-(methylnitroamino)ethanol nitrate S C3H/NsOs  hexanitrol S CsHsNsO1s
1-nitrobutane l, v C4H9NO, €-CL20 (e-hexanitrohexa-azaisowurtzitane) fs CsHeN12012
2-nitrobutane l, v C4HgNO; nitromethylbenzene g, v C/H/NG;,
2-methyl-2-nitropropane (tert-butyl nitrate) g, s C4HoNG, 2,6-DNT (2-methyl-1,3-dinitrobenzene) S 7KEN204
n-butyl nitrite g,l,v  C4HgNG;, dinitromethylbenzene g, S, sub  C7HeNO4
tert-butyl nitrite g,l,v  CsHNO, 2-methyl-4,6-dinitrophenol S C;HeN,Os
N-ethyl-N-nitroethanamine | C4HioN;O,  1-azidoheptane I, v C7H1sN3
butane-1,2,4-triyl nitrate | CsH/NsOg  2-methoxy-1,3,5-trinitrobenzene s, sub C;HsN307
3,4-furazandimethanol dinitrate g,l,v CsHiNO;  2,4,6-trinitrobenzoic acid S #E13N30g
2,2,3,3-tetranitrobutane S 48sN,Os  methylglucoside tetranitrate S 7810N4O14
monoclinic 2,2-nitroiminodiethanol (Dina) |, s HsN4,Og  tetryl (N-methylN,2,4,6-tetranitroaniline) S fE1sNs0g
p-HMX (1,3,5,7-tetranitro-1,3,5,7-tetra- s CGHgNgOs  1,3-dimethyl-2-nitrobenzene g, v CgHoNO;
azacyclo-octane)

1-nitropiperidine gl CsHioN2O,  1-azidooctane I, v CgH17N3
azidocyclopentarfe l, v CsHgN3 TNX (2,4,6-trinitromethaxylene) S 4E17N306
1l-azidopentane | CsH1iNs 1,3,5-trimethyl-2,4,6-trinitrobenzene s oMEN306
DPT (dinitropentamethylenetetramifie) s GH10NeO4  1-nitronaphthalene s, sub Ci0H/NO,
1,1,1,3,5,5,5-heptanitropentane S sHEN7O14  1,8-dinitronaphthalene S 16H6N204
nitrosobenzene g,sub CgHsNO dipentaerythritol hexanitrae S CioH16NeO19
1-nitro-2-nitrosobenzene s,sub  CgH4NO3;  diazoaminobenzene (1,3-diphenyl-1-triazene) s 12HGN3
1-nitro-3-nitrosobenzene s,sub  CgH4N,O3  5,7-dinitro-1-picrylbenzotrizole S £2H4NgO10

1,2-dinitrobenzene s dElsN2O,

aMolecules in italics did not have an experimental crystal structure that could be used as a starting structure in the geometry optimizations.
b Symbols denote what type of experimental data are available for each species: gas-phase heat of formation (g), liquid-phase heat of formation (1),
solid-phase heat of formation (s), heat of sublimation (sub), and heat of vaporizatiGiRéferences 21, 22.References 25 Molecules were
not included in statistical analyses due to large errors or questionable experimentaRedéaence 26.

3). The latter two descriptors reflect shape and connectivity ;ﬁglﬁeférggrmE?qrs%rgﬁg quf;‘i’r?éeg%ir}g%'%slégd
characteristics. PNSA (partial negative surface area), PPSAGeometries, B3LYP/6-31%+G(2df,2p) Energies, and
(partial positive surface area), and RNCG (relative negative Electrostatic Surface Potential Mappings

charge) are electrostatic descriptors, while TMSA is an acronym 346m or group

for total molecular surface area. Since the EPS method has equivalent ¢ (hartree)
demonstrated a correlation between the heats of vaporization 38123748 @ 2130 167 2 0.000 267

eq3 eq4

or sublimation and statistically based quantities associated with —0.597580 b¢ 0.930065 b° 1.650 087
the ESP on an isosurface of electron density, it is not surprising N —54.785 466 c¢ —17.843973 ¢ 2.966 078
that the optimum set of QSPR descriptors contains those O —75.187 087
associated with electrostatics. c —38.129 456
N’ —54.788 487
. _ o —75.186 033
4. Results and Discussion C—NO; —205.160 396
o _ . C'—NO, —205.163 484
4.1. Results of the Fitting.Atom and group equivalents using N—NO, —205.166 631
either the 6-31G* or 6-31t+G(2df,2p) energies were obtained O—NO; —164.364 907
by fitting eq 1 to the experimental values 8H°g for all C—Ns —129.976 691
molecules in the training set, and the results for the 6+3t6- a|n kcal/mol-A-2. ® |In kcal/mol-A-4. ¢In kcal/mol.

(2df,2p) basis set are given in Table 3. Table 4 gives the rms

and maximum deviation oAH°) values calculated using eq using group versus atom equivalents for both basis sets, with
1 and these atom or group equivalents from the experimentalthe largest improvement for the 6-31G* basis set. There is also
values in the training set. The rms deviation is decreased whennoticeable improvement in moving from the smaller to the larger
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TABLE 4: Root Mean Square and Maximum Deviation TABLE 5: Root Mean Square Deviation and Maximum
Errors (kcal/mol) for the Gas-Phase Heats of Formation Deviation Errors (kcal/mol) of Heats of Formation and
Using Either the 6-31G* or 6-31H-+G(2df,2p) Energies and Phase Change for Molecules That Were Not Used in the
Atom or Group Equivalents? Parametrization of the Methods
6-31G* energy 6-311++G(2df,2p) energy current study
atom group atom group no. of atom equivalerit group equivalerit
equivalent equivalent equivalent  equivalent moleculed rmserror maxerror rmserror max error
rms 3.9 3.1 3.0 2.9 AH%) 15 28 5.4 3.2 6.5
max deV 88 103 83 91 AHof(|) 24 31 72 32 74
aStructures are optimized at the B3LYP/6-31G* level. AH%e) 49 6.0 16.7 5.6 12.2
AHyap© 20 3.0 6.3 3.0 6.3
basis set. The procedure that shows the greatest improvement®:Hsu® 6 4.7 6.8 4.7 6.8

over that given in Rice et af uses group equivalents and the  aThis column contains the number of molecules for which there
larger basis set; results are given in Table 1S. For this method,were experimental data available for comparigo®-311+-+G(2df,2p)

the rms error is 2.9 kcal/mol. Parameters obtained by fitting energies® Atom or group equivalents are not used in evaluation.

egs 3 and 4 to the training set of experimental values and

B3LYP/6-31H+G(2df,2p)//6-31G* electrostatic surface po- potential performance of materials that have not yet been
tential mappings are also presented in Table 3. Calculakég, synthesized, it is crucial that their predictive capability be
and AHyap Using these parameters are given in Table 1S. The assessed, and the degree of error determined, if possible. Toward
rms deviations of theAHsy, and AHyap from experiment are these goals, we have calculated the thermodynamic values for
3.1 and 2.1 kcal/mol, respectively, similar to that reported in each molecule in the test set. These results can be considered
Rice et al'® The maximum deviation of thAHsu, and AHyap as truly predicted, since no information about these molecules
from experiment are 7.0 and 4.5 kcal/mol, respectively, some- was used in determining the parameters for eqs 1, 3, and 4.
what better than that reported in Rice et@lhese values and  The calculated thermodynamic values for all molecules in the
the large basis set, group equivalent gas phase heats of formatiofest set using the group equivalents and the 6+3#G(2df,-
were used in eq 2 to produce condensed phase heats of formatioRp) basis set are provided for comparison with available
for training set molecules (also given in Table 1S). The rms experimental information in Table 18S.

deviations for the liquid and sollq phase heats of format|_on are  Rms and maximum errors for completely predicted heats of
3.3 and 4.9 kcal/mol, respectively. The rms errors in the ¢5:mation and heats of vaporization and sublimation using the
condensed phase heats of formation are larger than either Ofjy g0 hasis set energies were calculated for all but five molecules
the components used to evaluate them [eq 2], which is oty e test suite, and are reported in Table 5. Three molecules
surprising since t_he error IS additive. In an attempt to red_uce in the test suite were eliminated in our statistical analyses due
some of the error in the solid phase heat of formation that might to predictions ofAHs that are lower than experiment by at

bﬁadsléer:g;rsr%rf'?Otr}rfazgﬁti;fnsugl'srgif'Or:'e\é\’iit%?:gué?tfhdesﬁggtIeast 38 kcal/mol, an order of magnitude larger than the rms
gf sublimation as described ingsection 3p error. These molecules are 51¥drazotetrazole, DPT (dini-
- ; . . . . tropentamethylene-tetramine), and 1-nitro-3-guanidinourea. The
Predictions using the five-descriptor QSPR fitted to all but . .
S - 5,5-hydrazotetrazole molecule is composed of a pair of tetrazole
four of the training set molecules produce rms and maximum . ; . ) .
rings bound by a nitrogen pair. As the only molecule in this

errors of 0.8 and 1.7 kcal/mol, respectively, in the heats of study that has a high nitrogen content, it is not surprising that
sublimation, substantially smaller than those calculated for the y - 9 g€ . ! P 9
the descriptions of correlations in this study are unable to

same subset of training molecules using the ESP method (3.1 t for thi d 1-Nitro-3 i h
and 7.0 kcal/mol, respectively). The four molecules HNS [1,1 3CC%llm b ord dlsN|(_:|ompoun ' -h ' ro-h -gganl| inourea h asha
(1,2-ethenediyl)bis[2,4;6trinitrobenzene]N-nitrobis-2,2,2-trini- ouble bonde group, another chemical species that has

troethylamine, trityl azide and\-nitrobis-2,2-dinitropropy- nqt been included in _the t_ralnlng set of mplecules. DPT Is a
lamine] were not included in this exercise because the QspRPridged compound with nitrogen as the links to the carbon
description of the heat of sublimation requires information Pridge, and thus not well represented by species contained in
obtained in a thermochemistry analysis (as implemented in the the training suite. Therefore, these clearly demonstrate that the
Gaussian03 program package) of information generated in thecomputatlonal_tool is limited t(_) ch_em|cal systems that are similar
DFT calculations. Such an analysis can be obtained only after {0 those used in the parametrization of eqs 1, 3, and 4 and should
evaluating the second derivatives of the energy with respect to N0t be appllgd with confidence to dissimilar chemical systems.
the Cartesian nuclear coordinates. As indicated in section 3, The remaining two molecules that were removed from the
normal-mode analyses were not conducted for molecules with statistical analyses were eliminated because the experimentally
more than 21 heavy atoms due to the computational expensederived AHyap values were determined from surface tension
associated with these calculations. The application of QSPR Measurements through an empirically based equation and were
predictions of the heat of sublimation along with the large basis considered by the experimentalists as “approximéteThe
set group equivalent gas phase heats of formation in eq 2correspondingAHy, values for the azidocyclopentane and
produces solid phase heats of formation that are in better azidocyclohexane molecules are smaller than the experimental
agreement with experiment than those calculated using the ESPvalue using either the atom or group equivalent methods by
method. The QSPR\H°s) values have rms and maximum ~7 and ~12.5 kcal/mol, respectively. For the remaining
deviations of 3.6 and 9.6 kcal/mol from experiment for this molecules in the test set, the predicted gas and liquid phase
subset of training molecules, while results generated using theheats of formation calculated using the method of atom
ESP method have rms and maximum deviations of 4.1 and 10.6equivalents are in better agreement with experiment than those
kcal/mol, respectively, for the same subset. calculated using the method of group equivalents. However, the
4.2. Predictive Capability. Because these computational rms error in the predicted solid phase heats of formation is better
methodologies are being developed to aid in the evaluation of using the method of group equivalents.
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Figure 1. Calculated thermodynamic values versus experimental data for all molecules in the test and training sets: (a) gas phase heat of formation;
(b) heat of vaporization; (c) heat of sublimation; (d) liquid phase heat of formation; (e) solid phase heat of formation; and (f) solid phase heat of
formation for test set molecules only. The five molecules that are not included in the statistical analyses (see text) are represented as open circles
in panels b, d, e, and f. The solid line bisecting each figure along the diagonal represents exact agreement between the calculated and experimental
values.

Figure 1a-e provides a visual comparison between experi- groups in the molecular structure. The remaining two are the
mental and calculated values for the heats of formation, heatsazido cyclic compounds that were described earlier as having
of sublimation, and heats of vaporization for all systems unreliable experimental values. The differences between ex-
contained in both training and test sets (Tables 1 and 2). Figureperimental and predicted values for heats of sublimation for
1f provides a comparison between calculated and experimentalthe azido cyclic compounds are 2.4 and 2.5 kcal/mol.
values of the solid phase heats of formation for the test suite As was done for a subset of training suite molecules, we
molecules only. In each of these figures, exact agreementapplied the QSPR method of predicting heats of sublimation to
between the experimental and theoretical values is represented subset of test suite molecules to determine if predictions of
by the line that bisects each figure along the diagonal. With the solid phase heats of formation would improve. The subset
the exception of the heat of vaporization [Figure 1b], the points consists of all test suite molecules with no more than 21 heavy
are distributed approximately equally on either side of this line. atoms. Additionally, we did not include the three test suite
In Figure 1b, however, the distribution of points indicates that molecules that were eliminated in our statistical analyses due
the calculated heats of vaporization are, for the most part, largerto extremely poor predictions @H°sy using the ESP method,
than the experimental values. Six of the points in this figure as described earlier. Predicted heats of sublimation using the
can be traced to poor predictions of azido compounds, in QSPR method for this subset of molecules produced an rms
particular, the azido-chain aliphatic molecules in the test set error of 5.2 kcal/mol with a maximum error of 8.9 kcal/mol,
(1-azidopentane, 1-azidohexane, 1-azidoheptane, and 1-azidooccompared to 4.7 and 6.8 kcal/mol for the same subset of training
tane). The predicted heats of vaporization for these moleculesset molecules using the ESP method. Predictions of the solid
are higher than the experimental values by 4.5 to 6.3 kcal/mol, phase heats of formation using the QSPR method also have
with the error increasing with increasing size of aliphatic chain. poorer agreement with experiment than results calculated using
Unfortunately, very few azido compounds were included in our the ESP method. The rms error in the solid phase heats of
training set of molecules although the azido functionality is formation using the five descriptor QSPR fit and the group
beginning to be more prevalent in candidate advanced energeticadditivity gas phase heat of formation is 6.4 kcal/mol compared
materials. The training set contains seven azido compounds, ando 5.5 kcal/mol using the ESP method. Similarly, the maximum
only four of these have experimental values for the heats of error using the QSPR method is 20.9 kcal/mol, compared to
sublimation. Two of these have multiple nitro functional groups 12.2 kcal/mol for the ESP method.
within their structure, and the remaining two have benzene rings. We also attempted a five descriptor fit to the available heats
Conversely, there are six azido compounds in the test set; fourof sublimation data for molecules with no more than 21 heavy
are the azido chain aliphatic compounds with no other functional atoms contained within both training and test sets and achieved
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TABLE 6: Root Mean Square Deviation (kcal/mol) for
Heats of Formation for Gas-, Liquid-, and Solid-Phase and
Heats of Phase Change for Series of Molecules Common to
the Rice et al. Study and the Current Investigation

current study

group equiv,

B3LYP/6- group equiv,

original reanalyzed 311++G(2df, MP2/6-31G*//
Riceetal. Riceetal 2p)//B3LYP/6- B3LYP/6-31G*
result$ results 31G* energy energy
AH%g 3.1(7.3) 3.0(7.3) 3.0(9.1) 4.3 (10.0)
AH%; 3.3(9.3) 3.4(9.3) 2.5(5.0) 4.7 (12.4)
AH%s 9.0(35.4) 8.6(25.7) 4.7 (12.2) 6.7 (21.8)
AHyp 1.7 (6.1) 1.9(6.1) 2.1(4.5) 2.5(4.8)
AHsuy  3.6(12.4) 3.1(6.0) 3.5(6.8) 3.4(7.5)

2 Reference 10°P Maximum deviation is given in parentheses.

a 1.7 kcal/mol rms error versus experiment for thélg,,
However, the application of this QSPRHg,, tool to generate
heats of sublimation for the prediction afH°s produces a
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predicted and some that were used in parametrizing eqgs 1, 3,
and 4. While there is minimal change in thé°q), there is
noticeable difference in thAHyy and AH®¢s) over the same
data set, with a 45% improvement in the rms error for the solid
phase heat of formation when using the large basis set group
equivalent scheme presented in this paper. ForAHg,, and
AHgub the rms errors are lower for the previous results, although
the difference is smaller for th&H,sp over the same range of
data.

In comparing the predictive capability of the Rice et al.
method® and that presented here, we identified 16 molecules
in our test set that were not used in the parametrization of
equations in the Rice et al. study. For this set of 16 molecules,
the rms deviation oAH®s) with experiment using the Rice et
al. method is 7.1 kcal/mol, whereas the rmsAdfi°ss) from
experiment calculated using the atom equivalent B3LYP/6-
311++G(2df,2p) parameters is 6.1 kcal/ma 1 kcal/mol
improvement in going to the larger basis set. An additior@3
kcal/mol improvement is attained upon application of the group

rms error of 6.4 kcal/mol in the solid phase heats of formation, equivalent scheme; the resulting rms deviatioméf°ss) from

the same as that using the five-descriptor fit to the training suite €xperiment is 5.7 kcal/mol. Also, the predicted maximum
of data. Because the QSPR method reflects an approximately gleviation using the group equivalent scheme (12.2 kcal/mol) is
1 kcal/mol drop in accuracy compared to the ESP method, we more than 5 kcal/mol smaller than that reported by Rice et al.
see no benefit to using the alternate QSPR method to pred|ct(173 kcal/mol). Therefore, for the same predictive data set, the
the heats of sublimation for use in prediction of solid phase large basis group additivity method demonstrates significant

heats of formation.

improvement over the previous work for the solid state heats

An inspection of the experimental data revealed inconsisten- ©f formation.

cies in the reported information. After analyzing the 17

molecules in the test set for which there aelsu, AH®gg),

and AH°s) data, we calculated\H®;s) using eq 2 and the
experimental values ohHs,p and AHg). We then compared

Turning to a closer inspection of the outliers for each
thermodynamic value, we first examine the gas phase heats of
formation. For both the atom and group equivalent methods
using the large basis set, hexanitroethane was underpredicted

the resulting values with the reported experimental solid phaseby 8.3 and 9.1 kcal/mol, respectively, even though it was
heats of formation. Three molecules exhibited significant included in the fitting set. In comparison, Rice et al. exhibited
differences in the solid phase heats of formation: DMNO (6.8 a 1.1 kcal/mol overprediction for this molecule; this system was

kcal/mol), TNT (4.2 kcal/mol), and TTT+0.9 kcal/mol). The

also included in their fitting set. The largest error in the predicted

remaining molecules had differences under 0.3 kcal/mol. Our set of molecules for the group equivalent scheme was 9.1 kcal/
rms error of approximately 4.5 kcal/mol in the solid phase heats mol for the 3,4-furazandimethanol dinitrate molecule, which
of formation approaches the differences seen in the experimentadisplayed a-6.5 kcal/mol error in ref 10. In the previous work,

results, at least for these three molecules.
4.3. Comparison with Rice et al.A direct comparison of

the results of this study to those of Rice et%ils necessary to

however, information about this molecule was used in the
parametrization of eqs 1 and 3. Also, in the previous work the
largest error for gas phase heats of formation was 7.3 kcal/mol

determine if a newer set of predictive capabilities is to be used for azidomethylbenzene, which we predict with an error of 0.4
in calculating thermodynamic information of CHNO systems. kcal/mol.

Thus, we wish to comment on and subtly alter the statistics

For the liquid phase heats of formation, the largest error in

from the previous work in order to achieve such a comparison. the current study is 7.4 kcal/mol for 1-azidohexane. In the
Before a comparison can be accomplished, the disparity in the previous work, azidomethylbenzene displayed a maximum error
sample molecules used in the previous and the current worksof 9.3 kcal/mol, versus a current prediction of 3.5 kcal/mol.
must be addressed. Additionally, when parametrizing the atom For both the current and previous studies, 2,4,6-trinitroresorcinol
equivalents and heats of phase change equations, Ricé%t al. presented a troublesome prediction for the solid phase heats of
included systems that had multiple different experimental values, formation, with errors of-11.1 and—17.3 kcal/mol, respec-
thus adding some bias into the fitting. In addressing the latter tively. The largest error seen in the current work is 13.3 kcal/
issue, we have taken the predicted results from Rice et al. andmol for trityl azide, which was not included in the previous
recomputed the rms and maximum error for the various heatsstudy. The largest error ifH®s) reported in the Rice et al.

of formation and the heats of vaporization and sublimation using study was 25.7 kcal/mol for HNS; the value produced using
the same paradigm as employed in the current work, i.e., usingthe group equivalent method and larger basis set has a 7.3 kcal/
only the most recent experimental data for comparison. The mol error when compared to experiment.

ensuing changes are minor (shown in Table 6); however, we

Looking to the heats of vaporization, the maximum error

considered this necessary in order to avoid confusion in reported in this study is-6.3 kcal/mol for 1-azidooctane. The

contrasting the current findings with the previous results.

maximum error for this value in the Rice et al. study was for

The Rice et al. and the large basis set group equivalent resultsnitroglycerin, which was underpredicted by 6.1 kcal/mol, while
of the rms and maximum errors for the heats of formation and the current study has an error of 4.5 kcal/mol. The largest error
phase change for a set of 42 molecules common to both studiedor the heats of sublimation in this study is for trityl azide, with
are given in Table 6. This common set of molecules includes a —7.0 kcal/mol error. In the previous studythe maximum
species whose thermodynamic information was completely error was 6.0 kcal/mol for 1,4-dintrosopiperazine, while the
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current ESP method of evaluating heats of sublimation producesmethods, and compared these with results generated using the

a 4.9 kcal/mol error. ESP method. The comparison shows that the ESP method is
4.4, Comparison with a Non-DFT Method. A critical more accurate than the QSPR method in calculating solid phase

component to the success of this method is for a molecule’s heats of formation, indicating no benefit in using the alternate

electrostatic potential to exhibit a correlation with the bulk QSPR approach.

property of interest, in this case the heat of vaporization or
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