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We present a generalization of the reaction coordinate driven method to find reaction paths and transition
states for complicated chemical processes, especially enzymatic reactions. The method is based on the definition
of a subset of chemical coordinates; it is simple, robust, and suitable to calculate one or more alternative
pathways, intermediate minima, and transition-state geometries. Though the results are approximate and the
computational cost is relatively high, the method works for large systems, where others often fail. It also
works when a certain reaction path competes with others having a lower energy barrier. Accordingly, the
procedure is appropriate to test hypothetical reaction mechanisms for complicated systems and provides good
initial guesses for more accurate methods. We present tests on a number of simple reactions and on several
complicated chemical transformations and compare the results with those obtained by other methods. Calculation
of the reaction path for the enzymatic hydrolysis of the substrate by dUTPase for an active-site model with
85 atoms, including several loosely bound water molecules, indicates that the method is feasible for the study

of enzyme mechanisms.

Introduction

The multidimensional potential energy surface (PES) of a
molecule contains important information on geometries and
relative energies of its locally stable structures, as well as
reaction paths between these, which are simplest characterized
by transition states and internal minirh@he transition states
(TS) are saddle points on the PES, so they have all gradients
zero, just like minima, but just one of their force constants is
negative. This means that they are minima for all coordinates
except for one, the reaction coordinate. While locating minima
is straightforward (move down with steepest gradient), the
location of a saddle point is not simple, since there are an infinite
number of different paths to move up. Theoretically, the I il ey P
eigenvector belonging to the only negative eigenvalue would ‘"""V’f’"’"”'”f”’(’ R _
be the solution, but the convergence region where the HessianFigure 1. A two-dimensional PES where the RCD method fails. The

: ... method yields either RB—C—P or P-D-A—R, while the MEP
has the proper structure is small. For large systems, like between the reactants (R) and products (P) is represented by the gray

enzymes, there are several “soft” coordinates, like the rotation jie 'pots have been calculated by the method described in this paper
of a methyl group at the end of some side chain or the (for more details, see the Results and Discussion section.
displacement of loosely bound water molecules. Though these
coordinates are irrelevant for the chemist, they also may provide
mathematically proper saddle points on the PES; therefore, an
effective method must be able to distinguish the true reaction
path from the irrelevant ones.

The simplest algorithm to determine a reaction path is to
perform a relaxed PES scan using an internal coordinate (or a,
fixed combination of coordinates), which overlaps well with
the reaction coordinateDuring the scan, we change the value
of this “reaction coordinate” stepwise and optimize the geometry
in every step keeping the active coordinate frozen. This
procedure is called the reaction coordinate driven (RCD)

1 Mmiihiss s

method® which has a serious drawback, because it fails if the
overlap between the chosen and real reaction coordinates is not
large enough. For complicated multistep reactions, finding an
acceptable reaction coordinate is often impossible. There is also
another problem with the RCD method extensively analyzed
by Williams and Maggiord,since they found that it does not
work for every PES. If the saddle point is at the end of a valley,
then it can be found by the RCD method; however, if it is
located elsewhere, the RCD algorithm cannot bring the system
out of the valley (Figure 1). If we start from the reactant, the
calculated path is in the reactant valley«R line). Point B is
- — - — an inflection of the surface; thus, the valley ends, and the
*'é?)rrtré’;ggﬁ dsiﬁgcéﬁltﬁisr”?z-nqgﬁ-a'ﬂfé gé‘r’gr']?g ézsrf;rggm optimizer finds point C next. So, the calculated reaction path
1 . . DR will be R—B—C—P. The opposite direction will result in the

* Department of Theoretical Chemistry. e ! '
8 Protein Modeling Group, Hungarian Academy of Sciences. P—D-A—R path, which is also far from the desired one. Since
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D B method® and the real TS. If the guess is wrong, than the STQN
method converges slowly or even fails to converge.

e A path optimization algorithdf was also implemented to
Gaussian 034 In this, the path is represented by several
geometries. During refinement, these geometries are changed

A3reug

A C to reduce the force components perpendicular to the path, and

N then, the points are redistributed, keeping a similar distance from

each other and therefore serving as milestones on the path. With

R Reaction coordinate F large systems, we face another problem, namely, during the

Figure 2. Plot of the energy vs the RCD path for the PES of Figure redistribution step, the distance of the points may depend on
1. the chemically irrelevant soft coordinates. This problem can be

solved® by weighting the coordinates by their chemical
no further points can be located between B and C, a discontinu-importance, so a coordinate change referring to a forming or
ity appears on the energy plot (Figure 2), and the energy of the breaking bond counts much more than the rotation of some
true saddle point cannot be found. loosely bound water molecule.

This problem also exists in higher dimensions; therefore, if =~ While the Ayala-Schlegel path optimization method per-
we do not have information on the PES in advance, the RCD forms microiterations to combine the path relaxation with the
method may lead to useless results. point redistribution, the nudged elastic band (NEB) metfidd

In the following, we will give a brief overview on the various ~ US€S a quadratic “spring potential” to prevent the path points
accurate methods applied to the calculation of transition statesfrom falling back to the ending minima instead of the appropriate
and reaction paths; for a more detailed review, see refs 5 andP0int of the reaction path. However, overly strong spring forces
6. They can be divided in two groups, the surface walking and ¢&n cut down corners of the path. To avoid such kinks (artifacts)
the two-end methods. and the points falling down to low-energy regions, the tangent
K of the path is estimated, and the real forces parallel as well as
the spring forces perpendicular to the path are discarded. This
method can calculate pathways with internal minima and
multiple saddle points; it needs initial guesses, which are usually
created by linear interpolation, and converges slowly if these
are inappropriate. For large systems, it may fail to convirge

The surface walking methods need an initial guess and loo
for the TS as a saddle point on the PES. The eigenvector-
following (EF) method$™® are able to find minima and first-
or higher-order saddle points. When used for searching a
transition state, they need an initial guess for the geometry, then

the Hessian is constructed analytically, numerically, or by it th ing f . iate. b th i
approximation, and finally, the appropriate eigenvectors are even [Tthe spring force IS appropriate, because the root-mean-
square (rms) difference referring to two adjacent points can also

generated. If the Hessian has the correct number of negatived it chanaing irrel ¢ soft dinates. Thi bl
eigenvalues, then a rational function optimization (RFP®)ep ecrease 1T changing Irrefevant Soft coordinates. 1his probiem
can be solve#t if the spring forces relate only to important

is made. If the energy in the new point differs significantly from dinat
the previous estimate or the new Hessian has a wrong structure£00rdINAtES. .
The string metho# uses a similar concept as the Ayala

the trust radius (the maximum size of the step) should be L . ! .
reduced. The main drawback of this method is that the initial SCNI€gel path optimization method, but a different algorithm is

guess should be in the near vicinity of the TS where the used to obtain.the points of the reaction path. The grovying string
curvature of the PES is similar to that at the TS. If we want to (GS) method'is a further augmentgtlon. It makes predlptor and
calculate a reaction path containing intermediate structures, CO"TeCtor Steps by growing two strings from the endpoints with

which are represented by local minima on the PES, we need?@ user set step length until these ends meet, forming a string.

initial geometry guesses for each transition state. Since we useUnllke all other methods, this one does not need an initial guess

the eigenvectors of the Hessian, this needs to be accurate, andPr the geometry; therefore, it s robust, but due to its complexity,
other problems may also arise. It converges very slowly. _ 3

The Reduced PES Path Sedfamethod solves the problem The re.ducgd. gradient foIIo_vylng (RGFY methoq uses the
of the soft coordinates by partitioning the coordinates into two T?Ct thkatl!n mmmlz; ag(listsrinst\lzon statelf th? %Lad[ents a_r(i Zer&'
subsets. The coordinates which are important for the reaction seexs ines on the etween such neighboring points wi
form the active subset; the rest form the nonactive one. The TS all gradients zero except for the one which serves as the driving

is searched on the reduced PES, which has as many dimensiongoord'nate' The RGF projector is found to be applicbler

as active coordinates. The rest of the coordinates is optimized.Strlng methods, too: . .
In this subset, an “image quadratic function” is defined and Molecular dynamics can also be used to examine reactions,

minimized in order to find the next point on the path, which but since bond breaking and bond forming cannot be studied
was found? to be one of the reduced gradient paths ' by molecular mechanics, we must use ab initio molecular

. . dynamics, which is extremely expensive. There are methods

The wo-end methods use information from both the reactants availablé® which concentrate on MD samples between reactant
and the products of a reaction and locate the TS betweer_1 them.and product structures; therefore, they are much more cost-
Peng and Schlegélproposed gtwq-end TS s_earch algorithm, effective, but still very expensive and should be used only if
called the synchronous tr.ansn-gwqed quasi-Newton (STQN) we need more than just a path, like reaction rates or the ratio of
method, and implemented in tBaussian 0$rogram packadé competitive paths
under the QST keyword. This method is fast, stable, and does '
not need analytical Hessians but uses updated approximationsM

. : . . ethod

however, it has some drawbacks. First, it can only find one
saddle point between two neighboring deep minima and fails We propose a new and simple method, which needs optimized
to converge if a shallow intermediate minimum is located reactant and product structures and a rough guess on the
between them. Second, it highly depends on the difference mechanism in order to calculate reaction paths. It is quite robust,
between the initial guess used for the synchronous transitbut still converges at an acceptable rate for a number of
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elementary chemical reactions. A special advantage is allowing only “active” coordinates have to be linearly independent, the

the user to make a calculation for the hypothetical mechanism,

even if it does not yield the minimum energy path or if it
involves the synchronous movement of several atoms. After
describing the algorithm, we will present some test calculations

nonactive ones may be redundant. To avoid an energy change
due to dropping the rest of the coordinates, we constantly
optimize their value, thus keeping the forces along them
practically zero. Accordingly, the respective term in eq 1 will

and compare our results with those obtained by other methods.vanish, and we obtain the following expression

Our reaction path searching algorithm is based on the old
RCD algorithm outlined in the Introduction; this is why we call
it the multicoordinate driven (MCD) method. Like the other

two-end methods, it needs both reactant and product structures.

First, we need to select internal coordinates, which should
change monotonically during the reaction; their number is not
limited, unlike in RCD. Let us now define these coordinates
for the F + H3C—F* — F—CH3; + F*~ reaction. These are
the F-C distance, changing from 2.6 to 1.4 A, and thef®
distance, changing from 1.4 to 2.6 A. Now, locating the
minimum energy pathway means finding the lowest-energy way
to change the active coordinates from their initial values to the
final ones.

At this point, the MCD method follows the reaction path

philosophy of the RCD method: steepest descent from the TS

to the minimum and shallowest ascent from the minimum to

the TS. Three problems are also inherited from the RCD method.

At first, the forward path differs from the backward path. This
has no physical meaning: it is a natural error of the method. If
a more sophisticated path is needed, 1R&n provide it using

Nactive

AE = Z !/;:b—fi(l()dx,- )

Integration in eq 2 cannot be performed analytically, so we have
to apply a numerical procedure. The nonactive coordinates will
vanish only if we keep them continuously optimized along the
reaction path. This would mean that the numerical integration
must be performed with an infinitely small step size. In case of
finite step sizes, the error is acceptable if the change of the
nonactive coordinates or the forces along them are small. This
can be assured by setting every important coordinate active.

The forces along the active coordinates change continuously,
too, leading to errors in the numerical integration with finite
step sizes. To reduce this error, instead of using only the force
fi(xX) between pointa andb, we use a linearly changing gradient
approximated by the Hessian in pomtas given in eq 3, where
Ax; = x(b) — xi(a) andHja is the j) element of the Hessian in
pointa. This approximation is acceptable if the step size does
not exceed the size of the quadratic regioraof

the found TSs. Second, since it applies constraints to the step,
turnings are not allowed, so it cuts down the real turns of the
path. If the turns are small, than the TS candidate found is not
far from the real TS, so it is an acceptable guess. However,
where the true reaction path has large turns, our method does

Nactive

—f, _|_5 JZ HijaAXj)AXi

Nactive|

AE ~ z
]

®3)

not work, just like RCD. Finally, as in the problem mentioned
in Figures -2, RCD gets stuck in a valley. If the valley is just

an artifact, created by projection of the PES into a subspace,

The MCD method calculateg\x; values for all active
coordinates in every point, by minimizimyg of eq 3 with two
constraints. The sum akx; values (which is not equal to the

MCD solves the problem, since the subspace can be increasedength of the vector) is constrained to the step size. The other

If the valley is real in the full dimensionality of the system,
like in Figure 1, the MCD path will also differ from the real;
however, it will not become discontinuous and provide points

constraint is that nax; value can change backward, i.e., in the
product— reactant direction. This can be avoided if we use
internal coordinates, which change monotonically during the

with different energy. In most cases, the highest energy point reaction. The minimization is carried out in a simple way:

is a good initial guess, but in rare cases, it can be too far from
the real TS, which provides a failure in the subsequent EF
calculations. In the case of the problem in Figure 1, the MCD
calculated points differ from the right path and even miss the
true TS, but are much closer to it than that provided by the
RCD method and are within the convergence region of the TS,
so it provides a good initial guess.

The energy change between two geometries labelzud b
is given by eq 1, wher&(x) is the force on theth coordinate
at its value ofx, anN dimensional vector, and summation runs
over all independent coordinates

N
AE= Z S = i) dx (1)

change one\x; and accept the change NAE decreases, then
repeat the procedure until convergence. We are aware that more
sophisticated minimization methods exist, but the cost of the
calculation ofAx; is irrelevant compared to self-consistent field
(SCF) or force calculations, so an improvement would not
reduce computational costs. The active coordinates have to be
modified by theAx; values, and then, the geometry of the new
structure should be optimized keeping the active coordinates
fixed, just like in the case of the RCD method. This way we
can construct the reaction path point by point until all
coordinates reach their final values set by the user. If the
tentative mechanism was correct, the last point will correspond
to the product structure.

Our method cannot find the exact transition states; it provides
only initial guesses. It may lead to discontinuous paths, so if
not only the stationary points are needed, the path has to be

Equation 1 cannot be implemented, since we cannot follow a recalculated by the IRC methBdusing the exact stationary

coordinate change, which we cannot predict at least ap-

proximately. For example, in the  H3C—F* — F—CHsz +

F*~ reaction, the HC—H angle is 110.9in both the reactants
and the products, but it is 12h the transition state. This cannot
be predicted without knowing the reaction path accurately.
Accordingly, we follow only predictable coordinates which are

points. It allows the user to find a subset of coordinates which
change monotonically during the reaction; therefore, a prelimi-
nary guess for the path is needed. The STONEB,°21
string2324reduced PES searéhand RGE>26methods are all
able to find exact stationary points, as well as the path. Some
of them even work as a black box; only a good initial guess for

selected by exploiting the user’s knowledge of the reaction and the reactant and product structures is needed, and the rest is
chemical intuition. This also allows one to use the popular done automatically. The reason we propose this method for
redundant coordinate systems for the geometry optimizer; sincecomplicated reactions is its simplicity and its power to provide
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good initial guesses for further calculations. In the absence of I
such guesses, the presently available methods may fail for most \ \\ \\ \\\
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complicated reactions; they do not converge or provide false
results for the saddle point. All geometry optimizers, transition \{\
state, and reaction path calculation methods need the Hessian t/

(H; = 92E/ax0x;). However, calculating it explicitly is extremely }‘\< N\
!
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expensive in terms of both CPU time and storage space. The
alternative of the analytical or accurate numerical calculation
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is to start from some initial gue¥s®® and update it in every L
geometry optimization step. Several methods exist to do this, ‘K
like BFGS2! which is most popular for minimization, and the \
algorithms by Bofilf233 for transition states. Though these N
methods provide good approximations for the Hessian, two \ 15
fundamental problems cannot be circumvented. First, if the §] 14

initial Hessian was inaccurate, the updates involve a lot of e T S St

computational work. Second, these methods use a numidér of Figure 3. Reaction paths for the Walden inversion as calculated by
gradients andN displacements to update the Hessian having the MCD (dashed line), RCD (thin line), and Ayai&chlegel (thick
N(N + 1)/2 independent elements; therefore, the accuracy will line) methods. Coordinates in angstroms.

iR

{

/

decrease linearly with the size of the systéinFor geometry o ‘0 bOHe

optimizations, this only increases the computational cost, since HO: CcoO
one can make small steepest descent steps with the gradients h ©P a a b
getting gradually closer to the minimum and providing informa-

tion for the updated Hessian. However, the vector pointing od —— O4 —>

d
toward the TS can only be derived from the Hessian; therefore, Ofe

a poor estimate can even lead to the failure of the search. Our

MCD method will also work with low-quality Hessians, since

in eq 3, it is multiplied by the second power of the; steps,

which means that a smaller step size decreases its weight. ASchlegel methods in Figure 3. As can be seen, our method

smaller step size also increases the number of force calculationsprovides a path, which is remarkably close to the accurate one.

providing more information for the updating of the Hessian, ~ Alanine Dipeptide Rearrangement.We repeated the test

which is saved in every point and can be used as an initial guesscalculation by Peters et &',a density functional study using

for the EF method locating of the TS. On the other hand, the the B3LYP parametrization and a 6-31G basis set on the test

exact methods above, which use sophisticated algebra, makenolecule HCONH-CH(CHz)—CONH,. The reaction coordi-

several transformations in the Hessian accumulating its errors,nates were the €N—C,—C (¢) and N-C,—C—N () torsion

which finally leads to a failure in the convergence. Our method angles; the initial structure was the one calledrCref 24; the

is stable; we have never observed a failure in convergence forstep size was set to 0.5 A-B0°). The final structure was

the test calculations presented here. identical to that called &x in ref 24. Calculating the points on
The current implementation of the MCD method is a code the reaction path needed 52 SCF and subsequent gradient

written by one of the authors (I. B.) in the Pascal program calculations. We used the highest-energy point on the path as

language and compiled with the FreePa¥azsmpiler. It reads an initial guess for an RFO saddle point search, which found a

the output from and creates input for tBaussian OPackage saddle point within 18 steps. Our transition-state geometry is

using it for the geometry optimization in each step. The source identical to that shown in Figure 8 of ref 24 with= 112.T

code, the WIN32 and the LINUX executable programs, as well (107.3) andy = —140.4 (—139.7); the activation energy is

as a manual, and sample calculations are available for download31.7 (31.8) kJ/mol (values of ref 24 in parentheses). To calculate

from the website http:/Aww.chem.elte.hu/departments/elmkem/ the full reaction path containing the saddle point, we did 69
berente. SCF and subsequent gradient calculations, while the nudged

elastic ban® and growing stringf methods need more than
250 and 200 steps, respectively, according to Peters?4t al.

Hydrolysis of y-Butyrolactone. This reaction (cf. Figure 4)

We tested the MCD method for various chemical reactions serves as an appropriate test of the stability of the MCD method
of increasing complexity, which we will discuss below in detail. in the case of a multistep reaction. We did calculations at the
All stationary point geometries were converged to the default RHF/6-3H-G* level and selected the—b, a—d, and c—d
values of theGaussian 03* maximum force= 0.00045, rms distances as active coordinates; the step sizes were 0.15, 0.3,
force = 0.0003, maximum displacement 0.0018, rms dis-  0.45, and 0.6 A, respectively (see Figure 4). Geometries
placement= 0.0012 (all values in atomic units). The existence corresponding to the local minima were optimized, and the
of the transition states were verified by the IR@ethod; they highest-energy points served as initial guesses for an EF search.
are on the reaction path running between the reactants and thérhough the MCD calculations provided more and more inac-
products. curate results with increasing step size, even the worst has

Walden Inversion. We calculated the ¥+ H;C—F* — provided a good guess for the RFO method to find both
F—CHs + F*~ reaction path with the Hartred~ock molecular transition states. Convergence could be reached aftet-2889)
orbital method at the RHF/6-31G level with the-E and C-F* 142 + 57, 109+ 67, and 82+ 58 MCD + EF gradients for
distances as active coordinates using@aeissian 03rogram step sizes of 0.15, 0.3, 0.45, and 0.6 A, respectively (see Figure
packagé? To test the maximal performance of the method, we 5). The STQN calculation obviously failed, since it is unable
set the step size as small as 1 pm. The calculated reaction pathio handle more than one transition state. However, an STQN
is compared with those obtained by the RCD and Ayala calculation between the initial and internal minima converged

Figure 4. Hydrolysis of y-butyrolactone.

Results and Discussion
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Figure 5. Energy (kJ/mol) vs reaction coordinate plot for butyrolactone hydrolysis. Step sizes are shown in the box; large crosses denote from left
to right: reactants, TSinternal minimum, Tg and products, respectively, each obtained by refining the MCD provided guess with the eigenvector
following method. The reaction coordinate is defined as the average progress of the active coordinates between their values for the reactant and the
product.

TABLE 1: Comparison of the Performance of the MCD and & 4 o4y
STQN Methods for the Calculation of Relatively Complex / \ /
Reactions HyC c/ HCS—CH HsC c/ CH—cH
3] 3 3 ] 3
step number step number energy barrier \ b a — \b a /
reaction (MCD) STQN# (kJd/mol) 0—CH o i
pyrolytic cracking 116 62 255.7 CH; CH;
Grignard reaction 101 66 75.9 . ) . . .
butane +4 HCI addition 162 41 170.6 Figure 6. Reactant and products for the pyrolytic cracking reaction
hydroxymethylation 282 Failed 131.6 of 2-butyl acetate.
MPV 121 66 115.1 oH
ether condensation 109 Failed 240.2 ? HC CHy
o CH;
. . . H:C——0 CHs CHs i
and provided TS Between the internal minimum and the N e | b .
endpoint, STON locates a TS, which belongs to a different  c——We-o=cc —~ O My O
reaction path with a barrier higher than ours by 2.8 kJ/mol. gd - 0 »
. . . 3
We tested the MCD method on six further reactions, for which e /‘f’\C]_h ’ H3C/ \CH3

published results of STQN calculationSqussian 03* QST2

keyword) are available; the results are summarized in Table 1.

All calculations were made at the RHF/3-21G* level; the input

structures are available on http://www.chem.elte.hu/departments/

elmkem/berente. We used the highest-energy point as an initial

guess for the saddle-point search eigenvector-following method.

The initial Hessian for EF was calculated analytically. We would H,C(—= b a

like to emphasize that we did not consider whether the 1: —> HC

mechanisms of the studied reactions are appropriate or not; only CH, XC d

the mathematical performance of the method has been consid- CH,CI

ered. For each reaction, we obtained transition-state geometrieg:g e 8. Reactants and products for the HCI addition to butadiene.

and activation energies identical with those provided by the

STQN method where it was available. We also tried to calculate Hydroxymethylation of Benzene by formaldehyde with

the path by the AyataSchlegel method; however, we observed 1.7 cl, as a catalyst (Figure 9). The active coordinates were

a failure in the convergence. thea—b, b—f, e—f, c—g, andc—d distances, and the step size
Pyrolytic Cracking of 2-Butyl Acetate (Figure 6). We was 0.5 A.

selected the—b, c—d, andd—e distances as active coordinates, Meerwein—Ponndorf—Verley (MPV) Reaction with acet-

and the step size was 0.5 A. aldehyde (Figure 10). The step size was 0.5 A, and the
Grignard Reaction (Figure 7). The active coordinates were coordinates were tha—b anda—c distances.

Figure 7. Reactants and products for the Grignard reaction involving
dimethyl ether and acetone.

b d
H——-CI

thea—c distance and thb—d—e bond angle, and the step size

Acid-Catalyzed Condensationof propanol and ethanol to

was 0.5 A. For the bending and torsion coordinates, the programyield ethyl propyl ether (Figure 11). The system was protonated,

considers 1 rad to be equivalent with 1 bohr (0.529 A).
1,4-Addition of HCI to Butadiene (Figure 8). We selected
thea—b, c—d, andb—d distances as active coordinates, and set

the step size at 0.5 A.

therefore had a net positive charge. The active coordinates were

the a—b anda—c distances, and the step size was 0.5 A.
Substrate Hydrolysis by dUTPaseThe ubiquitous enzyme

dUTPase performs a key role in preventing uracil incorporation



Calculation of Enzymatic Reaction Paths

H
c d
\ql
a : c
HZC—Og 7n H cid
H, Cl a a / |
b~ f HC——0 Zn
HC—C AN
/ \ /cr Cl
€
HC\Q/CH > b H
HC—Ci1

Figure 9. Hydroxymethylation of benzene by formaldehyde with HCI
ZnCl, as a catalyst.

Figure 10. The Meerweir-Ponndorf-Verley (MPV) reaction.
H

o .
NS %QH,——*"O\/

oD \H
NN

Figure 11. Acid-catalyzed condensation of propanol and ethanol.

into DNA by catalyzing the cleavage of dUTP into dUMP and

inorganic pyrophosphaf&:3¢ The reaction scheme is depicted
in Figure 12.

We calculated the reaction path in the frame of the Hartree

Fock approximation with a 6-31G* basis set on the model with
a zero total charge (Figure 13). In the following, we not only
show an example but also present a step-by-step guide to an g

MCD calculation.

1. On the basis of the assumed reaction path, we set the active 0

coordinates: the k0,4 H3z;—0s, Os—P;, and R—0g bond

lengths. We used the usual 50 pm step size. We had no initia
guess for the product structure; therefore, we set the target valu

J. Phys. Chem. A, Vol. 110, No. 2, 200677

H——0 i
‘ ‘ ‘ e oH
H (¢} P3
! ~,
| 3
Mg ------ O
l Csugar

Figure 12. Schematic reaction scheme of the hydrolysis of dUTP by
the enzyme dUTPase.

Figure 13. Atomistic resolution model of the active site of the
dUTPase-substrate complex.
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|Figure 14. Reaction path for the substrate hydrolysis by dUTPase

calculated by the MCD method.

e

of the active coordinates to be equal to the values for a different H-bonding distance from © This explains the peak denoted
systeni” which was similar to what we expected as the product. by b in Figure 14. The difference between the two b structures
The MCD calculation provided the energy versus reaction js a H-bond formed betweenstnd one of the oxygen atoms
coordinate plot denoted by squares in Figure 14. of P1. However, this is an artifact caused by forcibly removing
2. The structure that belongs to the point denoted by a in the H-bonding partner of
Figure 14 is a local minimum candidate. We optimized it and 3. To solve the problem explained before, we started a new
located structure A. We did not expect an intermediate product calculation from the local minimum; the results are denoted by
during the reaction, but the MCD procedure provided one. In plus signs in Figure 14. It has only one active coordinate, the

this intermediate, the $+0O, bond is formed and the H0Os
bond is broken. However, thes©P; bond length is 172 pm,
while the R—Og length is 182 pm; both are too large as
compared to realistic values, which are 155 pm for tkeOP
and 160 pm for the PO bond lengths. Phas a trigonal
bipyramid structure. We also noticed that the+Ds distance

is much less than we originally expected; f¢mains within

P1—0Og distance.

4. After a few steps, to save time, we terminated the MCD
calculation and optimized its last structure, ¢, and obtained the
product structure C.

5. Structures d and e served as initial guesses for transition
states. First, we optimized their geometries, keeping the active
coordinate frozen and allowing the updater to create an
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acceptable Hessian; than, we started an RFO TS search which
provided D and E. Both were found to be real saddle points
and belong to the reactanintermediate and intermediate
product reaction paths.

(9) Wales, D. J.; Walsh, T. Rl. Chem. Phys1996 105, 6957.
(10) Simons, J.; Jgrgensen, P.; Taylor, H.; Ozmeni, Phys. Chem.
1983 87, 2745.
(11) Anglada, J. M.; BesaJLE.; Bofill, J. M.; Crehuet, RJ. Comput.
Chem.2001, 22, 387.

The MCD calculations needed 214 steps; refining the  (12) Quapp, WJ. Comput. Chen2001, 22, 537.
(13) Peng, C.; Schlegel, H. Bsr. J. Chem.1994 33, 449.

intermediate and.the transition states neede_d 577 steps. Using (14) Frisch, M. J.: Trucks, G. W.. Schlegel, H. B.: Scuseria, G. E.: Robb,
MCD anc! evaluating results, we were a.blle to find an unexpectedy. 'a.: Cheeseman, J. R.; Montgomery, J. A., Jr.; Vreven, T.; Kudin, K.
intermediate structure and both transition states for a systemN.; Burant, J. C.; Millam, J. M.; lyengar, S. S.; Tomasi, J.; Barone, V.;
with 85 atoms. The existence of such an intermediate is Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, G. A;
d bi . ive deb#t@® and th . Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.;
nowa ays subject to intensive deb&te, ar\ .t ere Is strong Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Klene, M.; Li,
evidence that, for another substraie,-imino-dUTP, the X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Adamo, C.; Jaramillo, J.;
intermediate could be locatéélOur calculations indicate that gompﬁfté RC-); ﬁttfatf;agn,v\?- AE-; IYaZPye¥v %: AliJ(St'nv Ak J-\;/?ﬁme'AR-;
_li : H omelll, C.; Ocnhterski, J. ., Ayala, P. Y.; Morokuma, K.; votn, G. A.]
the presence_ O_f a short-lived _'mermed_'ate cannot be ruled c)Ut'SaIvadon P.; Dannenberg, J. J.; Zakrzewski, V. G.; Dapprich, S.; Daniels,
Further sophisticated calculations are in progress to address thex, p.: Strain, M. C.; Farkas, O.; Malick, D. K.. Rabuck, A. D.:
problem of thea,S-imino-dUTP substrate. Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G;
Clifford, J.; Cioslowski, J.; Stefanov, B. B.; Liu, G.; Liashenko, A.; Piskorz,
P.; Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A;
Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; Gill, P. M. W.; Johnson,

B.; Chen, W.; Wong, M. W.; Gonzalez, C.; Pople, J. Baussian 03
revision B.05; Gaussian, Inc.: Pittsburgh, PA, 2003.

Conclusions

The MCD method is a useful tool to calculate the pathway
of any hypothetical reaction, allowing the chemist to follow

numerically even the most complicated mechanisms. It deter-
mines the path point by point, so the procedure can be
terminated if unacceptable results are obtained in a point ;,
calculated earlier. It cannot be used as a black box method,
and furthermore, it is relatively slow; therefore, where available,

the STQN, RGF, Bofill, or even the manual gués&F methods

provide better results. However, for complicated reactions, like
enzyme processes, its stability and wide parametrizability make
the MCD method useful to obtain an initial guess for the reaction

path, especially for the transition-state geometry.
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