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A theoretical study of photoinduced heterogeneous electron transfer in the dye-semiconductor system coumarin
343-TiO2 is presented. The study is based on a generic model for heterogeneous electron transfer reactions,
which takes into account the coupling of the electronic states to the nuclear degrees of freedom of coumarin
343 as well as to the surrounding solvent. The quantum dynamics of the electron injection process is simulated
employing the recently proposed multilayer formulation of the multiconfiguration time-dependent Hartree
method. The results reveal an ultrafast injection dynamics of the electron from the photoexcited donor state
into the conduction band of the semiconductor. Furthermore, the mutual influence of electronic injection
dynamics and nuclear motion is analyzed in some detail. The analysis shows thatsdepending on the time
scale of nuclear motionselectronic vibrational coupling can result in electron transfer driven by coherent
vibrational motion or vibrational motion induced by ultrafast electron transfer.

1. Introduction

Photoinduced electron transfer (ET) reactions at dye-
semiconductor interfaces represent an interesting class of ET
processes. In particular, the process of electron injection from
an electronically excited state of a dye molecule to a semicon-
ductor substrate has been investigated in great detail experi-
mentally in recent years.1-15 This process represents a key step
for photonic energy conversion in nanocrystalline solar
cells.2,5,7,16,17Employing femtosecond spectroscopy techniques,
it has been demonstrated that electron injection processes often
take place on an ultrafast time scale. Electron injection as fast
as 6 fs has been reported for alizarin adsorbed on TiO2

nanoparticles.12 For other sensitizing chromophores, e.g., cou-
marin 3433,5,11,18,19or perylene,6,20 injection times on the order
of tens to hundreds of femtoseconds have been found. Studies
of dye molecules with electron injection time scales on the order
of a few tens to a few hundred femtoseconds also indicate that
the coupling to the vibrational modes of the chromophore may
have a significant impact on the injection dynamics.6,20,21 In
particular, the influence of coherent vibrational motion on the
injection dynamics has been observed in studies of perylene
adsorbed on TiO2 nanoparticles.6,20Other important effects that
have been investigated experimentally are the influence of
surface trap states22,23as well as bridging groups24 on the kinetics
of the electron injection process.

The theoretical modeling of ET at dye-semiconductor
interfaces requires in principle a simulation of the electron
injection dynamics. While for very fast injection processes (j10
fs) the dynamical influence of the nuclear degrees of freedom
on the electron injection process is presumably of minor

importance and one may consider the purely electronic injection
dynamics,25 for ET reactions on the order of a few tens to a
few hundred femtoseconds, the coupling to the nuclear degrees
of freedom has to be included in the dynamical simulation.
Because a full quantum dynamical simulation of the ET
dynamics including the coupling to the nuclear degrees of
freedom and employing an adequate electronic structure theory
is currently not feasible, different approximate strategies have
been applied. One possibility is to use a first principle electronic
structure method to describe the dye-semiconductor system but
employ an approximate dynamical method. An example is ab
initio molecular dynamics, where the dynamics of the nuclear
degrees of freedom is described classically.26-31 On the other
hand, one can use physically motivated models to study ET
processes at interfaces, such as the Anderson-Newns model,32

which allows an accurate description of the dynamics. Along
this line, several workers have studied the electron injection
dynamics based on models of reduced dimensionality, taking
into account typically a single reaction mode.15,33-39 Dissipative
effects, such as vibrational relaxation of the reaction mode, have
been considered (for weak coupling) within Redfield theory.36

In a recent model study, we have investigated in detail the
influence of multidimensional coherent and dissipative vibra-
tional motion on the electron injection dynamics40 employing
the self-consistent hybrid approach41,42in combination with the
multilayer multiconfiguration time-dependent Hartree method.43

These methods allow an accurate quantum dynamical description
of the ET process beyond the limitations of perturbation theory.

To apply such models to experimentally relevant systems,
various model parameters such as the energies and couplings
of the relevant electronic states, the important vibrational modes
of the chromophore, as well as the electronic vibrational
couplings need to be determined. As a first step to this end, we
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have recently carried out electronic structure studies of small
complexes of titanium with three chromophores: catechol,
alizarin, and coumarin 343.44 In qualitative agreement with
experimental results and other electronic structure calculations,30

this study showed that the character of the photoexcited states
is qualitatively different in the three chromophores: While in
catechol a number of low-lying charge transfer states appear
upon formation of the catechol-TiO2 complex, the lowest
excited states of the complex of coumarin 343 as well as of
one of the alizarin complexes are predominantly localized at
the chromophore and only exhibit redshifts with respect to the
corresponding isolated chromophores. Furthermore, this study
also revealed that in all three chromophores, the electronic
vibrational coupling is distributed over a relatively large number
of vibrational modes of the respective chromophore.

In this paper, we will consider the electronic injection
dynamics of the dye-semiconductor system coumarin 343-
TiO2. The ET dynamics in this system has been studied
experimentally by a number of groups in recent years.3,5,11,18,19

Employing different techniques, injection times in the range of
20-200 fs have been found. These results in combination with
the localized character of the photoexcited state in this system
suggest that the coumarin 343-TiO2 system is particularly well-
suited to study the electron injection dynamics as well as the
influence of the nuclear degrees of freedom on the ET process.
Besides the fundamental interest in the electron injection
mechanism, coumarin derivatives have also been investigated
as alternative organic photosensitizers in nanocrystalline solar
cells.45

The remainder of this paper is organized as follows: In
section 2, we introduce the ET model for the coumarin 343-
TiO2 system. Following a brief description of the different
observables used to characterize the ET reaction, we give a short
outline of the multilayer multiconfiguration time-dependent
Hartree method, which is used to describe the quantum
dynamics. The results of the simulations are discussed in section
3. Besides the electronic injection dynamics, we shall consider
the absorption spectrum of the dye-semiconductor system and
the nuclear dynamics associated with the ET reaction. In
particular, we will discuss the mutual influence of electron
injection dynamics and nuclear motion based on results for the
wave packet dynamics of selected vibrational modes of cou-
marin 343. Section 4 concludes with a summary.

2. Theory

A. Model of the ET Reaction. To study the dynamics of
ultrafast photoinduced electron injection from the electronically
excited state of the chromophore coumarin 343 (in the following
abbreviated as C343) into the conduction band of the semicon-
ductor (TiO2) substrate, we consider a model based on an
Anderson-Newns type Hamiltonian.32,40,46-48 Within this model,
the Hamiltonian is represented in a basis of the following
diabatic (charge localized) electronic states, which are relevant
for the photoreaction: the electronic ground state of the overall
system|φg〉, the donor state of the ET process|φd〉 (which, in
the limit of vanishing coupling between chromophore and
semiconductor substrate, corresponds to the product of the first
electronically excited state of C343 and an empty conduction
band of the semiconductor), and the (quasi)continuum of
acceptor states of the ET reaction|φk〉 (corresponding in the
zero coupling limit to the product of the cationic state of C343
and an electron with energyεk in the conduction band of the
semiconductor substrate). Thus, the Hamiltonian reads

with the kinetic energy of the nuclei (we use mass-scaled
coordinates and atomic units wherep ) 1 throughout the paper)

and the diabatic potential matrixVij(Q), which depends on the
nuclear coordinatesQ. The nuclear degrees of freedom include
in principle both the phonons of the semiconductor substrate
and the intramolecular vibrations of the chromophore. In this
paper, we only consider the intramolecular vibrations, which
are expected to have a larger influence on the electron injection
process due to the ultrafast time scale of the ET reaction.

To describe the vibrational degrees of freedom of the
chromophore, we employ the harmonic approximation for the
potential energy in the electronic ground state of C343

whereQl denotes thel-th normal mode in the electronic ground
state of C343 (with frequencyΩl) and εg is the ground state
equilibrium energy. To account for electronic vibrational
coupling, we expand the diabatic potential energy surfaces of
the other electronic states about the equilibrium geometry of
the electronic ground state

Here, εd and εa denote the energy of the donor and acceptor
state (at the equilibrium geometry of the ground state),
respectively. Because only the sum of the energiesεk and εa

enter the HamiltonianHs (cf. eqs 1 and 4b), we will for
notational simplicity in the following denote this sum byεk.

Within the Anderson-Newns model (and for vanishing
coupling between chromophore and semiconductor substrate),
the potential energy surfaces of the donor and acceptor state,
Vd(Q) andVa(Q), are given by the potential energy functions
of the excited state of neutral C343 and the ground state of the
cation of C343, respectively. In the simplest approximation, only
the linear and diagonal quadratic terms in the expansion (eq 4)
are taken into account. Furthermore, the frequencies are ap-
proximated by their ground state state values, and Dushinski
rotation49 of the normal modes is neglected. In this way, we
obtain

The thus obtained potential energy surfaces of the ET model
are schematically illustrated in Figure 1.

Hs ) T + |φg〉 Vg 〈φg| + |φd〉 Vd 〈φd| +

∑
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The electronic vibrational coupling constantsκl
d, κl

a are
related to reorganization energies via

which are associated with transitions from the electronic ground
state to the excited state and the cation of C343, respectively.
The reorganization energy for the ET process, which corre-
sponds to a transition from the excited state of the chromophore
to the cation, is given by

for the l-th intramolecular mode and the total reorganization
energy of the intramolecular modes by the sumλs

ET ) ∑l λl
ET.

The normal modesQl, their frequenciesΩl, and the electronic
vibrational coupling constantsκl

d, κl
a have been determined by

electronic structure calculations for the isolated chromophore
C343.44 As described in detail in ref 44, this includes geometry
optimization of the electronic ground state of C343, determi-
nation of the corresponding normal modes, and the calculation
of the energy gradients along the normal modes in the first
electronically excited state of C343 (which, in combination with
an empty conduction band, describes the donor state of the ET
reaction within the Anderson-Newns model) and the ground
state of the cation of C343 (which in combination with a single
electron in the conduction band of the semiconductor models
the acceptor states). All electronic structure calculations have
been performed with the program package TURBOMOLE50

employing density functional theory with the B-P functional
and a triple-ú basis set [TZV(P)]. A comparison of results based
on different functionals as well as calculations employing the
HF and CIS method has been given in ref 44. The calculated
frequencies and reorganization energies of the intramolecular
modes are depicted in Figures 2 and 3. All parameters are given

in Table 1. The overall reorganization energies obtained areλs
d

) 1010 cm-1, λs
a ) 976 cm-1, andλs

ET ) 2444 cm-1 for the
donor state, the acceptor state, and the ET transition, respec-
tively.

The electronic coupling between the donor state and the
continuum of acceptor states is determined by the coupling
matrix elementsVdk, which are assumed to be approximately
independent of the nuclear degrees of freedom. The coupling
matrix elementsVdk and the distribution of energiesεk of the
conduction band of the semiconductor can be specified by the
energy-dependent decay width of the donor state

which describes the coupling-weighted density of states of the
semiconductor substrate.

In principle, the energy-dependent decay widthΓ(E) can be
determined employing electronic structure theory calculations.51

In the studies below, we have adopted a parametrization based
on a tight-binding model, which has been developed recently
by Petersson et al.52 to study the electron injection rate from an
excited state of a dye molecule to a semiconductor substrate.
Within this tight-binding model, the energy-dependent decay
width of the donor state is given by

Figure 1. Schematic illustration of the potential energy surfaces of
the donor and acceptor states along one of the nuclear coordinates. In
addition, the ground state, from which photoexcitation to the donor
state takes place, is shown.
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Figure 2. Properties of the nuclear degrees of freedom of the ET model
associated with the transition from the ground to the electronically
excited state of C343. Upper panel: total (inner+ outer sphere)
normalized energy gap correlation functionCd(t)/Cd(0) (full line) as
well as separate contributions of the Gaussian (dashed-dotted line)
and the Debye (dashed line) part of the spectral density. Lower panel:
Gaussian (dashed-dotted line) and Debye (dashed line) part of the
spectral density of the solvent environment as well as reorganization
energies of the intramolecular modes of C343. The spectral densities
have been scaled for better illustration.

Γ(E) ) 2π ∑
k

|Vdk|2 δ(E - εk) (8)

Γ(E) )

{2V0
2(E - E0)

V2 x1 - [(E - E0)
2 - ε

2 - 2V2

2V2 ]2

if E0 + ε e E e E0 + x4V2 + ε
2

0 otherwise
(9)
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whereE0 is the mean energy value of the conduction and valence
band,(ε describe the site energies for the different atoms in
the metal oxide semiconductor,V denotes the nearest-neighbor
coupling matrix element, andV0 specifies the coupling between
the semiconductor and the chromophore (for details, see ref 52).
In the numerical calculations considered below, we have adopted
the parameters of Petersson et al. (E0 ) -1.6 eV,V ) 2 eV,

andε ) 1.6 eV), which were determined to resemble the lower
3d group of the TiO2 conduction band. For notational simplicity,
the parameterE0, which defines the absolute energy scale of
the model, was changed as compared to ref 52 such that the
bottom of the conduction band (given byE0 + ε) is at zero
energy. The overall strength of the electronic couplingV0 as
well as the energy of the donor state,εd, relative to the
conduction band edge of the titanium oxide semiconductor have
been determined by comparison of the absorption spectrum
predicted by the model with the experimental absorption spectra
(see section 3).

In most experiments on electron injection from C343 to
semiconductor substrates, a colloidal solution of dye-sensitized
nanoparticles was employed.3,5,11,19To account for the influence
of the surrounding solvent on the ET dynamics in our simula-
tions, we employ a standard (outer sphere) linear response
model53-55 where the Hamiltonian of the dye-semiconductor
system is coupled linearly to a bath of harmonic oscillators.
Thus, the Hamiltonian of the overall system reads

with Hs given by eq 1 and

The parameters of the solvent part of the Hamiltonian are
characterized by the spectral densities

The spectral densities describe the response of the solvent
polarization to the change of the charge distribution of the solute
associated with electronic transitions from the ground electronic
state to the excited state of the chromophore and to the cation,
respectively. In principle, the spectral densities can be different
for the two electronic transitions. Here, we use for simplicity a
modeling where the response of the solvent for both transitions
is described by a coupling to the same bath, which differs only
in the overall coupling strength, i.e.,cj

a ) Rcj
d (accordingly, in

the following, the superscript for the coupling constants will
be omitted, i.e.,cj ≡ cj

d). It is noted that this approximation is
only invoked for the solvent bath modes but not for the
intramolecular modes. This description is in accordance with
simple dielectric continuum theories of relaxation in polar
solvents,55-57 which result in a spectral density of the form

whereε(ω) is the dielectric function of the solvent and the Pekar
factor cp ) ε∞

-1 - ε0
-1 involves the static (ε0) and high-

frequency (ε∞) limit of the dielectric function. In this description,
only the reorganization energyλ depends on the charge
distribution and thus on the electronic state of the solute. As a

Figure 3. Properties of the nuclear degrees of freedom of the ET model
associated with the ET transition, i.e., the transition from the electroni-
cally excited state of neutral C343 to the electronic ground state of the
cation of C343. Upper panel: total (inner+ outer sphere) normalized
energy gap correlation functionCET(t)/CET(0) (full line) as well as
separate contributions of the Gaussian (dashed-dotted line) and the
Debye (dashed line) part of the spectral density. Lower panel: Gaussian
(dashed-dotted line) and Debye (dashed line) part of the spectral
density of the solvent environment as well as reorganization energies
of the intramolecular modes of C343. The spectral densities have been
scaled for better illustration.

TABLE 1: Calculated Ground State Harmonic Frequencies
and Electronic Vibrational Coupling Constants in the
Excited State and in the Cation of C343 (All Data in cm-1)a

mode Ωj κj
d/xΩj κj

a/xΩj mode Ωj κj
d/xΩj κj

a/xΩj

1 17 -8 19 30 621 147 -30
2 36 -19 12 31 661 77 195
3 53 28 -36 34 710 -146 -156
4 78 18 18 35 758 277 -53
5 90 56 -22 48 1020 -70 -204
6 122 102 -20 49 1026 248 -350
7 133 -23 198 55 1151 152 307
9 209 -17 -98 56 1172 328 98
10 215 -78 79 57 1180 18 265
11 260 93 -70 61 1221 120 -244
12 271 118 -34 65 1303 137 -231
14 312 73 -266 66 1321 127 -477
15 337 -80 27 72 1360 -330 269
17 394 -36 30 74 1413 316 61
18 401 -117 73 75 1431 -264 8
20 433 -15 151 82 1511 -292 -1
21 452 149 -236 83 1534 563 86
25 539 127 18 85 1612 -863 10
27 580 -91 -131 87 1795 387 -407

a Only data selected for the dynamical simulations are shown.
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result of this assumption, we have

The bath reorganization energies associated with the transi-
tions from the electronic ground to the excited state and to the
cation of the chromophore are given by

The reorganization energy for the ET process, which corre-
sponds to a transition from the electronically excited state to
the cation of the chromophore, on the other hand, is given by

It is noted that in the current model the three different
reorganization energies of the bath fulfill the relation58,59 λb

a )

(xλb
d - xλb

ET)2.
The spectral densities introduced above are related to the

(classical) energy gap correlation functions

which describe the influence of the solvent on the energy gap
between the ground state and the donor state and the ground
state and the acceptor states, respectively.

For some systems,Cb(t) can be obtained from classical
molecular dynamics simulations.60,61 Here, we take a more
phenomenological approach based on recent experimental and
theoretical observations that the solvation dynamics in many
polar solvents involve typically (at least) two important time
scales:62,63an ultrafast inertial decay of Gaussian character and
a slower diffusive decay of exponential form. Accordingly, we
model the bath by a bimodal spectral density

with a Gaussian part accounting for the ultrafast inertial decay

and a Debye part describing the slower diffusive decay

The corresponding classical energy gap correlation functionCb(t)
is then given by

where we have introduced the solvent relaxation timesτG )
1/ωG andτD ) 1/ωD. The coupling strengths of the two parts
of the spectral density are specified by the corresponding
reorganization energiesλG andλD, respectively.

Both the reorganization energies and the relaxation times
depend on the specific solvent to be considered. Experiments
on electron injection of C343-sensitized titanium nanoparticles
have been performed in different solvents including methanol,
acetone, and water.3,5,11,19Jimenez et al. have analyzed in detail
the energy gap correlation function (associated with the transi-
tion from the electronic ground state to the excited state) for
C343 in water.62 They have shown that the energy gap
correlation function can be fitted to a sum of a Gaussian function
(which accounts for≈50% of the overall reorganization energy),
describing the fast inertial decay, and two Debye functions,
modeling the slower diffusive decay. We have chosen the
parameters of our model based on the analysis of Jimenez et
al. asωG ) 144.54 cm-1 andωD ) 25 cm-1 corresponding to
relaxation time scales ofτG ) 36.7 fs andτD ) 212.3 fs. (Note
that the two Gaussian functions in the analysis of Jimenez et
al. have been contracted to a single function.)

The overall reorganization energy of the bath has been
determined by fitting the width of the absorption spectrum of
the C343 model (without coupling to the semiconductor
substrate) to experimental results of Huber et al.11,64(see section
3). The thus obtained value ofλb

d ) 1400 cm-1 gives together
with the reorganization energy of the intramolecular modes (λs

d

) 1010 cm-1) an overall reorganization energy ofλd ) 2510
cm-1. This value is somewhat higher than the results of
molecular dynamics simulations and estimates from time-
dependent Stokes shift measurements by Maroncelli, Fleming,
and co-workers.62 Guided by the experimental results of Jimenez
et al., the overall reorganization energy of the bath has been
divided equally between the Gaussian and the Debye component
of the spectral density resulting inλD

d ) λG
d ) 700 cm-1. The

remaining bath parameterR is in our model determined by the
(outer sphere) bath reorganization energy for the ET process

λb
ET via the relationR ) 1 - xλb

ET/λb
d. Choosingλb

ET according
to the electrostatic estimate for heterogeneous ET reactions1

λb
ET ) 1693.7 cm-1 results in a valueR ) -0.1, which is used

in the simulations.
To illustrate the different time scales of the nuclear degrees

of freedom, it is instructive to consider the total (inner sphere
+ outer sphere) normalized energy gap correlation function

which is given as the Fourier transform of the overall spectral
density

Insertion of eqs 18 and 19 gives
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∞
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whereλ ) λG + λD + ∑l λl is the total reorganization energy.
Figure 2 (upper panel) depicts the energy gap correlation
function, Cd(t), corresponding to the transition from the
electronic ground state to the excited state of C343 together
with separate contributions from the Gaussian and the Debye
part of the bath spectral density. The corresponding spectral
density of the bath as well as the reorganization energies of the
intramolecular modes are illustrated in Figure 2 (lower panel).
The respective quantities for the ET transition, i.e., the transition
from the electronically excited state of neutral C343 to the
ground state of the cation of C343, are shown in Figure 3. It is
seen that for both transitions the electronic vibrational coupling
is distributed over a relatively large number of intramolecular
modes of C343. In the dynamical calculations presented below,
38 of the normal modes of C343 have been explicitly taken
into account. These modes were selected according to their
electronic vibrational coupling strength in the following way:
All modes Ql for which at least one of the dimensionless

coupling parametersxλl
d/Ωl, xλl

a/Ωl, and xλl
ET/Ωl is larger

than a certain threshold (for the present calculation the threshold
was chosen as 0.12) were included in the dynamical calculation.
Test calculations with a larger number of intramolecular modes
revealed no difference for the injection dynamics.

B. Observables of Interest. Several observables are of
interest to study heterogeneous ET reactions at dye-semicon-
ductor interfaces. The ET dynamics is most directly reflected
by the time-dependent population of the donor state

Here, we have assumed that the system is initially prepared by
an ultrafast laser pulse in the donor state|φd〉. The initial state
of the nuclear degrees of freedom is specified by the Boltzmann
operatore-âHNg of the nuclear Hamiltonian in the electronic
ground state

To facilitate the interpretation of the ET dynamics, we shall
also consider the associated vibrational dynamics of the in-
tramolecular modes of C343. The vibrational dynamics of the
l-th vibrational mode is described by the reduced density in the
respective electronic state, which for the electronic donor state
is given by

Here,|Xl〉 denotes the usual position eigenstate of the respective
mode.

Finally, we will study the absorption spectrum of the
chromophore C343 in solution as well as of the C343-
semiconductor complex. The absorption spectrum is given by
the Fourier transform of the dipole correlation function

with

and

Here,µ denotes the dipole operator. In eq 27d, we have assumed
that the dipole operator is only weakly dependent on the nuclear
coordinates (Condon approximation), and furthermore, direct
excitations from the ground state of the chromophore to the
conduction band of the semiconductor (which would not
contribute directly to the electron injection dynamics) have been
neglected. In the system considered in this paper, there is a
relatively large energy difference between the ground and the
photoexcited donor state. Therefore, we can invoke the ap-
proximation

which corresponds to a factorized initial state. The extension
of the method to simulate quantum dynamics in the condensed
phase for a correlated initial state is described in ref 65.

C. Dynamical Approach: Multilayer Formulation of the
Multiconfiguration Time-Dependent Hartree Method. The
model for heterogeneous ET reactions at dye-semiconductor
interfaces introduced above is a typical example for quantum
dynamics of a complex molecular system embedded in a
condensed phase environment. In addition to the relatively large
number of intramolecular modes of the C343 chromophore, the
model requires the dynamical description of two continua, the
electronic states of the conduction band of the semiconductor
and the mode continuum, which models the solvent environ-
ment. To simulate the quantum dynamics of this system, we
use the multilayer (ML) formulation43 of the multiconfiguration
time-dependent Hartree (MCTDH) method66-69 in combination
with an importance sampling scheme to describe the thermal
initial conditions in the observables introduced above. The
method as well as applications to different reactions in the
condensed phase have been described in detail previously.40,43,70

Here, we only briefly introduce the general idea and give some
details specific to the application in this work.

All observables introduced above can be written in the form
of correlation functions

Here, A and B denote operators describing physical observables
of interest (e.g., the reduced electronic or vibrational density
matrix, dipole moment, etc.). OperatorA, furthermore, includes
the initial state of the electronic degrees of freedom.FN is the
initial density matrix for the nuclear degrees of freedom

andQN ) tr[e-âHNg] is the corresponding partition function. To
evaluate the trace, we use a direct product basis|n〉 |φj〉, where
the “nuclear” states{|n〉} are the eigenstates ofHNg, i.e.,

Employing, furthermore, the representation

Pd(t) ) 1

tr[e-âHNg]
tr[e-âHNg |φd〉 〈φd| eiHt |φd〉 〈φd| e-iHt] (24)

HNg )
1

2
∑

l

(Pl
2 + Ωl

2 Ql
2) +

1

2
∑

j

(pj
2 + ωj

2 xj
2) (25)

Fd(Xl, t) )
1

tr[e-âHNg]
tr[e-âHNg |φd〉 〈φd| eiHt |φd〉 |Xl〉 〈Xl| 〈φd| e-iHt] (26)

I(ω) ∼ ω
2π ∫-∞

∞
dt eiωtCµµ(t) (27a)

Cµµ(t) ) 1
Q

tr{e-âH[µ(t),µ]} (27b)

µ(t) ≡ eiHt µ e-iHt, Q ) tr[e-âH] (27c)

µ ) |φd〉 µ0 〈φg| + |φg〉 µ0 〈φd| (27d)

e-âH = e-âHNg |φg〉 〈φg|, Q = tr[e-âHNg] (28)

CAB(t) ) tr[FN A eiHt B e-iHt] (29a)

FN ) 1
QN

e-âHNg (29b)

FN ) ∑
n

pn |n〉 〈n| (30a)

A ) ∑
j

∑
i

aij |φi〉 〈φj| (30b)
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whereaij ≡ 〈φi| A |φj〉, the evaluation of the trace leads to the
following expression forCAB(t)

where

Thus, the major computational task is to solve the time-
dependent Schro¨dinger equations

with initial conditions

which are selected according to the probability distributionpn

using an importance sampling scheme.
To solve the time-dependent Schro¨dinger equations (33a), we

employ the multilayer (ML) formulation43 of the multiconfigu-
ration time-dependent Hartree method (MCTDH). To introduce
the basic idea of this method, let us first briefly discuss the
original (single-layer) MCTDH theory.66-69 In this method, the
overall wave function is expanded in terms of many time-
dependent configurations

Here |φjk

k(t)〉 is the “single-particle” (SP) function for thek-th
SP degree of freedom andM denotes the number of SP degrees
of freedom. Each SP degree of freedom usually contains several
(Cartesian) degrees of freedom in our calculation. The equations
of motion (see, e.g., refs 43 and 66) for the configuration
coefficientsAJ(t) and the SP functions|φjk

k(t)〉 are obtained by
inserting the ansatz (eq 34) into the Dirac-Frenkel variational
principle.71

In contrast to the time-independent configurations (corre-
sponding to fixed|ΦJ〉 in the expansion of eq 34) used in most
of the conventional basis set approaches for wave packet
propagation, the MCTDH method employs time-dependent
configurations, which are variationally determined through the
use of SP functions. This difference is the reason for the greater
flexibility of the MCTDH wave function, which in turn makes
the MCTDH method capable of handling many more degrees
of freedom in a numerically exact way.43,72-74

If the number of degrees of freedom to be treated quantum
mechanically becomes larger than≈50-100, the original
MCTDH method reaches its limits within the currently available
computer technology. To simulate systems with even more
degrees of freedom, it is more efficient to use the ML-MCTDH
method.43 In this approach, the SP functions|φn

k(t)〉 in the
original (single-layer) MCTDH method are further expressed
employing a multiconfiguration expansion. For two layers, the
expansion reads

whereQ(k) denotes the number of level two (L2) SP degrees
of freedom in thek-th level one (L1) SP and|Viq

k,q(t)〉 is the L2
SP function. The expansion of the overall wave function can
thus be written in the form

As in the original MCTDH theory, the equations of motion43

for the configuration coefficientsAJ(t), BI
k,n(t), and the single

particle functions of the first and second layer are obtained
employing the Dirac-Frenkel variational principle.71

The ML-MCTDH method, as well as the original MCTDH
method, are rigorous (in principle numerically exact) quantum
dynamical methods; that is, if a sufficiently large number of
SP functions are included, the solution of the equations of
motion converges to the solution of the time-dependent Schro¨-
dinger equation. Including several dynamically optimized layers
builds in more flexibility in the variational functional. As a
result, the ML MCTDH approach has the capability of treating
substantially more physical degrees of freedom than the original
MCTDH approach.

Because in the dynamical method used all degrees of freedom
are treated explicitly, the continuum of electronic states
(describing the conduction band of the semiconductor) as well
as the continuous distribution of solvent modes are first
discretized and represented by a finite number of states and
modes, respectively. Thereby, the actual number of modes
(states) necessary to represent the true continuum depends on
the specific parameters considered and the time scale of interest
and serves as a convergence parameter. The details of efficiently
discretizing the continuum of electronic states and the continuous
distribution of vibrational modes have been given previously
in refs 40 and 41, respectively, and will not be repeated here.
For the system considered below, the number of bath modes
required varies between 30 and 50 and the number of electronic
states between 200 and 400 (depending on the time scale of
interest).

III. Results and Discussion

In this section, we present results of simulations of electron
injection dynamics and the associated nuclear motion for the
dye-semiconductor system C343-TiO2 based on the model
introduced in section 2.A. We first consider the absorption
spectra of the dye-semiconductor system. Figure 4 shows a
comparison of experimental11,64and simulated absorption spectra
for the chromophore C343 with (full lines) and without (dashed
lines) adsorption to TiO2 nanoparticles. In both spectra, the
system was embedded in a solvent environment. As was
discussed in section 2.A, the comparison of simulated and
experimental absorption spectra has been used to determine four
parameters of the ET model: the overall solvent reorganization
energy with respect to the excitation of C343 (λb

d ) 1400
cm-1), the overall strength of the electronic coupling between
chromophore and titanium oxide (V0 ) 4000 cm-1), the energy

CAB(t) ) ∑
n

pn ∑
j

∑
i

aij 〈n| 〈φj| eiHt B e-iHt |φi〉 |n〉

) ∑
n

pn∑
j

∑
i

aij 〈Ψn
j (t)| B |Ψn

i (t)〉 (31)

|Ψn
i (t)〉 ) e-iHt |Ψn

i (0)〉 ) e-iHt |φi〉 |n〉 (32)

i
∂

∂t
|Ψn

i (t)〉 ) H |Ψn
i (t)〉 n, i ) 1, 2, ... (33a)

|Ψn
i (0)〉 ) |n〉 |φi〉 (33b)

|Ψ(t)〉 ) ∑
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AJ(t) |ΦJ(t)〉
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∑
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k(t)〉

≡ ∑
i1

∑
i2

‚‚‚ ∑
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Q(k)
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∑
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(t) ×

∏
k)1
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of the donor state relative to the lower conduction band edge
of titanium oxide (εd ) 4308 cm-1), and the energy of the
ground state (εg ) -18708 cm-1). These values correspond to
a situation where the energy of the donor state is located well
above the conduction band edge (the minimum of the energy
of the donor state isεd -∑l λl

d - λb
d ) 1990 cm-1 76) and a

relatively strong coupling between the chromophore and the
semiconductor substrate. The potential energy surfaces of the
ET model are schematically illustrated in Figure 1.

As Figure 4 demonstrates, the model with the thus determined
parameters describes the low energy part of the two experimental
absorption spectra quite well. The deviations between experi-
mental and theoretical results in the higher energy part are
related to contributions of a higher electronically excited state
[in the case of the isolated chromophore (dashed lines)] and
direct valence-conduction band excitation of titanium oxide [in
the case of the absorption spectrum of the dye-semiconductor
complex (full lines)]. Both effects are not included in the current
model because in the energy range of interest they are expected
to be of minor importance for the dynamics of the injection
process.

Next, we consider the electron injection dynamics. The result
of the simulation of the ET dynamics shown in Figure 5 exhibits
an ultrafast injection of the electron from the electronically
excited state of the C343 chromophore into the semiconductor:
More than 80% of the population of the initially prepared donor
state decays within 20 fs into the conduction band of titanium
oxide. This time scale is at the lower boundary of experimental
results for the C343-TiO2 system, where injection times in the
range of 20-200 fs have been found using different tech-
niques.3,5,11,18,19In addition to the dominating ultrafast injection,
the simulation results also show a small component with slower
injection dynamics (see below).

To investigate the effect of the nuclear degrees of freedom
on the electron injection dynamics, Figure 5 also depicts the
result for the population dynamics of the donor state based on
a purely electronic calculation (dashed-dotted line), where the
coupling to all nuclear degrees of freedom has been neglected,
as well as the result of a calculation where the coupling to the
solvent environment has been neglected (dashed line). The
comparison of the purely electronic and the full (vibronic) results
shows that the coupling to the nuclear degrees of freedom has
a significant effect on the ET dynamics. In particular, it results
in an overall slower injection dynamics; that is, the electron is

to some extent stabilized at the donor state. The comparison of
the full calculation with the result where the coupling to the
solvent environment has been neglected reveals that for short
times the major effect is due to coupling to the intramolecular
vibrations of C343. For longer times, the coupling to the solvent
provides an additional stabilization mechanism for the electron.
It is also seen that the coupling to the vibrational degrees of
freedom of C343 results in small oscillatory structures super-
imposed on the decay of the population of the donor state. We
have analyzed in detail the mutual influence of electronic and
nuclear degrees of freedom in the dynamics of the C343-
titanium oxide system. Because of the large number of
vibrational modes of C343, here we can only discuss a few
selected but representative examples.

Because of the ultrafast injection dynamics, only high-
frequency intramolecular modes of C343 can have a significant
impact on the ET dynamics. As an example for such a mode,
Figure 6 (left side) shows the vibrational wave packet dynamics
of a ν(C-C) + δ(CH) vibration (Ω ) 1612 cm-1) in the donor
and acceptor state, respectively. Because of the displacement
of the excited and ground state minima along this coordinate
(λd ) 230 cm-1), the photoexcitation process triggers wave
packet motion along this mode in the donor state. This
vibrational motion (in combination with other high-frequency
vibrations) causes the oscillatory structure in the decay char-
acteristics of the population of the donor state. It is also seen
that the coherent vibrational motion “survives” the electron
injection process and is therefore also present in the acceptor
state.

While a direct dynamical influence of vibrational coherence
on the ET process is only possible for high-frequency (fast)
modes, low-frequency (slow) modes exhibit another interesting
effect due to electronic vibrational coupling. As an example,
Figure 6 (right side) shows wave packet motion of the low-
frequency vibration of the nitrogen group (Ω ) 133 cm-1). This
mode has negligible changes in equilibrium geometry with
respect to photoexcitation (λd ) 2 cm-1) but shows a rather
large displacement with respect to the ET process, i.e., the
transition from the photoexcited state to the cation (λET ) 183
cm-1). As a result, the photoexcitation prepares an (with respect
to this mode) essentially stationary wave packet in the donor
state. On the other hand, the wave packet in the acceptor states

Figure 4. Absorption spectra of the chromophore C343 in solution
with (full lines) and without (dashed lines) adsorption to titanium oxide
nanoparticles. The simulated spectra (thick lines) are compared to
experimental results (thin lines) from refs 11 and 64.

Figure 5. Electron injection dynamics of the C343-titanium oxide
system. Shown is the population of the donor state after photoexcitation
with (full line) and without (dashed-dotted line) coupling to the nuclear
degrees of freedom. The dashed line depicts the results of a calculation
where only the vibrational degrees of freedom of C343 have been taken
into account and the coupling to the solvent environment has been
neglected.
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shows pronounced oscillatory motion. This motion is induced
by the ET process, the time scale of which (≈ 20 fs) is more
than one order of magnitude faster than the vibrational period
of the mode (t ) 2π/Ω ≈ 251 fs). Thus, similar to ultrafast
photoexcitation, the ultrafast ET process prepares a coherent
wave packet on the potential energy surface of the acceptor
states, which then (due to the relatively large reorganization
energy) starts to oscillate.

The two examples discussed above demonstrate that within
the same moleculesdepending on the time scale of nuclear
motionselectronic vibrational coupling can result in ET driven
by coherent vibrational motion as well as vibrational motion
induced by ET. Thus, the heterogeneous ET reaction in the
C343-TiO2 system is another example of a photoreaction,
which cannot be described by rate theories, such as, for example,
the traditional Marcus theory of ET,77 because the fundamental
assumption of a time scale separation between ET dynamics
and nuclear motion is not fulfilled.

Because the results presented above are based on a model,
where some parameters have been determined empirically by
fitting experimental data, it is important to study the dependence
of the results for the ET dynamics with respect to variations of
the parameters. As an example, Figure 7 shows a comparison
of results, which have been obtained for different values of the
overall electronic coupling strength,V0, between C343 and TiO2.
Within this range of parameters, the simulated absorption spectra

are still in reasonable agreement with the experimental results.
It is seen that for short times the injection becomes faster for
increasing coupling. It is noted, however, that the injection rate
at short times does not follow a simple rate behavior (∼V0

2) but
increases slower with the coupling strengthV0. Furthermore,

Figure 6. Wave packet dynamics of two representative vibrational normal modes of C343 after photoexcitation. Shown is the reduced density of
a high-frequencyν(C-C) + δ(CH) vibration (Ω ) 1612 cm-1, left side) and the low-frequency vibration of the nitrogen group (Ω ) 133 cm-1,
right side) in the donor state (upper panel) and averaged over the acceptor states (lower panel), respectively.

Figure 7. Electron injection dynamics of the C343-titanium oxide
system. Shown is the population of the donor state after photoexcitation
for three different values of the overall C343-TiO2 coupling strength:
V0 ) 2000 cm-1 (dashed line),V0 ) 4000 cm-1 (full line), and V0 )
6000 cm-1 (dashed-dotted line).
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for stronger coupling, the injection characteristics develop an
additional slowly decaying component, the time scale of which
increases with coupling strength. As has been discussed previ-
ously,40 the appearance of such long-lived states is related to
the proximity of the donor state to the conduction band edge.
Although the energy of the donor state at the Franck-Condon
geometry is well above the lower edge of the conduction bands
and thus the purely electronic injection dynamics exhibits a fast
and monotonic decay of the population of the donor state (see,
e.g., the dashed-dotted line in Figure 5)senergy dissipation
into the nuclear degrees of freedom results in an effectively
lower electronic energy closer to the conduction band edge.
Furthermore, during the dynamics, the nuclear wave packet may
enter regions of configuration space that have a smaller effective
coupling to the acceptor states due to smaller Franck-Condon
overlap factors. Both mechanisms may cause a slower injection
of the electron. Similar results are obtained (data not shown) if
the location energy of the donor stateεd relative to the
conduction band edge is varied. We thus conclude that within
the range of parameters, which provides a reasonable agreement
of the experimental and the simulated absorption spectrum, the
results for the injection dynamics do not change qualitatively.

The results presented above have been obtained employing
the ML-MCTDH method, which allows an accurate treatment
of the quantum dynamics. It can therefore also be used to study
the capability of approximate methods to describe ET dynamics.
As an example, Figure 8 shows a comparison with calculations
based on the time-dependent self-consistent field method
(sometimes also called time-dependent Hartree method)78,79and
the Ehrenfest model.80-87 While in the former method the wave
function is assumed to be of product form, i.e., all correlations
between different nuclear degrees of freedom are neglected, in
the latter approach, all nuclear degrees of freedom are treated
classically. The results in Figure 8 show that both approxima-
tions capture the short time dynamics reasonably well. For
longer times, however, they predict a too fast electron injection
process; that is, both methods underestimate the stabilization
effect of the nuclear degrees of freedom on the electron.
Thereby, as found previously for other systems,88 the Ehrenfest
model is in better agreement with the accurate quantum result
than the mean field method. As has been discussed in ref 88,

this is due to the fact that the Ehrenfest model (even for
temperatureT ) 0 K) involves sampling over many trajectories
(determined by the phase space distribution of the initial state),
which captures some of the correlation effects.

IV. Conclusions

In this paper, we have studied the dynamics of photoinduced
heterogeneous ET processes at dye-semiconductor interfaces.
As an example, we have considered coumarin 343 adsorbed at
a TiO2 substrate. To describe the ET dynamics in this system,
we have used a semiempirical model based on an Anderson-
Newns type Hamiltonian and a simple tight-binding parametri-
zation of the semiconductor substrate. The vibrational degrees
of freedom of C343 as well as the electronic vibrational coupling
parameters were characterized by electronic structure calcula-
tions. The influence of the surrounding solvent was taken into
account based on a linear response model. To describe the
dynamics of the model, the ML-MCTDH method was employed,
which allows an accurate treatment of the quantum dynamics
of large systems. Furthermore, we have studied the capability
of two approximate dynamical methods, the time-dependent
Hartree method and the Ehrenfest model, to describe the electron
injection dynamics in the C343-TiO2 system.

The simulation of the ET dynamics predicts an ultrafast,
nonexponential injection process from the photoexcited donor
state into the conduction band of TiO2 on a time scale of≈20
fs. This time scale is in the range of injection times found
experimentally.3,5,11,18,19Despite the ultrafast time scale of the
electron injection process, the results show a significant influ-
ence of the coupling to the nuclear degrees of freedom. In
particular, the coupling to the nuclear degrees of freedom results
in an overall slower injection dynamics. A detailed analysis of
the vibrational motion of the intramolecular modes of C343
revealed that the specific effect of the coupling to the vibrational
degrees of freedom depends on the relative time scale of
electronic and vibrational motion: The coupling to high-
frequency modes of C343 can influence the ET process directly,
resulting in oscillatory structures superimposed on the decay
of the donor state, i.e., vibrational coherence. For low-frequency
modes, on the other hand, we have found that the ultrafast ET
can induce vibrational motion, a process that cannot be described
within the traditional Marcus theory of ET.

In the present study, we have assumed a preparation of the
initial (donor) state by a laser pulse that is short as compared
to all time scales of the ET system. The ML-MCTDH method
can also be used to study the effect of a finite laser pulse on
the dynamics of the ET reaction. For this purpose, the coupling
to the laser field has to be included in the simulation.89 This
will also allow an accurate simulation of time-resolved, e.g.,
pump-probe spectra and thus a direct comparison with experi-
mental results.

Acknowledgment. I.K. and M.T. thank Wolfgang Domcke,
Andreas Dreuw, Martin Lenz, and Josef Wachtveitl for helpful
discussions. The generous allocation of computing time by the
National Energy Research Scientific Computing Center (NER-
SC) and the Leibniz Rechenzentrum, Munich, is gratefully
acknowledged. This work has been supported by the Deutsche
Forschungsgemeinschaft and a collaborative research grant of
the National Science Foundation (NSF) and the German
Academic Exchange Service (DAAD). H.W. also acknowledges
the NSF-CAREER award CHE-0348956 and the donors of the
American Chemical Society Petroleum Research Fund for partial
support of this research.

Figure 8. Electron injection dynamics of the C343-titanium oxide
system. Shown is the population of the donor state after photoexcitation
as obtained by the ML-MCTDH method (full line) and various
approximate approaches: the classical Ehrenfest model (dashed line),
the time-dependent Hartree method (dashed-dotted line), and the result
that neglects the coupling to nuclear degrees of freedom (thin dotted
line). The latter (purely electronic) result can be easily obtained from
any conventional quantum mechanical approach.
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