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Impact of Local and Density Fitting Approximations on Harmonic Vibrational Frequencies
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Harmonic vibrational frequencies are computed using second-order MBliesset perturbation theory (MP2)

with and without local (LMP2) and density fitting (DF) approximations. Results for a test set of 17 small and
medium size molecules (366 normal modes) are presented, and frequency scaling factors for LMP2 in
combination with two different basis sets are determined. Comparison of the MP2 and LMP2 frequencies
with experimental data reveals that the introduction of local approximations leads to a slightly better agreement
with experiment. This is attributed to the reduction of basis set superposition errors in local calculations.
Introduction of DF approximations within the LMP2 formalism leads to negligible deviations but significantly
reduces the computational cost. These facts extend the applicability of the method to larger systems with
large basis sets. As an example, the method is applied to a full DF-LMP2/cc-pVTZ frequency calculation for
testosterone (49 atoms).

1. Introduction calculationg?2® In the present work, we will give further
Calculations of harmonic vibrational frequencies have been €Vidence that the reduction of the BSSE improves the computed

used in molecular spectroscopy for more than 50 yeBesspite frequencies for certain modes.
the restrictions imposed by the harmonic approximation, the ~The second problem, namely, the steep scaling of the
calculation of harmonic frequencies and normal modes is still computational cost with basis set size per atom, can be reduced
the initial step in more accurate simulations of vibrational by density fitting (DF) approximations. Boys and Shavitt were
spectr 4 Generally, the calculated values of harmonic vibra- probably the first who used this technique to compute intractable
tional frequencies depend sensitively on the shape of thethree-center Slater integrals in calculations on thendlecule?*
potential energy surface (PES) near the equilibrium structure, Further early use was mostly in DFT calculations. Fitting of
and therefore, their comparison to experimental data representdhe entire density in an auxiliary basis %et® leads to a
a sensitive test for the quality of the particular electronic reduction from@((Nao/Natom?) to X((Nao/Nawom?®) scaling and
structure method. Results of good accuracy can often be obtainednuch cheaper evaluation of the Coulombic operator. Feyereisen
with density functional theory (DFT), but high-level electron et al. generalized the DF approach to Mi®? Similar ap-
correlation methods are necessary to obtain frequencies whichproximations were later implemented by several authors for
agree within a few wavenumbers with experimental values. various method3!4° Particularly useful and important for these
Unfortunately, due to the steep scaling of the computational developments was the optimization of accurate fitting basis sets
resources with the molecular and basis set sizes, accuratdor DFT, HF (Hartree-Fock), and MPZ1~44 Recent work in
calculations for large molecules are exceedingly expensive andour group has demonstrated that the DF method can be
often impossible. combined with local approximatiori§;*°4> leading to very
The steep scaling with molecular size can be reduced usingefficient low-order scaling methods. The availability of analyti-
local approximations as proposed by P&i&and further cal DF-LMP2 energy gradierftsmakes it now possible to test
developed in odf~1° group. Linear scaling of the CPU time the effect of local DF approximations on equilibrium structures
with molecular size has been achieved for all standard closed-and vibrational frequencies.
shell single reference methotfs;” and this makes it now There are various sources of errors in harmonic frequency
possible to apply high-level methods to much larger molecules calculations which typically cause overestimation in comparison
than with conventional methods. An important question is how +to the experimental frequencies. Most important are missing
much the local approximations affect the results. Previous correlation contributions caused by truncation of the one-electron
studies showed that local MgliePlesset perturbation theory  andN-electron basis sets. Another source of error is the overall
(LMP2) “optimized geometries are essentially identical t0 neglect of anharmonicity. To obtain a better agreement between
conventional MP2 structures, with a tendency for LMP2 to yield calculated and observed frequencies, scaling procedures are often
slightly longer bond length®. The deviations in geometrical  sed. The simplest is to multiply the frequencies using one or
parameters were almost basis set independent. LMP2 and MPZy,q scaling factords—8 These factors are derived by least-
harmonic vibrational frequencies were found to be mostly in squares fitting to experimental data and are used whenever there
close agreement as well. An exception is acetylene, where thejs 4 need for a quick preliminary assignment of vibrational
values predicted by LMP2 are in better agreement with gpectra. Such corrections are made possible by the fact that the

experiment? This effect can be attributed to the reduction of yerestimation of the frequencies is rather uniform, at least in
the intramolecular basis set superposition error (BSSE) in local ggme parts of the spectra.
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calculations are restricted to MP2 theory, but it can be expectedthe two-electron repulsion integrals. Since this step scales as
that similar results would be obtained for higher-order methods ((Nao/Natwn)?), this problem is particularly severe if large basis

if the same approximations are made. In section 3, a brief sets are used. The evaluation and transformation of the integrals
introduction to the methods and approximations will be given. can be much sped up using DF approximations, as first used in
Results for a set of benchmark molecules will be presented in the context of MP2 by Vahtras, Alriflpand Feyereisef30In

section 4. conventional MP2 with canonical orbitals, this does not reduce
the (Nd) scaling with molecular size but lowers the pre-factor
2. Theoretical Methods and Computational Details and the scaling with basis set size per atom from quartic to

cubic. In the LMP2 case, the use of domains and the neglect of
distant pairs immediately lead t6(N?) scaling with molecular
size. Furthermore, the local character of the excitations allows
for the use of domains in the fitting basis, which leads to linear
(O(N)) scaling®® Similar approximations can be made in the
preceding DF-HF calculatiofs and in the calculation of
analytical energy gradient8It has been shown in our previous
work that these approximations lead to dramatic savings but
hardly affect computed energy differences and optimized
structures. In the present paper, we will investigate whether the
same applies to computed vibrational frequencies. It will in fact
be demonstrated that the errors caused by neglecting distant
pairs and using (local) DF approximations in the HF and LMP2
are negligible.

In all density fitting calculations reported in this paper (both
for the cc-pVDZ and cc-pVTZ orbital basis sets), we used the
cCc-pVTZ/IKFIT and cc-pVTZ/MP2FIT fitting basis sets of

The methods applied in this work have been described in
detail in previous pape¥13.2840.45and will therefore be only
briefly reviewed here. All calculations were done with a
development version of the MOLPR®Opackage of ab initio
programs.

2.1. Local Correlation Methods.In local correlation methods
as originally proposed by Pulagnd used in the present work,
the occupied orbitals (LMOs) are localized using standard
procedures as proposed by Beff& or Pipek and Meze$? The
latter method has some advantages, in particular for computing
analytical energy gradieris*>53and is therefore employed here.
The virtual space is spanned by projected atomic orbitals
(PAOs), which are obtained from the basis functions (AOs) by
projecting out the occupied orbital spatgince the LMOs and
PAOs are local, it is possible to restrict the excitations to pair-
specific subspaces of PAOs (domains) and to neglect correla-
tions of distant orbital pairs. In higher correlation methods, such : e an
as LCCSD(T), a hierarchy of approximations dependent on the We|genpl and Fig et al##™*%in the DF-HF and DF-LMP2
importance of electron pairs can be introduced, but in the currentcaICU|at'°nS’ r_especnvely. )

Work, Wh|Ch |S restncted to LMPZ, there |S 0n|y one C|ass of 2.3. Pal’a||e|lzatlon|n the current WOI‘k, the Hessian haS been

pairs. The introduction of domains and the neglect of distant computed using finite differences of analytical gradients, since
pairs lead to linear scaling in LMP3. the implementation of analy.tical second derivati\(es for DF-
The domains were determined using the procedure of LMP2 would be very c.om.phcated.. Also, the savings would
Boughton and Puldy using a completeness criterion of 0.98. Probably not be very significant, since for alN3legrees of
Distant pairs were defined on the basis of the minium distance freeédom the Fock matrix derivatives would have to be computed
between the atoms in the two different LMOs forming the pair. @nd storedNlis the number of atoms). Furthermoréy 8ets of
For more details, we refer to previous wofk3Particular care ~ CPHF and coupled-perturbed localization (CPL) equations
must be taken in calculations of highly symmetric aromatic Would have to be solved. These steps would probably dominate
systems such as benzene, in which localization ofrtieéectrons as much as thedoHF a}nd CPHF calculatlons.m finite difference
is not unique, that is, a parameter in localization space is calculations, and this cannot be much improved by local
redundant. This can lead to artifical results if the molecule is aPProximations.
distorted in geometry optimizations or frequency calculations. ~ Another advantage of using finite differences is the fact that
This problem can easily be avoided, however, by merging the many basically independent calculations are needed. This makes
orbital domains which correspond to the redundant set of LMOs. it easily possible to implement an “embarrassingly parallel”
The energy and gradients are then invariant with respect to algorithm, in which each displacement can be computed on a
unitary orbital transformations within the redundant set. In the different processdt* In our implementation within MOLPR®,
case of benzene, this leads to ftildomains, that is, the domains  a dynamical task scheduling algorithm is used and no synchro-
for all threes-orbitals comprise all PAOs arising from carbon nization is necessary before the Hessian is completed. The
basis functions. Such merging can be done automatically andenergies and gradients are stored in global arffaygich can
is recommended whenever two orbital domains overlap by two be accessed independently (one sided) from each processor.
or more atoms. Whenever processor 0 gets a new task, the results of all finished
When computing the Hessian by finite differences of analyti- tasks are read from the global array and written to a file, which
cal gradients, as done in the present work, it is important to makes restarts possible. Data integrity in the GA is ensured using
make sure that the domains do not change for the different fences and locks, which prevent access to the GA for the other
geometry displacements, that is, that the PES is perfectly processors while a processor reads or writes data. In principle,
smooth. This can be achieved by freezing the domains. In if a sufficient number of processors is available on a compute
complete analogy to DFT, where a similar problem concerns cluster, a speedup ofais possible. This method has been used
the grid on which the functional is evaluated, we freeze the in the present work to compute the harmonic vibrational
domains in the geometry optimization once a certain accuracy frequencies for a molecule with 49 atoms at the DF-LMP2/cc-
(step length smaller than 0.@5) has been reached. Similarly, PVTZ level.
in a Hessian calculation, the domains are determined at the 2.4. Frequency Scaling ProcedureDue to the neglect of
equilibrium structure and then frozen. If local DF procedures anharmonicity, a direct comparison of computed frequencies
are used (see below), this also applies to the fitting domains and experimental frequencies leads to large errors (in particular
used in the HF, LMP2, and coupled-perturbed HF (CPHF).  for the high-frequency CH stretching modes) and is therefore
2.2. Density Fitting. Despite linear scaling, the bottleneck meaningless. However, as pointed out in the Introduction, the
of the LMP2 method is the evaluation and transformation of anharmonicity effects are to a good approximation proportional
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TABLE 1: Scaling Factors and Error Analysis for the Test
Set of Molecules X
cc-pvDZ cc-pvTZ 23
MP2  LMP2 DF-LMP2 MP2 LMP2 DF-LMP2 D ‘I) 1’

A2 0.954 0.955 0.955 0.955 0.956 0.956
SSD/cnt2 446749 408093 408497 338198 307787 308415 vy (a") = 959.4 cm™ vy (a") = 947.5 cm™
rms/cntl 357 34.1 34.1 31.0 29.6 29.6

MAD/cm~! 109.6 112.0 111.8 109.6 110.6 110.7 1 F
1P 0.976 0.976 0.976 0.974 0.974 0.974 1 X

AP 0.946  0.947 0.947 0.947  0.949 0.949

SSD/cnT? 216888 197228 197949 160035 157133 157474 «? N
rms/cmmt  24.9 23.7 23.7 21.4 21.2 21.2

MAD/cm~ 1145 116.8 117.8 116.3 117.3 117.4

A 0990 0988 0988 0981 0977  0.977 YBE) e om V0] R T L

AL 0.973 0.974 0.973 0.972 0.973 0.973 Figure 1. Normal modes of phenol calculated at the MP2/cc-pVTZ
At 0.946 0.947 0.947 0.947 0.949 0.949 level.

SSD/cmt?2 201858 185995 186330 156081 155946 156248

rms/cmtl  24.0 23.0 23.0 21.1 21.1 21.1 3 T T " T

MAD/cm~! 110.1 113.9 113.3 113.6 1159 116.0 a)

aComplete spectrd.Spectra are divided in two regions{ < 1800
cm! < wy.) °¢Spectra are divided in three regions; (< 1000 cni?t
< wy < 1800 cM? < w3.)
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to the frequency, and therefore, the agreement between theory
and experiment can be much improved by scaling procedures.
Scaling was carried out using a least-squares procedure by
minimizing the residuaf$

(VLMpz'VDr‘LMP
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wherev;cais theith calculated harmonic frequency anéPsis 3 : : T ‘ |
the corresponding experimental fundamentais the scaling b)

factor which is optimized to minimiza. Since the magnitude 2r 7
of the errors of harmonic vibrational frequencies often depends
on the spectral region, we determined three different sets of
scaling factors. First, we computed a single scaling factor for
the complete spectra. Second, we divided the spectra into two
regions {1 < 1800 cnT! < wy) and finally into three regions

(w1 < 1000 cnmt < w, < 1800 cnT! < w3). In the latter, two
cases different scaling factors for each region were used. In each
case, the root-mean-square (rms) error, the maximum absolute
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error (MAD), and the total sum of squares of deviations (SSD) 3 . | . | ‘ ! ‘

were determined in order to compare the scalability of the results 0 1000 20000 - 3000 4000

for the different electronic structure methods (MP2, LMP2, and Via oM

DF-LMP2) used in this work. Figure 2. Differences between LMP2 and DF-LMP2 frequencies

employing the (a) cc-pVDZ and (b) cc-pVTZ basis sets.

3. Results and Discussion performed in a careful fashion by checking the particular

3.1. Benchmark Calculations.To evaluate and compare the symmetry species and intensities in order to ensure correct
accuracy of the computed harmonic vibrational frequencies for assignments.
various methods, the following test set of 17 molecules was The scaling factors, along with the rms, SSD, and MAE
used: acetondl,), azetidine Cs), benzaldehydels), butatriene values for all modes of the test set, are presented in Table 1. It

(D2n), chloroethylene@s), ethylene Day,), fluorobenzene@s,), is clear that a comparison of these errors for different methods
formaldehyde C,,), formic acid Cy), furan C,,), furazane Cy,), depends on the assumption that the uniform scaling procedure
methanol Cs), phenol Cy), pyridine C,,), pyrrol (Cy,), tropone is valid. Previous work has shown, however, that more accurate

(C2,), and water Cy,). The total number of investigated normal methods usually lead to smaller errors of the scaled frequen-
modes was 366. Symmetry was used to reduce the computationaties?® similarly, basis set improvements usually reduce the
effort in the canonical MP2 calculations, while all LMP2 errors. Therefore, we assume here that such comparisons are
calculations had to be performed @ symmetry, since the justified. More pragmatically, one could argue that the method
LMOs are not symmetry adapted. is most useful in practice which leads to smallest errors after
Harmonic vibrational frequencies were calculated at the MP2 scaling, even though this does not necessarily mean that the
and LMP2 levels with and without the DF in combination with same method would give also the smallest errors if anharmonic
the cc-pVDZ and cc-pVTZ basis séSAll geometries were frequencies would be computed and compared directly to
reoptimized for each basis set and method. The calculatedexperimental data.
harmonic frequencies were scaled as described in section 3.4. For both basis sets used, the scaled LMP2 frequencies are in
The comparison of calculated and experimental frequencies wasslightly better agreement with the experimental values than the
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TABLE 2: Experimental and Calculated (unscaled) OH
Frequencies for Phenol (cm?)
cc-pvDz cc-pvTZ

sym expt’ MP2 LMP2 DF-LMP2 MP2 LMP2 DF-LMP2

3655 38312 38325 3832.6 3840.6 38410 3841.2
3074 3249.9 32445 32449 3242.6 32345 3234.7

3061 32431 32380 3238.4 32358 32284 32286

3052 32292 32243 32247 3222.2 3215.6 32157

3046 32200 32158 32161 3212.8 3207.3 32075 o

3021 31995 3196.6 3197.0 31950 3189.5 31898

1609 1672.2 1669.3 1669.6 1660.8 1657.9 1658.1 igure 3. Testosterone.

1604 1656.5 16533  1653.7 1648.1 16456 1645.8 TABLE 3: Effect of Neglecting Distant Pairs and of

1501 1533.7 1532.2 15324 1531.9 1532.0 1532.1 h e ; : .
Applying Local Fitting Approximations in DF-LMP2
1472 1499.3 1498.7 1498.9 1498.9 1499.6 1499.7 Calculations for Testosteroné

1361 14829 1482.2 14835 1469.6 1466.8 1467.5

V1
V2
V3
Va4
43
V6
V7
Vg
V9
V10
Vi1

V12 1344 13535 1358.9 1358.9 13615 1367.8 1367.8 R=15 R=12 R=6 R =15
Vi 1261 1307.2 1302.9 1303.0 1296.4 1293.2 1293.1 .

Via 1197 1213.4 1217.5 12175 12025 12047 1204.7 Pr‘rj]rsﬂber of pairs (1)6033 3%56 ?&?%2 51233
Vs 1176 11819 11828 11829 11888 11891 11892  \o, 00 04 18 130
vis 1150 1167.0 1168.1 1168.3 11742 1174.6 1174.7 : ' ' '

V17 1070 1090.2 1091.2 1091.4 1093.4 1093.6 1093.7 aThe total number of pairs foR, = « is 1711. Average and

1026 1045.0 1044.6 1044.8 1045.5 10453 10454  maximum deviations from th&® = 15 calculation in cm. ¢ Using
999 1008.8 1012.7 10124 1016.5 1019.9 1019.8 |ocal fitting in DF-HF, DF-CPHF, and the DF-LMP2 gradiefit.
973 947.2 963.0 962.9 959.4 992.2 992.2

956 937.0 944.1 944.0 9475 968.2 968.2 . : Lo
881 8724 8784 8782 8852 9003 9003 agreement with experiment (taking into account the anharmo-

823 8234 821.0 8209 8277 8324 8324 hicity correction). This effect, which is most pronounced for
810 826.9 8265 8265 8272 8265 8264  thevysmode, is attributed to intramolecular BSSEs, which are
752 7471 7504 7501  757.7 766.0 766.0  expected to be smaller in LMP2 than in MP2. The BSSE leads
687 6327 6740 6738 6787 7007 700.6 g an artifical lowering of the energy if the planar symmetry is
g;g g%g'g gggi gég'i gég'g ggé‘g ggé‘z disturbed and therefore results in frequencies that are too low.
503 5050 5104 5103 5123 5150 5150  Similar findings apply to the other monosubstituted benzenes.
420 409.9 4126 4125 4156 4195 4195 It is mainly the reduction of the BSSE and the resulting better
410 399.4 402.0 402.0 4022 4025 4025 basis set convergence in LMP2 which leads to the significantly
310 3338 3425 3421 3310 3315 3312  |ower SSD values for the LMP2/cc-pVDZ method.
242 2289 2299 2298 2295 2306 2306 3.3. DF-LMP2 Frequency Calculation for Testosterone.
. . The neglect of distant pairs and the use of local fitting

MP2 ones. The difference is more pronounced for the cc-pVDZ 4p5roximations can significantly reduce the computational effort
basis set than for the larger cc-pVTZ one, in particular for the o |3rge molecules. These truncations come into effect only
SSD values. Possibly, this is due to the reduction of BSSE fqr rather large systems and do not affect the results presented
effects in the LMP2 metho@:?* More evidence for this iy the previous sections. To investigate the impact of these
assumption will be given in the next section. As one would 555 roximations, we applied the DF-LMP2 method to testoster-
anticipate, overall, the errors are substantially smaller for the one, using the cc-pVTZ basis set. This molecule has 49 atoms
cc-pVTZ basis than for the cc-pVDZ basis. (see Figure 3), leading to a total of 141 normal modes. The

Errors introduced by the use of the DF approximation are nymber of contracted basis functions is 1022, and all 116

negligible. As can be seen in Figure 2, the maximum deviations yalence electrons were correlated. The parallel implementation
between the LMP2 and DF-LMP2 frequencies are below 2'cm  described in section 3.3 was used for these calculations, using
for cc-pvVDZ and below 1 cmt for cc-pVTZ. The average -8 processors.

V18
V19
V20
V21
V22
V23
V24
V25
V26
Va7
V28
V29
V30
V31
V32
V33

LW MWL N NN 0D 00000000000 N

deviations amount te-0.14 + 0.28 and—0.06 & 0.15 cn* To study the effect of neglecting distant pairs, we performed
for cc-pVDZ and cc-pVTZ, respectively. Thus, the DF ap- three different calculations: one wif, = 15 ag (which is the
proximation can be used with confidence. default in MOLPRO), one withR, = 12 ag, and one withR, =

3.2. Case of Monosubstituted Benzenegne striking fact 6 ap, whereR, is the distance criterion to omit distant pairs.
arises in the case of all monosubstituted benzene molecules inFurthermore, a calculationR{ = 15 ag) with local fitting
the set (phenol, benzaldehyde, and fluorobenzene). For someemployed in the DF-HF, DF-LMP2, and CPHF steps was
frequencies that belong to out-of-plane normal modes, the performed. All computed frequencies are available as Supporting
differences between the MP2 and LMP2 results were quite Information. Correlation energy contributions for pairs wih
significant and much larger than for all other modes. For these > 15 are in theuH range, and therefore, the calculation Ry
modes, the LMP2 results are in much better agreement with = 15 a, should yield virtually identical results as a full
the experimental values than the MP2 ones. calculation.

As an example, we consider the results for phenol, which  The rms and MAD values of the deviations from the default
are presented in Table 2. In this case, accurate assignments ofalculation R, = 15, no local fitting) are presented in Table 3.
the experimental bands are availablélhe calculated values Itis found that truncation the pair list & = 12 ag has virtually
in Table 2 are not scaled and should therefore be larger thanno effect. If all pairs for distances greater thaay@re neglected,
the experimental ones by about 5%. However, at the MP2 level, then the maximum error remains below 5 Timeven though
this is not the case for theg, v21, 25, andv,g modes. As shown more than half of the orbital pairs are neglected. Somewhat
in Figure 1, these modes correspond to out-of-plai¢ CH larger are errors caused by local fitting, as seen in the last
vibrations. The MP2 values are substantially too small, even at column. As discussed in ref 40, this approximation has some
the cc-pVTZ level; the LMP2 values are larger and in better effect on the optimized HF orbitals, which in turn affects the
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gradients and frequencies. The errors could be reduced by (7) Pulay, P.; Saebg, Sheor. Chim. Actal986 69, 357.
increasing the fitting domains, but due to the high cost of these ~ (8) Saeba, S.; Pulay, B. Chem. Phys1987 86, 914.

. . S . (9) Saebg, S.; Pulay, B. Chem. Phys198§ 88, 1884.
calculations, it was not possible in this work to study this ;) Hampel, C.; Werner, H.-J. Chem. PhysL996 104, 6286.

systematically. (11) Rauhut, G.; Pulay, P.; Werner, H.40.Comput. Chen.998 19,
It should finally be noted that the computational cost of the 1241.

LMP2 gradient and frequency calculations is strongly dominated _ (12) Hetzer, G.; Pulay, P.; Werner, H.Qhem. Phys. Let.998 290

by the Fock matrix evaluations in the HF and CPHF steps. Thgse (13) Sctitz, M. Hetzer, G.. Werner, H.-d. Chem. Phys1999 111

parts are not affected by the number of correlated electron pairs,s5691 .

and therefore, the neglect of distant pairs saves only 14% of (14) Schuz, M.; Werner, H.-JChem. Phys. Let200Q 318 370.

the CPU time in the present case. The local fitting has a  (15) Schiz M. J. Chem. Phys200Q 113 9986.

somewhat larger effect and saves about 40% of the time, butzoéhe)llge&e‘{é?” Scia, M. Stoll, H.; Wemer, H.-JJ. Chem. Phys.

again, the molecular size is not large enough to make the saving (17) Schiez, M.; Werner, H.-JJ. Chem. Phys2001, 114, 661.

really impressive. With local fitting and the use of rather strict ~ (18) Sctlitz, M. J. Chem. Phys2002 113 8772.

convergence and screening thresholds, the calculation for one (19) Schiz, M. Phys. Chem. Chem. Phy2002 4, 3941.

; ; (20) El Azhary, A.; Rauhut, G.; Pulay, P.; Werner, H}JChem. Phys.
displacement took abo® h of CPUtime on an opteron 2.4 1998 108 5185.

GHz processor. (21) Rauhut, G.; El Azhary, A.; Eckert, F.; Schumann, U.; Werner, H.-
J. Spectrochim. Actd999 A 55, 647.
4. Conclusions (22) Boughton, J. W.; Pulay, B. Comput. Cheml993 14, 736.

o . ) (23) Schitz, M.; Rauhut, G.; Werner, H.-J. Phys. Chem. A998 102
Harmonic vibrational frequencies have been computed for a 5997. _ o _
set of 17 molecules using MP2, LMP2, and DF-LMP2 with ~_ (24) Boys, S. F.; Shavitt, I. Report WIS-AF-13, University of Wiscon-
double and triplez basis sets. To account for anharmonicity S, Madison, Wi, 1959.

- . . (25) Baerends, E. J.; Ellis, D. E.; Ros, Ghem. Phys1973 2, 41.
effects, the frequencies were scaled with factors determined by  (26) whitten, J. L.J. Chem. Phys1973 58, 4496.

least-squares fits to experimental data. The agreement of the (27) Dunlap, B. I.; Connolly, J. W. D.; Sabin, J. R.Chem. Phys1979
scaled results with experiment was found to be better for LMP2 71, 3396.

than for MP2, in particular for the smaller basis set. This was 71(22)9?“”""“" B. 1.; Connolly, J. W. D.; Sabin, J. R.Chem. Phys1979

traced to be mainly due to some out-of plane vibrations in (29) Vahtras, O.; Alnilg J.; Feyereisen, M. WChem. Phys. Let1993
monosubstituted benzenes. It was found that the MP2 frequen-213 514.

cies of such vibrations are substantially too low and rather L t(t3(i)99':;3£%faei§§g, M. W.; Fitzgerald, G.; Komornicki, &hem. Phys.
. . ett. .
strongly basis set dependent. The corresponding LMP2 frequen- (31) Bernholdt, D. E.: Harrison, R. Chem. Phys. Letl996 250, 477.

cies are larger and thus in better agreement with experiment.  (32) Feller, D.; ApfaE.; Nichols, J. A.; Bernholdt, D. EI. Chem. Phys.
Most likely, this is due to the reduction of BSSEs in the LMP2. 1996 105, 1940. _
The BSSE leads to a flattening of the out-of-plane bending  (33) Bernholdt, D. E.; Harrison, R. J. Chem. Phys1998 109, 1593.

; ; ; (34) Weigend, F.; Hser, M. Theor. Chim. Actdl997, 97, 331.
potentials and thus to a lowering of the frequencies of such (35) Kendall, R. A.: Ffohtl H. A. Theor. Chem. Accl997 97, 158.

modes. o _ (36) Bernholdt, D. EParallel Comput.200Q 26, 945.
DF approximations used in the HF and LMP2 have only a  (37) Hatig, C.; Weigend, FJ. Chem. Phys200Q 113 5154.
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