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The density dependence of diiodomethane photoinduced isomerization in supercritical {SOHEFE) and

C.Hs was investigated by transient absorption spectroscopy, covering a fluid density range from 0.7 to 2.5
(in reduced units). The solvent-caged photoproduct iso-diiodomethane is formed even at the lowest density,
and its yield increases about 4-fold over the whole range. At the same time, isomer formation rate constants
increase by roughly an order of magnitude and show little variation betwegrGgid, and CHFE. Furthermore,

the formation rate constant decreases significantly with increasing excitation energy. We propose an isomer
formation mechanism involving a rapidly established preequilibrium between a solvent-caged iodine atom
methyliodide radical pair and a loosely bound iodimeethyliodide radical complex, from which the reaction
subsequently proceeds to the isomer. The latter step seems to be controlled by collisional stabilization of the
initially hot radical moiety, as the formation rate constant increases linearly with sc solvent viscosity. The
model predicts a quadratic dependence of relative isomer yield on fluid density. A corresponding correlation
is found with the local fluid density, calculated via solgolvent radial distribution functions obtained from
molecular dynamics (MD) simulations.

1. Introduction state as well as direct cage escape were found to be of
significance. These findings were corroborated by classidal

and mixed quantum-classié&i?® MD simulations which
suggested that branching between escape and recombina-
tion occurs early within the first few picoseconds after exci-
tation, ruling out diffusive motion as the controlling process.

In recent experimental reinvestigations of the density depen-
dence of®y4 accompanied by classical MD simulatiolg? it

was found that for solvents as diverse as sc xenon and

The “photolytic cage effect” proposed by Franck and Rabino-
vitch in the mid 19303 the result of competition between escape
from a solvent cage and an in-cage reaction of a photolytically
generated reactant pair, belongs intuitively to the most obvious
effects of a dense fluid environment on chemical reactions. It
was first studied systematically by Noyes and co-workers
who observed the reduction of the iodine photodissociation
guantum yielddq4 from unity in the gas phase to around 0.4 in S .
liquid solution. Exploiting the advantages of supercritical (sc) compressed liquich-heptanedq correlates with the rgduced
solvents, Luther and Troe investigated the pressure dependencd€NSityor = plpc Of the solvent £ andpc are the density and
of ®f and found that it decreases already at densities the c_rmcal density of the solvgnt_, rgspectlve_ly) over the entire
significantly below those typical of liquid solution. Further density range from gas to Ilq_U|dI_|ke, confirming an earllt_ar
studies in this direction (see ref 7 for a review) led to a Suggestion by Bunker that caging is controlled by the packing
refinement of Noyes’ original diffusion model of the iodine density of surrounding solvent molecules rather than by solvent

photolytic cage effect. In particular, the dependence of vibra- friction.*? o _
tional energy relaxation (VER) of iodine molecules on sc solvent ~ Because of the practical importance the cage effect has in

density was taken into account explicifljn view of the crucial ~ radical pair chemistry? it would be desirable to perform
role of VER in stabilizing iodine molecules formed by in-cage similarly detailed studies on polyatomic molecules. In this case,
atom combinatioi:8 in-cage dynamics might be affected by internal energy of radical

Following the pioneering picosecond experiment by Eisenthal fragments, intramolecular multidimensional dynamics, or pos-
and co-workers, a deeper understanding of the cage dynamicssibly competition between different in-cage reactions, vibrational
was obtained from time-resolved experiments carried out by a relaxation, and cage escape. Recently, we reported on first steps
number of groups during the 1980s and 19903.(See ref 13 in this direction by looking at the photochemical kinetics of
for a review of earlier work.) In addition to VER on the ground-  diiodomethane (CHy) in sc fluid solutior?*25 This molecule
state potential, trapping in weakly bound electronically excited is a promising candidate, because its photodissociation is
states followed by radiative or nonradiative return to the ground sufficiently rapid not to be quenched to any large extent in liquid
solutior?*26-31 and a fast in-cage reaction product was observed

T Part of the special issue “dgen Troe Festschrift”. by femtosecond transient absorption spectroscopy which could

*To whom correspondence should be addressed. E-mail: jschroe2@ pe identified as iso-diiodomethane (@H1).28 This assignment
gwg Sﬂsgsita Gattingen. was confirmed by a combination of time-resolved resonance
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theory (DFT) calculatior’3-34 and recent picosecond time-
resolved X-ray diffraction measurements in methanol solifffon.
In the gas phase, irradiation of diiodomethane in the UV
region around 300 nm is well-known to cause-ICbond
dissociation to form a CH radical and a ground- or excited-
state iodine atof¥4° on a time scale a lot shorter than the
molecular rotational perio#:#twhich is about 6.5 ps (estimated ~ Were estimated for diiodomethane and iodoform in acetonitrile,
from CH;l;, rotational constantsy. About 80% of the available respectively’®3
energy after photolysis at 304 nm appears as internal energy of This description is in agreement with conclusions concerning
the nascent radicaf:#! which is highly excited close to the the isomer product derived from independent transient resonance
vibrational quasi-continuurd’. For excitation into the lowest ~ Raman spectroscopy following photodissociation of diodomethane
energy absorption band, this has been rationalized in terms ofin solution, in which the Ck —I isomer also was identified as
a dynamical two-dimensional (2D) mod&lin which Franck- the species responsible for the two transient absorption bands
Condon excitation is along the-C—I symmetric stretch and ~ at 390 and 570 nr# 34 The assignment was based on a
subsequent dissociation takes place predominantly on thecomparison of transient Raman bands observed in pico- and
repulsive excited-state surface along the antisymmetric+ nanosecond experiments with IR spectra from the matrix
I-stretch. Close to the dissociation limit the two modes will be isolation work by Maier et &f?> and normal-mode frequencies
Strong|y Coup|ed’ such that it takes on the order of 100 fs to derived from DFT calculations. Furthermore, the temporal
Comp|ete the process. In Corresponding 3D wave packet mode|€V0|Uti0n of the Stokes Raman Spectl'a exhibits a Sllght blue
calculations using the same empirica| potentia| direct dissocia- shift and increase of band intenSity indicative of a vibrational

to vibrational relaxation times, the radical and isomer initially

are highly vibrationally excited and by energy transfer to the
solvent cool on picosecond time scales maintaining quasi-
equilibrium between the isomer and caged radical atom pair.
The isomerization quantum yield in liquid solution seems to be
fairly high: for 266/350 nm excitation, values 0.7 and~0.5

tion turns out to be even fast& To what extent such models

represent Chl, photodissociation dynamics remains to be
clarified by future calculations on more realistic ab initio
potential energy surfaces.

In liquid solution, the details of CH, photodissociation
dynamics have been a subject of debate. The interpretation an
assignment of transient absorbance signals obtained from
femtosecond pumpprobe spectroscopy varied considerably,
although the basic experimental result presented by three
different groups is practically identic&} 28 The transient

absorbance signals observed after UV-excitation consist of three

main components, a fast rise apparently limited by the cross

correlation of pump and probe pulses, a subsequent fast decay

on atime scale of 200300 fs followed by a slower absorbance
increase with a rise time of several picoseconds until the signal

reaches a plateau which persists on a nanosecond time scalé®

The acceleration of the slow rise with increasing JGH
concentration reported by Saitow ettAhowever could not be
verified in later work28.30

Tarnovsky, Akesson, and co-work&s0 presented a detailed
study on CHlI, photodissociation in acetonitrile solution on the
basis of measurements with 310 nm excitation and broadband
detection from 290 to 1220 nm. They critically reassessed the
assignment of the absorption transients that had been observe
before?627 They compared the observed transient absorption
bands at 390 and 570 nm with spectra from axlGHinatrix
photochemistry by Maier et 4&.who had attributed these bands
to the CHI—I isomer. On the basis of this assignment and an
analysis of the observed time evolution of their transient spectra
they concluded that (i) the fast, initial 350 fs decay monitors
the outgoing wave packet on the repulsive excited-state potential
energy surface of Ch, (ii) a vibrationally hot CHI—I isomer
is already formed within the first picosecond and subsequently
relaxes within about 10 ps, causing the slowly rising component
and (iii) the radical fragment is observed at short probe
wavelengthss380 nm only, where its absorption appears within
0.3 ps and decays within about 3 ps. This implies that the
dynamics are described as a sequential two-step proces
involving rapid (350 fs) dissociation into a GHadical-iodine

atom pair in the solvent cage and subsequent almost equally

fast (~1 ps) recombination to form the isomer, at most requiring
a couple of collisions with molecules of the solvent-cage wall.
As most of the available energy in the dissociation is deposited

cooling process. From their data, Phillips and co-workers
concluded that the “hot” isomer is formed within a few
picoseconds and that subsequent vibrational relaxation takes
place on a time scale of tens of picosecoffdé similar
photodissociation/isomerization mechanism in solution was also

d)roposed for other polyhalomethanes such as@KHCHBrl,

and CHE based on femtosecond transient absorption experi-
ment$°46:47and resonance Raman studi&s?

It is still an open question, however, how the direct dissocia-
tion in the gas phase turns into isomerization as the solvent
cage gradually builds up. Studies in sc solution are well suited
to address this point and to further clarify the isomerization
mechanisms, as solvent-cage properties may be tuned continu-
ously by varying the fluid density from gas to liquidlike.
Recently, we reported on first experiments in sc,CO:Hg,
nd CHR?*25 which showed the expected increase of the
iSomerization quantum yield with density. We also observed a
decrease of the isomer absorption rise time with increasing
density, consistent with the proposition that vibrational cooling
is a controlling step in isomer formation. As far as the central
aspects of the mechanism are concetriedild-up of isomer
from some form of caged pair and subsequent and concurrent
vibrational cooling-our results supported the conclusions drawn
from liquid-phase studie®:%° However, the reduced density
ange we covered in these experiments was restricted tg 1.5
or < 2.4, not extending to values sufficiently close to the gaslike
regime. We also observed an almost exponential increase of
the isomer formation rate constant with density, which is
stronger than the linear dependence of VET rates on local
density observed in sc soluti§A3

In the work reported here, we concentrate on the density effect
on isomer formation kinetics, that is, on rate constants and
yields, covering an extended density range in s¢,GOHs,
and CHE. We also briefly consider the variation of the initial
internal energy by changing the excitation wavelength. On the
basis of these results, we propose a simple kinetic model in an
attempt to rationalize the experimental results and to address
the points raised above.

S

2. Experimental Technique

Details of the pumpprobe setup have been described
elsewheré? In brief, we usd a 1 kHz Ti:Sapphire regenerative
amplifier (Clark-MXR CPA2001) as the femtosecond light

as internal energy of the radical and both steps are fast comparedource delivering pulses of 0.9 mJ energy and 150 fs duration
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at 773 nm which were used to pump two commercial optical 15 T T T T T T T T
parametric amplifiers, a Yobin Yvon two stage NOP¥; (of

pump intensity) and a Light Conversion TOPA%; (of pump
intensity). After frequency doubling, these provided tunable
pump and probe pulses, respectively. The spectral width of the
pump pulses at 304 nm was measured to be about 7 nm
(assuming Gaussian band shape), corresponding to a pulse
duration of~140 fs; their energy was approximately Q:3. B
Probe pulses were taken directly from the computer-controlled <
TOPAS using its internal nonlinear mixing and wavelength 05
separation facilities. Their spectral width was about 5 nm
throughout the spectral range studied in our experiments. The
temporal half-width of the pumpprobe cross correlation was

typically between 126Gt 5 fs (304 nm pump/405 nm probe) gas phase
and 200+ 15 fs (304 nm pump/370 nm probe). We used a 0.0 . L . L . 1 . e
conventional pumpprobe arrangement employing an optical 20 275 300 325 350 375
delay line with nominal 0.7 fs step size. Incident and transmitted Afnm

probe pulse energies were measured by integrating photodiodegigure 1. First UV-absorption band of Ch at pressures of 20 (full
(Hamamatsu 1226-8BQ or 1336-8BQ0A). Pump and probe lines) and 80 MPa (dotted lines) in sc CHEQ,, and GHs (from top
beams were focused into the sample cell by parabolic mirrors to bottom) and in the gas phase under:Chapor pressure at ambient

. . ) temperature (dashed line). Spectra are normalized to peak height and
to beam waist diameters of approximately 300 and A5Q baseline shifted for different solvents.

respectively. Relative polarization of pump and probe beams Py i i . )
was controlled by a tunable zero-order half-wave plate. Experi- po?eoizntec;;)czﬁoTI;PWO center Lennard-Jones plus potiguadru
ments were performed under magic angle conditions. Transient Chblo—CHply: Lennard-Jones plus pointlipole interactiof?

absorbance traces were taken by recordlng incident to transmit- Chylo—CO,: Standard LorentzBerthelot mixing rules were
ted probe pulse energy ratios alternating between pump pulse

on and off, that is, in synchronization with a chopper positioned agglrft?a}o obtain the Lennard-Jones part of the selstdvent
in the pump pulse beam. At each delay position, 20000 P . . . .
) The dipole-quadrupole interaction was implemented by
measurements were averaged and every final trace was the result_ . ~. . i
of 6-8 scans over the whole time range assigning partial charges as followes €lementary charge):
The basic design of the stainless steel 100 MPa high-pressure Chalo: |g| = 0.97314; +qon the C atom;-qon the center
; G , of mass € Lennard-Jones center), distance, 1.0484 A.
sample cell was developed in Prof. O. Kajimoto’s group at . _ g ; A
) . . f COy: |g| = 0.013%; three partial charges in linear arrange-
Kyoto University. It contains a small sample reservoir and a
o - . . = ment 1.2088 A apart-q at the two Lennard-Jones centet£q
magnetic stirrer, and its effective optical length between sapphire at the C atom
windows of 2 mm thickness is 2.5 mm. In the present design, )
using Teflon O-rings and silicon varnish for sealing the
- . 4. Results
windows, the cell may be heated to about 30 using . . ) _ .
temperature control ensuringd.5°C stability. It was connected The first absorption band of dilodomethane with a maximum
to a high-pressure system via line filters to prevent contamina- close to 290 nm is known to show very little solvent shift
tion with residual oxygen or water. For transient absorption between gas phase and liquid solutféfif an observation that
measurements, the sample reservoir was filled with a definedalso holds for the pressure dependence in sc fluid solution as
amount (typically about L) of liquid diodomethane before illustrated in Figure 1. As we reported recerthexcitation into
the cell was pressurized with sc fluid. Around 10 MPa pressure, this band gives transient absorbance traces quite similar to those
diiodomethane dissolved quantitatively forming a homogeneous observed in liquid solutiof?~?® Figure 2 shows two examples
mixture, resulting in a diiodomethane concentration~df0—2 measured in sc £is at 25 and 75 MPa pressure: the curves
mol/L and a sample absorbance at the pump wavelength of aboutconsist of a sharp subpicosecond peak followed by-&r15
2.5, such that more than 99% of the pump light was absorbed.ps exponential rise to an intermediate plateau which subse-
Diiodomethane (Merck-Schuchardt, for synthesi€9%), guently decays on a nanosecond time scale (not visible on the
CHFs, CO,, (Messer-Griesheim, grade 4.5), angHg (Messer- time sgale displgyed in.Figure 2). .
Griesheim, grade 2.5) were used as supplied without further ~As discussed in detail befo?é?83°the subpicosecond peak

purification. in the probe wavelength range 36840 nm may be largely
) ) attributed to absorption from the Frane€ondon region of the
3. Simulations electronically excited state of the parent molecule,GHits

Local sc CQ solvent densities in the vicinity of the solute rise time is determined by the cross correlation between pump
were calculated on the basis of solusolvent center-of-mass  and probe pulses, the fall time is a convolution of the probe
radial distribution functiong(r) obtained from classical MD  pulse and decay of FraneiCondon absorption. A quantitative
simulations performed with the MOLDY package. The analysis of the peak signal, however, is complicated by
simulation box contained 200 solvent molecules and a single contributions from solvent Kerr effects and the nonlinear
diiodomethane solute molecule. The number of solvent mol- electronic response of the window material used in our high-
ecules was found to be sufficient for the purpose of calculating pressure cell which affect the amplitude and rising part of the
g(r) to the required accuracy. After an initial equilibration period peak depending on the relative position of the pump and probe
of 200 ps, trajectories of 2 ns duration were simulated with a beam focus as well as on the strength of focusing. In a careful
step size of 2 fs. reexamination of the pressure dependence of the subpicosecond

The following intermolecular potentials of the pure substances decay including deconvolution with the pumprobe cross
were used as described in the literature: correlation, we obtained, in contrast to our earlier repbs,



Isomerization Kinetics of Diiodomethane

1.5 T T T T T T
o 25MPa ~12.4 ps
* 75MPa ~ 79ps
1.0 - eeesccct gen’e o Cete
.‘.o'. . A
3 - .
S osf - - ae09008 609250
~ 0000%0°0° o
% &C:;:Qcc ° 03
< ¥.o" :
= g
00 & :
<
-0.1
-1
0.5 ) ) ! I , t/ps |

30 40

t/ps

J. Phys. Chem. A, Vol. 110, No. 9, 2008323

350 fs at 305-310 nm excitation wavelength suggest a minor
influence of solvent friction and polarity on wave packet motion
in the excited state.

The nanosecond decay is barely visible in our measurements
and as such not amenable to a quantitative investigation in the
experiments discussed here. We will neglect it in the following
and refer to a recent study by Tarnovsky e#al.

The traces in Figure 2 illustrate the main effects of raising
the sc fluid density on which we will concentrateMost
obvious are the increase of the plateau amplitAdeseen at
long delay times at around 200 ps and the decrease of the
exponential rise timeyise. It is evident from the example curves
that the “slow” absorption rise does not extrapolate back to zero
at early times but to an initial absorbandgwhich turned out
to be less sensitive to the increase of pressure Aadf Figure

Figure 2. Pressure dependence of transient absorbance signal at 4053 shows a sample set of fitted decay curves obtained in
nm following excitation of CHI, at 305 nm. The solvent is sc,Bs at

310 K and pressures of 25 and 75 MPa. Data points are averaged over
500 pump pulses and 6 consecutive time scans. The rise times given
in the legend are based on a convolution and fitting procedure including

compressed sc GO

From similar absorbance traces recorded at probe wavelengths
between 355 and 435 nm, transient spectra in sg, GBIF;,

a Gaussian pumgpprobe cross correlation and two exponential terms  and GHe ha\_’e b_ee_n reconStrUCted_ (Figure 41_|efF column). They
to represent the fast decay and the picosecond rise, respectively. The€flect the rise in isomer population (intensity increase of the
inset shows the initial part of the same signals.

pressure-independent time constant of 2280 fs at probe

main band around 370 nm) with time and show some indication
of spectral narrowing, which is attributed to vibrational cooling
of the hot isome#*28 Assuming that the isomer is the species

wavelengths between 360 and 440 nm. In acetonitrile solution, predominantly responsible for absorption in this spectral region
Tarnovsky et al. give an average decay time of 350 fs (310 nm and that the oscillator strength associated with the corresponding

pump wavelengthj® Saitow et al. obtained 0.5 ps (268 nm
pump/ 400 nm probe¥, while Schwartz et al. measured 350 fs
(310 nm pump/ 610 nm probe) in CCind CHCI, solutions.

Considering the widely varying conditions, from polar to

electronic transition does not change with vibrational excitation,
the integrated band intensity is directly proportional to the
concentration of isomer. Conversely, if we normalize the
measured transient spectra to their integrated intensity, they

nonpolar liquid to nonpolar sc fluid between 100 and 1000 bar should only show a temporal evolution reflecting spectral
pressure, these comparatively small variations between 220 ancharrowing as the typical signature of vibrational cooling (Figure
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Figure 3. Transient absorbance obtained at 305 nm pump wavelength jn R2Gbe wavelength series at constant pressure (40 MPa, left) and
pressure series at 405 nm probe wavelength.
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Figure 4. Left column: reconstructed transient absorption bang 30 nm measured following 405 nm excitation of £Hn sc solution at 2
(square), 5 (circle), 10 (up triangle), 20 (down triangle), 50 (diamond), and 100 ps (left-facing triangle) time delay. From top to bottom: sc CO
at 308 K and 40 MPa, £is at 310 K and 40 MPa, and CHRt 311 K and 51 MPa. Right column: corresponding normalized spectra (for details,
see text).

4, right column). In particular, they allow us to identify a spectral dynamics due to vibrational cooling, rise times measured
wavelength region between 400 and 410 nm with very little across the absorption band become longer at probe wavelengths
spectral change, in which one may observe isomer formation below 405 nm and shorter above. The approximate time scale
kinetics practically free of contributions from vibrational of vibrational relaxation may be estimated from the decay and
relaxation. We checked the underlying assumption by comparingrise of the normalized spectra at different wavelengths (Figure
the exponential rise times measured around 405 nm with the5). A quantitative determination of the vibrational relaxation
rise time of the corresponding integrated absorption band attime zyer would require knowledge of the dependence of the
selected pressures in all three sc solvents. The latter turned outsomer’s extinction coefficient on internal energy or at least
to be consistently 10% smaller than the single wavelength temperature, which is not available. However, the observed
values. Since we focus exclusively on the pressure dependencelecay times in the wing of the band are comparable to the value
of amplitudes and rise times, this constant scaling factor doesof 7ver measured for CH, in sc CQ by Sekiguchi et al. at

not have any impact on the further discussion. It largely reflects comparable densiti€s.

the fact that strictly speaking in spectral narrowing due to  The assumption that the transient absorption band observed
vibrational cooling there is no point in the affected absorption after about 30 ps may be attributed to a single photoproduct is
band for which the extinction coefficient is totally independent supported by the observation that the shape of the band is
of vibrational temperature. On the other hand, because of independent of fluid density, that is, it is irrelevant which probe
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25 T T T T T T T T T T TABLE 1: Pressure Dependence of Transient Absorbance
Rise Time 7;ise in sc Solution at 405/410 and 370 nm Probe
o Co, Wavelengths after 302-308 nm Excitation
0 C,Hs p°9mol p°9mol
A CHF p/MPa dm3 Tisdps  p/MPa  dm™3 Trisd PS
Tver 20 | 3
405 nm probe 370 nm probe
" 5 C0O, 323K 10.4 98 20.&13 9.4 73 51.56.0
Q a 1 10.7 10.7 18.6:1.2 9.8 82 41231
s % 111 11.7 16.8:35 10.2 9.3 43.6&32
o’ 15 11.4 123 23.6£0.8 105 10.1 45826
[ e decay i 11.8 130 18.6:3.1 109 112 35%16
J 12.2 13.6 20435 117 128 37.£1.1
] 12.6 140 20414 124 13.8 32.&10
& 14.2 154 15414 135 149 30.61.0
10 . . | . . 15.0 159 35&# 1.0
* * * * * 18.0 172 26.91.0
360 380 400 420 440 460 21.1 181 247 0.4
A/ nm 42.0 21.2 21.&1.0

54.0 222 18410

69.0 231 17.6:1.0

79.0 23.7 16.2£1.0

90.0 242 14410

C0O; 308K 10.8 16.8 1510 117 172 28.%0.9
16.2 18.8 14804 120 174 29.x1.2

Figure 5. Probe wavelength dependence of exponential rise/decay time
Tsq Obtained from an analysis of the normalized transient spectra in
Figure 4.7ver indicates the vibrational relaxation time of @klin sc

CO, from the data given by Sekiguchi et%l.

wavelength we chose to evaluaie to determine the density 165 189 135-09 150 185 27.20.6
dependence of the isomer yiet. 18.0 193 142204 179 193 23.%1.0
In Table 1, we list the exponential picosecond rise times 208 199 139:04 195 196 28407
. i I . : 258 206 13.6:04 211 199 2530.3
obtained from a convolution and fitting procedure involving a 270 208 132-07 254 206 23202
Gaussian pumpprobe cross correlation, a fast exponential 31.0 212 12403 312 212 22602
decay, and the picosecond rise to our transient absorbance 349 216 11506 345 216 21.303
signals in sc fluids Cg CHFs, and GHs, for a 304/308 nm gg-g g%z ﬂ;‘t 8-3 gg-g gi; ﬁ-g 8-;
pump and 405/370_ nm probe. At th_ese Wavele_ngths, the 454 295 10802 382 219 20302
inclusion of only a single term for the picosecond rise proved 500 228 107-0.2 385 219 22603
to be entirely adequate, as the addition of a second term 515 229 99-04 46.0 225 20.602
improved the quality of fit only marginally. This may seem 546 231 10102 515 229 19.20.2
surprising as the absorbance changes due to isomer formation 60.0 235 9.9:03 565 233 18%0.2
and vibrational cooling in the same spectral region, but at 405 600 235 9902 609 235 17302
. ; 652 238 9.8:-02 700 240 15%0.2
nm pro_be wavelength, we have practically no spectral influence 745 242 90-02 750 243 15@02
of cooling. 80.5 245 85:02 81.0 245 14.602
At the 370 nm probe, the spectral amplitude of the cooling 855 247 9.0:£02 850 247 14302
dynamics is smaller than that of the population rise, and 980 252 8302
furthermore, the tim_e constants of both_cpmpont_ants are on the CoHe 310 K 405 nm probe  CHE308 K 410 nm probe
same order of magnitude, which makes it impossible to separate 250 140 14307 175 144 15704
them consistently at sc fluid densities significantly smaller than 450 153 12.6:0.6 20.0 148 15404
liquid density. A graphical summary of the rise time data is 550 157 104:04 300 159 13403
given in Figure 6, which illustrates the pressure dependence of ?g-g ig-i g-& 8-2 gg-g 1?-? i(l)-% 8-;
the corresponding rate coefficientse * in a log—log repre- 850 166 75.02 800 185 104 0.3

sentation. Apparently, there is only little variation in the be- 950 168 7.8-02 900 188 8902
havior of the rate coefficient between different sc solvents,CO

C,Hg, and CHE. In contrast, one observes a pronounced 5. Discussion

dependence on probe wavelength which is caused by the spectral
narrowing already mentioned. The shape of the pressure
dependence, however, does not change, indicating that th
process involved in isomer formation might be closely related

We first will discuss the density dependence of the isomer
ield as reflected inAs(p). As has been suggest&£sa
solvent cage is a necessary prerequisite for the isomer to be
- . . formed, and the “tighter” it becomes the larger the isomer yield
to V'bg?gfzngl energy relaxation, as has been suggestedwi” become. It is to be expected, however, that the properties
before== ] . ) ] . of the solvent cage will be determined by the local sc solvent

Both 7iise * andAw increase nonlinearly with sc fluid density,  gensity pca in the vicinity of the solute rather than the bulk
an observation that we will discuss in the next section. It should densityp of the solvent. We will estimate the local density on
be noted that absolut. values in different fluids may notbe  the pasis of radial distribution functiorg(r) obtained from
compared directly, as they strongly depend on excitation cjassical MD simulations, using the relatipgea = Gmaxd0,T)p.
conditions and initial parent molecule concentration which were aAs the widest density range was covered in sc,O@e will
impossible to maintain when switching between fluids. restrict our yield analysis to this solvent. Figure 7 shows the

While the measurements discussed so far were performed withdependence afimax On bulk density in this solvent at the two
a pump wavelength of 30% 3 nm, we also looked at the effect temperature§ = 308 and 323 K for solutesolvent centers of
of the excitation energy on rise times and amplitudes (Table mass. The stronger enhancement toward low densities is a
2). At a shorter pump wavelengthyise increases, while its  signature of attractive van der Waals forces that become
density dependence becomes more pronounced. increasingly important toward lower density. The temperature
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Figure 6. Pressure dependence of the inverse absorbance rise times

listed in Table 1.@), sc CQ 405 nm probe; ), sc CQ 370 nm

probe; @), sc CHR 410 nm probe; ®), sc GHe¢ 405 nm probe.

TABLE 2: Rise Time t;se Of Transient Absorbance at 405
nm, Pressure Dependence in sc C{at 308 K2

p / (molfly

Figure 7. Maximum values of the CHl,—CO, center-of-mass radial
distribution function vs the bulk densigyof sc CQ: T = 308 K (O)
and T = 323 K (@). The dotted line represents the numerical
interpolation used for calculating local densities.

p/MPa o/mol dn13 Trisd PS 3 : : : :
263 nm
45.7 22.8 241+ 0.9
82.5 24.8 18.2+ 0.6 Py
276 nm >
28.5 20.9 25.3: 0.8 2r K4 il
375 21.9 22.9: 0.6 . o3°
39.0 22.0 21.6:0.7 > e
49.5 22.8 20.6 0.5 ®© .
58.6 23.4 17.2: 0.4 =~ '»"
69.0 24.0 16.5 0.4 <t .
87.3 24.8 13.6: 0.2
350 nm
19.0 19.5 7.8:0.3
24.6 20.4 7.6£0.3
30.2 21.1 7.3 0.2 50
315 21.3 6.6 0.3
35.7 21.7 6.9t 02
40.0 22.1 6.5t 03
40.4 22.1 6.4 0.2 Figure 8. Normalized amplitudes at 370 nm probe wavelength vs local
45.1 22.5 6.9:0.2 density of sc C@in the vicinity of the CHI, solute: A., (®) andAq
50.4 22.9 6.9: 0.2 (©). The dotted lines illustrate quadratic and linear dependence.
55.0 23.2 6.5+ 0.3
gg:g ggé 2:57? 8:% at the corresponding density. (We observed virtually no effect
65.2 238 6.5¢ 0.1 of sc fluid density on cross correlation width throughout the
70.3 24.0 6.10.1 pressure range studied.)
76.0 24.3 6.2 0.2 We find a quadratic dependence/Af on local density and
79.9 24.5 6.:0.1 a fairly weak, approximately linear dependencégfin analogy
87.0 24.8 5.4£ 0.2 ; ; ot
877 248 580 0.1 to the observed density dependence of the photodissociation
95.7 251 5.7t 0.1 guantum yield of iodine, which to good approximation is linear

in solvent density for quantum yields 029 ®4 > 0.12122we

a Excitation wavelengths 263, 276, and 350 friReference 59. suggest that this quadratic dependencépmay be taken as

evidence for an isomer formation mechanism that involves two
dependence is fairly weak as expected for a 5% change, so weconsecutive stages at each of which escape from the solvent
use a common polynomial interpolation to calculatga. cage may occur. The quantum yield at each of these would

Figure 8 shows a plot ok, andAg Vs piocal @S calculated by linearly depend on density.

eq 1. We show the absorbance amplitudes measured at a probe In Figure 9, we show a simple mechanism that would be
wavelength of 370 nm, because of the significantly better signal- consistent with this suggestion and give an overall isomer
to-noise ratio in particular at low densities as compared to the quantum yield®dis, = ©1P, O pﬁml. It rests on the assumption
amplitude data obtained at 405 nm. The amplitullesind Ay that in the probe wavelength region from 360 to 440 nm only
are baseline corrected and normalized to absorbed pump energyhe isomer contributes 8., while Aq is due to absorption by
as gauged by the height of the initial Frard®ondon absorption  the rapidly formed loosely bound complex between the iodine
peak, which shows a linear increase with solvent density causedatom and the vibrationally highly excited methyliodide radical
by increasing solubility of diiodomethane in the sc solvégt. in the solvent cage, hencédy ~ ®; and A, ~ ®1P,. The
values were obtained from back-extrapolation of the deconvo- intermediate complex may be stabilized by charge transfer (CT)
luted kinetics, using the pumjprobe cross correlation width  interactions between the atom and radical or dipaheluced-
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Figure 9. Kinetic model of isomer formation. The large dot denotes <\§
the radical, the dagger indicates vibrational excitation, and the asterisk <t .
denotes electronic excitatiod:” and 6~ indicate a weak interaction 2k s’ ® 4
between the dipolar radical and the highly polarizable iodine atom that o ?
leads to a weakly bound complex, indicated by the big dots. | L

dipole interaction. In both cases, one might expect a sufficiently 0 L . ) . ! . \
strong absorption causing the initikd signal. If one introduces 10 20 30 40
a further simplification by assuming that equilibration between 3

the cage pair and the complex is sufficiently rapid compared to Plocgl / Mol dm

kescandks, such thakc/k-c = Kc, one obtains eXpreSSi“O”S”for Figure 10. Amplitude ratio A./A, at 370 nm probe wavelength vs
the yields®; and the formation rate consta, of the “hot local density of sc C® The dotted line represents a linear fit to the
isomer data.

o Kk
KCkf + kesc
and ')

kiso ~ KCkf + kesc

15 T T d T T T T T
q)Z

We are aware that this is an oversimplified scheme designed to
rationalize the variation of the observable kinetic parameters
with density. In particular, it does not explicitly take into account
ke, k-¢, and the concurrent vibrational cooling of the hot radical
which would be dynamically coupled, nor do we include a route
of in-cage recombination to the parent molecule. The latter,
however, has not been observe#28-3%nd is not expected to
be efficient, as the orientation correlation between the radical
and the iodine atom is rapidly lost. In the discussion here, we Pr
also do not further consider the fact that 304 nm excitation Figure 11. Isomer formation rate constant in sc €@easured at a
populates two excited electronic statsleading to an ap- 405 nm probe wavelength.
preciable fraction of excited iodine atoms 2R(,), briefly ) S
%) 38-40 and ground-state iodine atoms?R§), briefly I) in two We now turn to the density depen_dence of the rise tiree
different populationd! We would like to refer to a recent which directly relates to that of the isomer formation réie,
detailed discussion of the consequences concerning in particular™ Triss * (405 nm)242If we assume that collisional stabilization
vibrational energy transfer from the hot intermediate radi¢al. ~Plays a crucial role in isomer formatigitv®and that the change
The main implication for the present study is that bi- or even of collision rate controlledki makes the dominant contri-
trimodal initial vibrational energy distributions that result from bution to the observeklsq(p) dependence, then one would expect
the initial population of different electronic states of the parent Kiso to depend linearly on the collision rate in sc solution, if
CH,l, make no difference as far as the observable effects of higher frequency solute modes 200 cn) were mainly
vibrational cooling are concerned. Further, since we monitor involved in vibrational cooling of the complexed radi€éaSuch
the ground-state absorption of the isomer in the wavelength @ linear dependence is not observed in our experiments (Figure
region between 350 and 440 nm, we do not consider the possiblell)-
contributions from I* processes, as I* only correlates with Alternatively, if one assumes that transfer of the vibrational
electronically excited states of the isomer, as we discussedexcess energy to the solvent occurs mainly via low-frequency
previously?* modes, one might adopt an empirical approach and use the mass-
Within the model, one would expect the amplitude raig weighted zero frequency friction coefficiefas a measure for
Ao O @, to rise linearly with density which we illustrate in  the collision raté?63In this approximation, it may be useful to
Figure 10. Unfortunately, not knowing the ratio of extinction consider the pressure-dependent bulk viscosgify) of the
coefficients of the hot complex to that of the isomer, we cannot solvent as a means to estimate the collision rate, mass-scaling
estimate®,(p) to carry the analysis further at this stage. From it with respect to C@ Figure 12 shows the resulting plot of

08 12 16 2,0 2,4

an extrapolation of the linear fit, one may estimate tatp) kiso Vs 7. The observed linear dependence supports the hypoth-
approaches zero at a local solvent density of about 9.1 mot,dm esis thatkis, to a large extent is controlled by collisional
corresponding to a reduced bulk density of L@ = 0.45. stabilization of the vibrationally hot intermediate via low-

Whether this value represents the true onset density for the in-frequency modes. The viscosity-independent offset betigen
cage isomerization channel remains to be clarified in further in different solvents could be due to static interactions that
experiments. influence the stability of the intermediate complex g, but
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15 . T . T - T - 6. Conclusion

o | We have presented a simple kinetic analysis of diodomethane
o © isomer formation times and amplitudes following femtosecond
ol o0 © i photolysis of parent diiodomethane in sc solution at different
o %o © pressures. The presence of two consecutive competing cage
5,9 o escape processes could be established on the basis of the
%0 % ] observed quadratic dependence of overall isomer yield on local
o sc fluid density. We could confirm the dominant role of
collisional stabilization of a highly vibrationally excited inter-
mediate radicatatom complex in the photoinduced isomer
formation. The linear dependence of the formation rate constant
on sc solvent viscosity seems to suggest a vibrational cooling
0 E— 0 10 200 mechanism that involves low-frequency modes of the solute.
We are aware that these conclusions based on a purely kinetic

. . . . o analysis require further investigation. For this purpose, MD
Figure 12. Isomer formation rate coefficients, vs viscosity® in sc . . -
solvents CQ (O), CHs (00), and CHF (<). Viscosities were taken S|mulat_|ons of_the _VER process are underway to_Iook into the
from ref 59 and scaled by factors of 1.47 and 0.63 for ethane and dynamics of vibrational energy flow from the radical through
fluoroform, respectively, to correct for solvent molar mass with respect low-frequency complex modes into the solvent. Also, quantum-
to COp. chemical calculations are required to map out relevant parts of
the potential energy surface necessary to understand, for
example, the excitation energy dependence in more detail.

10 1
kiso/10"°'s

n/uPas

20 v T g T T T
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